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1. Introduction

General motivation for this thesis lies in the realm of economic policy. Economics is a branch
of social sciences. The domain of economic research lies in the methodological descriptions of
the processes driving the economy - a main feature of human society. These methodological
descriptions are not locked in into the sphere of academics and academic discussions. On the
contrary: These descriptions serve as the foundation for rational economic decision making
in the sphere of politics. Therefore these descriptions, with the economic policy decisions de-
rived from them, govern in last instance the welfare and the wellbeing of people. With respect
to the methodological descriptions in this context, there are two general questions: Where
is a lack of methodological description of an economic policy issue of special importance?
And secondly: How can this lack be fixed? For this thesis the first question is answered by
referring to the important relationship between the macroeconomy and the term structure of
interest rates. For the second question this thesis tries to find an answer or at least to show
off a way in finding an adequate answer. Combining these two questions leads to the central
question underlying this thesis: How can we adequately model the relationship between the
macroeconomy and the term structure of interest rates in an integrated modeling framework?
As outlined in the following of this introduction, this central question is related to further
aspects like aspects regarding economic uncertainty, which this thesis also addresses.

In the moment of the beginning of this thesis the FED starts its third QE program. Un-
til then, with the foregoing first QE and the related initialization of the purchases of US
Treasuries announced by the Federal Open Market Committee (FOMC) in March 2009, the
second QE in 2010 and Operation Twist in 2011, the volume of US bond purchases amounts
to over one trillion Dollars. With these bond purchasing programs the FED starts to influ-
ence more directly the whole term structure of interest rates, with the intention to stabilize
and stimulate the US economy. But what exactly is the working mechanism by which the
monetary policy induced changes of the term structure of interest rates lead to the intended
economic stimulations? What is the relationship between the term structure and the economy
on which this mechanism builds on? From the perspective of this thesis, there is a lack in an
integrated modeling of the relationship between the macroeconomy and the term structure
of interest rates. Therefore we can repeat here the central question from above underlying
this thesis: How can we adequately model the relationship between the macroeconomy and
the term structure of interest rates in an integrated modeling framework?
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The bond purchasing programs applied by the FED were supported in parallel by the FED’s
forward guidance strategy. This strategy aims to reduce the uncertainty about the future
monetary policy path. Not in focusing on forward guidance strategies but in generally focus-
ing on the phenomenon of uncertainty, this thesis takes up the aspect of uncertainty. In the
literature uncertainty or volatility is viewed mainly as a phenomenon of financial markets,
expressing the idiosyncratic fluctuations of asset prices. In this thesis the novelty in thinking
about economic uncertainty is at first to switch attention from financial market uncertainties
to macroeconomic uncertainties and to specify the various sources of economic uncertainty.
Thereafter the challenging empirical task is the extraction of the time-varying uncertainty
patterns from the specified sources of economic uncertainty. As the instrument of forward
guidance with focus on mainly monetary policy issues suggests, the reasoning about economic
uncertainty in a much broader sense could be an advantage for economic policy in general.

To methodologically capture the outlined aspects of this thesis we combine two exiting and
promising strands of economic research: Macroeconomic modeling with large-scale dynamic
stochastic general equilibrium (DSGE) models as the first strand and term structure of inter-
est rate modeling as the second strand. By modeling the macroeconomy with larger DSGE
models it becomes possible to endogenize a lot of different sector specific facets of the econ-
omy and their mutual interdependencies. Due to the encapsulated modeling implied by a
DSGE model, every facet of the economy defines an own object of economic reasoning and
modeling - with its own assumptions, derivations and implications. Due to its ”divide and
conquer” character this is a powerful tool for the economic researcher. The researcher can
focus only on specific objects, can theoretically and empirically examine the phenomenal
character of the specific objects and can compare them with economic reality. If necessary,
the researcher can modify the assumptions and derivations, which define the configurations
of the specific economic object under consideration, without modifying the DSGE model as
a whole. Due to the encapsulated character, the researcher only reintegrates this modified
object into the overall economic modeling framework of the DSGE model and can then in-
vestigate the interdependencies between this object and all other economic objects of the
overall model. Such a kind of economic modeling is highly adaptive. If economic reality
evolves in new and former unknown or unthinkable directions, the economic researcher only
modifies the specific objects which are no longer compatible with changed economic reality
and reintegrates these objects into the overall framework.

With the FED’s bond purchasing programs economic reality evolved in new and former
unknown directions. With its bond purchasing programs the FED starts to influence more
directly the whole term structure of interest rates, which reflects the conditions of US Trea-
suries over the whole maturity spectrum and directly determines the borrowing conditions
of the US government. Indirectly the term structure serves as the basis for fixing the credit
conditions for private sector borrowers and lenders. The term structure of interest rates has
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a strong time-related focus. Loosely speaking it directly connects the present to the future.
The term structure of interest rates presently determines the future cash flows economic
agents face for their presently done middle- to long-term borrowing and lending activities
in context to their present consumption and investment decisions and therefore shape their
present expectations about the future. Going over from the micro- to the macro-perspective,
these shaped present expectations reflect the expectations about the future path of economic
development of the economy as a whole and its feedback mechanism on the economic state
at the present.

This thesis is focused on the European Monetary Union (EMU). At the beginning of the
work for this thesis, the ECB operated under the regime of conventional monetary policy
measures. Large bond purchasing programs were not in the scope of monetary policy instru-
ments of the ECB. Monetary policy in its conventional fashion only controls the very short
end of the term structure. Changes in the short term rate directly controlled by the cen-
tral bank leads indirectly via expectations and term premia, which determine the correlation
structure between the interest rates of various maturities, to changes in middle and long term
interest rates. The diffusion of monetary policy controlled changes of the short term rate
through the correlation structure, implied by the term structure, into the middle and long
term rates is time-delayed and less controlled, revealing the frictions of this diffusion. In this
sense the bond purchasing programs executed by the FED or later by the ECB reduce such
kind of frictions. This thesis does not take this more direct control of the term structure
into account. Questions related to mechanisms and effects of these novel monetary policy
measures define an own field of exiting and intense current economic research. Only the in-
direct mechanism implied by conventional monetary policy is part of the set of assumptions
on which this thesis based on.

For this reason we select for our empirical investigations an observation horizon ranging
between Q1/2005 and Q1/2014 - a phase where the Euro and the EMU institutions become
more settled and before the ECB initializes its unconventional expanded asset purchase pro-
gram (EAPP) in Q4/2014 and the public sector purchase program (PSPP) in Q1/2015 - but
with critical events such as the starting of the sharp decline of U.S. housing prices in Q1/Q2
2007 and the FED’s intervention by lowering its federal funds rate from 5.25% in Septem-
ber 2007 to 0.25% in December 2008. Further there is the bankruptcy of Lehman Brothers
in September 2008, the spillover of the U.S. sub-prime and financial markets crisis to the
EMU - becoming here a sovereign debt crisis and ECB’s short term interest rates lowering
interventions especially since Q4/2008. To pronounce this point again: Only conventional
monetary policy measures are part of this thesis. But - and this is important for this thesis
- the bond purchasing programs executed by the FED and later by the ECB have revealed
the intention to strongly utilize the relationship between the term structure of interest rates
and the macroeconomy for stimulating and stabilizing the economy. Finding an answer to
the question for an adequate modeling of this relationship in an integrated modeling frame-
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work substantially shapes the concrete research agenda underlying this thesis in combining
large-scale DSGE models and term structure of interest rate models to get such an inte-
grated modeling framework. Therefore, beside the modeling of the economy by applying
DSGE models, modeling of the term structure of interest rates defines the second exciting
and promising strand of economic research mentioned above.

At the beginning of the work on this thesis the integration of the term structure of in-
terest rates and economic issues related to the term structure of interest rates into the DSGE
modeling framework were only at the beginning and were empirically focused on the US. But
because of the outlined encapsulated characteristics of DSGE models, these kind of economic
models are predestined for an integrated modeling of the macroeconomy on the one side and
the term structure of interest rates on the other side. The term structure of interest rates
becomes a further facet of the economy and defines therefore a further specific object of
economic reasoning and modeling, with its own specific assumptions and derivations. This
specific object can be integrated into the overall modeling framework to investigate the inter-
dependencies between this newly integrated object and the other objects of the overall model.

With respect to the modeling of the term structure of interest rates there is a vast amount
of research. For our purposes we have to focus on term structure models, which are - beside
their technical character in mathematically describing the correlations and dynamics implied
by the term structure - able for an integration into a broader macroeconomic modeling con-
text. The most promising approach for this thesis is the arbitrage-free affine term structure
modeling (ATSM) approach, where the dynamics and correlations of the term structure are
driven by a small number of latent term structure factors. The dynamics of these factors are
driven by a simple VAR model. In its latent factor formulations these pure term structure
models tend to be captured in their own sphere: Latent factors are derived from the past dy-
namics of the term structure aiming to describe the future dynamics of the term structure. In
this setting the latent factors serve more as a reduction in the complexity of the phenomenon
than as an explanation of the phenomenon. But beside its latent or pure term structure form
it becomes possible to integrate further observable macroeconomic factors into the equations
of the VAR. For the bond pricing scheme implied by the ATSM the short term rate and its
expected future path are used to determine the prices and therefore the interest rates implied
by bonds of different maturities. In the ATSM approach the equation describing the short
term rate is given. For our purposes we reformulate the short term rate equation in the
fashion of a monetary policy Taylor-rule, such that the short term rate and its description
becomes the connecting point between the interest rates - directly the short term interest rate
and indirectly via the bond pricing scheme the whole term structure of interest rates - and the
macroeconomy with monetary policy relevant measures like e.g. inflation or economic growth.

Chapter 2 outlines in detail how to integrate the term structure of interest rates into a
larger DSGE model. In chapter 2 we select the Smets-Wouters 2007 DSGE model as the
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DSGE model for our purposes. The Smets-Wouters model is very popular in the DSGE
literature and implies in its fourteen structural equations important economic facets such
as households and firms intertemporal consumption and investment decisions, firms price
setting in markets under monopolistic competition, labor unions wage negotiations as well
as monetary policy reactions facing price and wage stickiness. In the Smets-Wouters model
monetary policy decisions follow a Taylor-rule like reaction function. As already mentioned
the Taylor-rule is used by us to connect the closed-economy’s micro- and macroeconomic
processes implied by the Smets-Wouters DSGE model with the arbitrage-free pricing scheme
implied by the ATSM. Here we reformulate the describing equation of the short term rate
of the ATSM in the fashion of the monetary policy Taylor-rule of the Smets-Wouters DSGE
model. In chapter 2 we separately estimate and analyze our term structure extended Smets-
Wouters DSGE-ATSM for Germany, France and Italy - the three largest economies in the
EMU.

Chapter 3 deviates from the country specific focus of the closed-economy Smets-Wouters
model by focusing on the open-economy New Area Wide Model (NAWM) used by the ECB.
The NAWM was developed for describing the EMU and its dependencies to the global econ-
omy as a whole, meaning that its focus lies on the interdependencies between EMU aggregates
on the one side and the global economy on the other side. The NAWM endogenizes a lot
of the closed-economy facets in the same way the Smets-Wouters DSGE faces these aspects.
But because of its open-economy character, the NAWM is even larger in its modeling scope,
reflected in an even larger number of equations describing the NAWM economy. In chapter
3 we use an alternative to the outlined ATSM for our term structure modeling. This has
two reasons: The first lies in the complexity of the model. Keeping the integrated model
tractable we integrate a term structure model into the NAWM, which is more parsimonious
with respect to its parameters. The second reason is, that with the NAWM not a specific
EMU country is modeled. Instead the NAWM models the EMU as a whole. This EMU wide
approach should have an adequate equivalent on the term structure side. We find such an
adequate equivalent in the parsimonious dynamic Nelson Siegel (DNS) model, where com-
mon EMU term structure factors are applied to the model. We are the first who apply such
a common factor approach to the EMU for modeling and analyzing the common forces ex-
tracted from the country specific term structure developments. Further we are the first who
integrate such a common factor term structure approach in a large-scale DSGE model, which
is able to model the micro- and macroeconomic processes underlying the EMU’s economic
development as a whole.

As mentioned at the beginning of this introduction, a further aspect of this thesis is eco-
nomic uncertainty. In the baseline DSGE models used in this thesis the dynamics of the
economic state variables, describing the state of the economy, are disturbed by exogenously
determined variables representing various sources of economic uncertainty. These exogenous
shock variables follow Gaussian distributions, where the character of these Gaussians is static.
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This means, that the distribution of possible disturbing events stays the same over the whole
observation horizon. In every period of the observation horizon the economy is affected by
randomly driven events realized from the same distribution. Economic uncertainty defined by
the standard deviation (or synonymous the volatility) of the respective disturbance variable
stays the same in all phases observed over the whole horizon. In Gaussian distributions the
standard deviation determines the range of possible events centred around their mean. In the
DSGE models used in this thesis the Gaussians have zero mean. Smaller standard deviations
lead to Gaussians implying a narrower range of possible events with smaller values deviating
from their zero mean. Larger standard deviations lead to Gaussians implying a broader range
of possible events with larger deviations from their zero mean. For the economy this means
in concrete: Larger standard deviations imply larger realized values of the shock variables
leading to larger disturbing fluctuations in the economic development.

In chapters 4 and 5 we outline the methodological modeling and the empirical extraction
of uncertainty patterns for single EMU economies like Germany, France and Italy in chapter
4 and for the EMU as a whole in chapter 5. The outlined approach in chapter 4 is novel in
twofold: First it extends the Smets-Wouters DSGE model by integrating the arbitrage-free
term structure of interest rates as outlined in chapter 2, where we focus only on this novel
extension. The second, extending novelty is the modeling of time-varying volatilities in this
combined DSGE and term structure approach. Here we methodologically introduce time-
varying uncertainty patterns of both the macroeconomic as well as of the term structure
determining variables. In chapter 5 we extend the scope of the sources of uncertainty in
extending the NAWM of chapter 3 by integrating time-varying macroeconomic uncertain-
ties. Therefore in chapter 5 we model, extract and analyze the volatility patterns induced by
21 sources of economic uncertainty over a time horizon ranging from the beginning of 1987
until the beginning of 2014 with the collapse of the Soviet Union, the first and the second
Iraq war, the burst of the dot-com bubble, the introduction of the Euro, 09/11, the war in
Afghanistan, the global financial crises and the upcoming European sovereign debt crisis -
only to mention a few of the global events located in this horizon. With our extension of the
NAWM by endogenizing time-varying volatilities, we are the first who reveal and discuss in
this systematic manner the time-varying economic uncertainty patterns of a major economy
over a larger time horizon.

To briefly summarize our empirical findings in chapter 2 we find that there are two phases
where the macroeconomy and the term structure of interest rates are largely affected by
macroeconomic shocks. The first phase starts immediately after the collapse of Lehman
brothers in September 2008. For this phase the macroeconomy and the term structure are
affected in similar ways. The second phase of larger shocks affecting the macroeconomy is
between 2010 and 2011. For the term structure this second phase starts in Q3/2010 and
dampens in the end of 2012 and therefore directly after Mario Draghi’s London speech in
July 2012 and the public discussions about more far-reaching ECB measures followed to this
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speech. Analyzing the shocks in detail we find that there are two kinds of shocks largely
affecting the macroeconomic as well as the term structure developments. The first kind is
related to risk premiums, reflecting the perception of and the aversion against economic risk
in the eyes of the economic agents. The second kind is related to monetary policy issues.
The last one reveals the crucial role the ECB plays for the economy in our observation sam-
ple. With respect to the weighting of macroeconomic phenomena in determining the term
structure of interest rates, we find that issues related to government spending activities have
a large influence on the term structure. This influence becomes stronger since 2009 and
grows along the term structure with the interest rates’ time to maturity, meaning that short
term rates are less affected by government spending issues than middle to long term inter-
est rates. In our observation sample this reflects the upcoming EMU’s sovereign debt crisis
and the high sensitivity of bond yields on issues related to government budget deficits and
the sustainability of sovereign debt. We also reveal the imperative of the financial markets
imposing the conditions for the governments’ further spending activities and increasing the
systemic pressure for stimulating self regulating as well as political forces for taking more
sustainable future debt paths. With respect to the macroeconomic findings our empirical
findings in chapter 3 are very similar to our findings in chapter 2, indicating the robust-
ness of our findings. Here too risk-premiums and monetary policy shocks strongly affect
the economy in both phases of high economic fluctuations. With respect to our common
term structure factors we reveal the convergence pattern of the term structures of interest
rates of various EMU countries. Whereas with the upcoming of the financial crisis the de-
tailed analysis of the common EMU factors reveal the divergence of the country specific term
structure developments - first in the levels and time-delayed in the slopes - expressing the
differences between long and short term interest rates - of the term structure, indicating the
current term structure heterogeneity of the EMU. Our empirical findings in chapter 4 are
in common line with our findings in the foregoing chapters 2 and 3. In chapter 4 we reveal
patterns of high macroeconomic volatilities in the two recession phases in our observation
sample. With respect to the term structure of interest rate we also identify two phases of
increased volatilities, whereas with focus on the magnitude of the volatility, the first phase is
of even higher volatilities - reflecting the disruptive event of the collapse of Lehman brothers
and its immediate consequences. With respect to monetary policy and the risk premiums
in the EMU we find in our long-term empirical investigation of economic volatility, ranging
between Q1/1987 to Q1/2014, that over this long-term horizon monetary policy issues are
extremely uncertain since 2008. Looking at the EMU risk premiums we find that over the
long horizon the introduction of the Euro as the common currency leads to a sharp reduction
in the EMU risk premium. But since 2005 the uncertainty related to the risk premium is
increasing, leading to sharp volatility peaks in the two recession phases observed in the last
decade of our long-term horizon already identified in the foregoing chapters.

This thesis based on the (often forgotten) fact pronounce at the beginning of this intro-
duction, that economic research is part of social science and is not part of natural science.
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The mathematical formulations of quantitative economic models are subject to restrictions.
As e.g. the Lucas critique makes clear: The economy is a highly adaptive system with a
lot of feedback loops. There are no unchanging fundamental laws driving the economy, with
the only task for the economic researcher to reveal these unchanging laws and to derive
policy recommendation based on these revealed laws. Expressed in its very extreme: Every
substantial economic insight can have direct feedback effects on the assumptions underlying
these insights, changing the assumptions in such a kind, that the insights become invalid in
the moment they become public. ”This time is different” - this statement (taken as it is
and not following the subtle intention of its authors) is in its validity not time-variant and
should be regarded carefully in the context of quantitative economic modeling with respect
to the suitability of its respective assumptions as well as of its application for policy recom-
mendations. In the chapters 2 to 5 we have used larger quantitative modeling frameworks
to analyze the status-quo characteristics of the modeled economy estimated over a specific
past observation horizon. In every chapter we have implemented a vast amount of alternative
macroeconomic and term structure of interest rate models to evaluate the robustness and the
quality of our estimation results. In every chapter we have further tried to derive narratives
based on the general mathematical structure of the model and its particular parameter esti-
mates connecting the model equations to economic reality. These narratives should make the
implications of the estimated models more plausible and more easy to verify or falsify. With
focus on the term structure modeling, the mentioned restrictions become obvious in chapter
6. For chapter 6 we have implemented a larger number of term structure models, discussed
in the literature. The implemented models cover the whole scope of past and current term
structure of interest rate modeling discussed in the literature. In chapter 6 these models
become objects of our forecasting experiments. In these experiments we split the underlying
observation horizon into two parts: Over the first part we estimate the model parameters.
Over the second part we do the out-of-sample forecasting, meaning that we use the estimated
model implied dynamics and evolve the model variables, determining the interest rates of the
term structure into the future. The future is represented by the out-of-sample part of our
overall horizon not known in the first part of the horizon over which we estimate the model
parameters. We evaluate the evolved forecasted interest rates by comparing the forecasts
with the true interest rates observed over the second part of the overall horizon and evaluate
the differences under different evaluation metrics. From a methodological point the summa-
rizing result of these forecasting experiments is disenchanting: The simple drift-less random
walk, where the currently observed value of a random variable is its future forecast, is hard or
impossible to beat by the more sophisticated term structure of interest rate models discussed
in the past and current literature. A further result of these experiments is, that the more
structure these models assume, the poorer is its forecasting performance. Nevertheless it is
important to have good economic theories that serve as the foundations for wide ranging eco-
nomic decision making. These theories have restrictions in their applications e.g. in precise
prediction making. Further these theories are no everlasting monoliths: Once formulated,
lasting forever. On the contrary: Economic theories should have a strong dynamical charac-
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ter, meaning that they should be highly adaptive in rapidly endogenizing changed economic
reality. In this line of thought this thesis was worked out.
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2. EMU Term Structure Dynamics
analyzed in a DSGE Model Setting

2.1 Introduction

The unconventional and far reaching monetary policy measures, especially the FED’s quan-
titative easing and the ECB’s outright monetary policy program as direct reactions of both
central banks to the sharp recessions of their economies since 2007, reveal the deep interre-
lationship between the economy’s real and financial sector. Central for the FED’s and the
ECB’s stabilizing programs is the term structure of interest rates. Conventional measures of
the central banks focus on setting the short term interest rate for controlling the economy’s
developments - especially the development of inflation. With respect to its maturity the cen-
tral bank’s short term interest rate is only one interest rate in a broad maturity spectrum.
To be more concrete and taking into account the correlation structure between the different
maturities of the term structure of interest rates, the short term interest rate directly influ-
ences only a small fraction of the term structure. The central bank’s programs extend their
direct influence on the whole term structure. It becomes possible to directly control the con-
ditions of middle to long term bonds and credits, which are more conventional for financing
the consumption and investment activities of households, firms and governments and so are
more effective for stimulating the economy’s development. These monetary policy measures
require an understanding of the mentioned deep interrelationship between the economy’s real
and financial sector. For extending our understanding and our knowledge of this interrela-
tionship, in this chapter we combine two promising strands of current economic research for
getting an integrated modeling and analyzing approach of the real economy on the one side
and the term structure of interest rates on the other side. The first strand is related to the
macroeconomic modeling with middle- to large-scale DSGE models. These models create
a broad modeling set up in which a wide variety of different macroeconomic facets can be
integrated more or less easily. With the DSGE model proposed by Smets and Wouters [2003,
2007], which shows similarities to the model proposed by Christiano, Eichenbaum and Evans
[2005], we use an established medium- to large-scale New-Keynesian DSGE model, which
integrates in its fourteen structural equations important economic aspects such as house-
holds and firms intertemporal consumption and investment decisions, firms price setting in
markets under monopolistic competition, labor unions wage negotiations as well as mone-
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tary poliyc reactions facing price and wage stickiness. Therefore this modeling framework
enables in-depth analysis of a broad range of macroeconomic phenomena. The second strand
is related to the arbitrage-free term structure of interest rates modeling. Here we focus on
the class of arbitrage-free affine term structure models (ATSM) proposed by Duffie and Kan
[1996], whereas Ang and Piazzesi [2003] were one of the first who extended the ATSM ap-
proach by endogenizing macroeconomic developments. More recently, integration of the term
structure of interest rates into a larger macroeconomic modeling framework is addressed by
Andreasen, Fernandez-Villaverde and Rubio-Ramirez [2018], De Greave, Emiris and Wouters
[2009], Rudebusch and Swanson [2008, 2012], Beakert, Cho and Moreno [2010], van Binsen-
berg, Fernandez-Villaverde, Koijen and Rubio-Ramirez [2012] or Kliem and Meyer-Gohde
[2017]. These works mainly focus on methodological aspects with empirical application to
US data.

In this chapter we extend the literature in shifting our attention to the EMU - at a time
national and EMU wide politics as well as the ECB as the monetary authority are largely
confronted with the upcoming EMU’s sovereign debt crisis. Therefore for our analysis we
choose the horizon between Q1/2005 and Q1/2014 a phase where the Euro and the EMU
institutions become settled and before ECB initializes its unconventional expanded asset
purchase program (EAPP) in Q4/2014 and the public sector purchase program (PSPP) in
Q1/2015 a separate field of current research. Estimation in such an outstanding economic
environment is a challenging econometric task, so that we implemented and estimated for
purposes of checking model quality and robustness a broad range of alternative macroeco-
nomic and term structure of interest rate models. Here especially the fit to the observed data
revealing the turbulences and disturbances of the crisis’ impact on the EMU is crucial for us.
Compared to the broad range of alternative macroeconomic and term structure models our
modeling approach shows a remarkably good and robust fitting quality. Based on this good
and credible data fit we find that the economies of Germany, France and Italy are largely
exposed to macroeconomic shocks in the aftermath of the Lehman bankruptcy in Septem-
ber 2008. Shocks are mainly driven from sources related to risk premiums and disturbances
affecting the monetary policy decisions in this critical phase. For all three countries there
is a second phase of larger economic disturbances ranging for Germany and France between
2010 and 2011, whereas for Italy this second phase only starts in 2011 and lasts longer than
in Germany and France on the Italian economy. Our model reveals large macroeconomic
shocks on the Italian economy until the end of our data sample in Q1/2014. Interestingly the
term structure of interest rates especially for Italy shows a very similar pattern as revealed
for the macroeconomic shocks. There are large and fluctuating shocks also appearing in two
phases. The first phase lies in the quarters immediately following the Lehman collapse. The
second phase of larger shocks effecting the term structure starts in Q3/2010 and dampens
in the end of 2012 and therefore directly after Mario Draghi’s London speech in July 2012
and the public discussions about more far-reaching ECB measures followed to this speech.
We further find that the decisive decrease in the short term rate in Q4/2008 and Q1/2009 in

19



which the ECB’s main refinancing operations rate fell by 225 basis points from 3.75% in the
beginning of November 2008 to 1.50% in March 2009 is mainly effected by subjects concern-
ing risk premiums. Beside this dominant factor the countries term structure of interest rates
also have an impact of the decisions made in this crucial phase. This finding is in line with
the estimation of our term structure extended version of the ECB’s New Area Wide Model
(NAWM) developed by Christoffel, Coenen and Warne [2008], a large-scale DSGE model of
high practical relevance for monetary policy decision finding in the EMU outlined in chapter
3. We also find in chapter 3 that this crucial monetary policy decision was mainly driven by
risk premiums demanded by foreign and EMU based investors. From our extended NAWM
we further find, that the term structure also had an effect on this decision - strengthening
the robustness of our findings in this paper.

Different to the classical reaction pattern of the monetary authority to shocks regarding
its monetary policy decisions our model estimation reveals an interest rate decreasing re-
sponse to shocks disturbing the decision finding process. This pattern reflects the ”whatever
it takes” monetary policy measures induced by the ECB and related institutions, credibly
hedging the EMU against depressing exogenous influences. With respect to the countries
term structure of interest rates we find that government spending activities have a large
influence on the term structure of interest rates. This influence becomes stronger since 2009
and grows with the interest rates time to maturity, meaning that short term rates are less
affected by government spending issues than middle to long term interest rates and reflecting
the upcoming EMU’s sovereign debt crisis and the high sensitivity of bond yields on issues
related to government budget deficits and the sustainability of sovereign debt. We also reveal
the imperative of the financial markets imposing the conditions for the governments’ further
spending activities and increasing the systemic pressure for stimulating self regulating as well
as political forces for taking more sustainable future debt paths. With respect to Taylor-rule
like monetary policy decision making we further find that especially Italian term structure
issues, determining the Italian short, middle and long term financing conditions for the Ital-
ian government and the Italian economy as a whole play a dominant role in the rational of
this kind of monetary policy rule since the second half of 2009.

This chapter is organized as follows: In section 2.2 we outline the fourteen structural log-
linearized macroeconomic equations and there interpretations with respect to the processes
and the functioning of the modeled economy. We briefly outline the model implied rational
expectations building and the technical solution of the model. Further we outline the bond
pricing scheme a rational and risk averse investor applies on bonds with different maturi-
ties in the ATSM framework. In the econometric part in section 2.3 we outline in short
our Bayesian estimation procedure. Section 2.4 contains our empirical analysis and findings,
starting with our macroeconomic analysis and continuing with our term structure related
analysis and discussions. Due to the importance of the Taylor-rule like monetary policy re-
action function with which we combine the macroeconomic developments with the dynamics
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of sovereign bond markets in section 2.4 we comparatively discuss different kinds of mone-
tary policy reaction functions. Section 2.4 closes with a broad based checking of our model’s
quality and robustness. The last section 2.5 summarizes our conclusions.

2.2 Modeling Framework

2.2.1 DSGE log-linearized modeling equations

For modeling the economic processes and the diffusion of economic shocks we use the New-
Keynesian medium- to large scale macroeconomic model proposed by Smets and Wouters
[2007] (SW-2007 model) which is very similar to the model proposed by Christiano, Eichen-
baum and Evans [2005] and Smets and Wouters [2003]. The SW-2007 model builds on
optimal decisions related to firms in the intermediate and final goods market, households
consumption decisions, wage and price related decisions made by firms and labor unions
and on ECB’s monetary policy decisions. These decision problems lead to 14 log-linearized
equilibrium equations listed in brief in this section. Appendix A.4 outlines in more detail the
optimization problems and its solutions.

Starting with the aggregated demand side, the economy’s output yt at time t is composed of:

yt = cyct + iyit + zyzt + εgt (2.1)

where the components are the aggregated consumption ct and investment it, capital utiliza-
tion zt and the disturbance term representing economic shocks in exogenous spending εgt .
The first three components are weighted by their steady-state shares in output:

cy = 1− gy − iy (2.2)

iy = (γ − 1 + δ) ky (2.3)

zy = Rkky (2.4)

where gy is the steady-state exognous spending-to-output ratio, γ is the steady-state growth
rate, δ is the depreciation rate of the economy’s capital stock, ky is the steady-state captital-
to-output ratio and Rk is the steady-state rental rate of capital.

Consumption ct follows:

ct =
λ/γ

1 + λ/γ
ct−1 +

1

1 + λ/γ
Et [ct+1] +

wlc (σc − 1)

σc (1 + λ/γ)
(lt − Et [lt+1])

− 1− λ/γ
σc (1 + λ/γ)

(rt − Et [πt+1]) + εbt

(2.5)

so that consumption ct at time t depends on the previous and expected furture consumption
ct−1 and Et [ct+1], on the expected growth of working hours lt − Et [lt+1], the nominal short
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term interest rate rt, where the short term rate is adjusted by the expected price change
between t and t + 1 Et [πt+1] = Et [Pt+1/Pt − 1] and on the disturbance term εbt related to
the agent’s risk taking behaviour. εbt can be interpreted as a risk premium, stimulating the
agent to substitute risk free deposits with more risky assets. σc stands for the elasticity of
intertemporal substitution whereas λ models the agent’s external habit formation. wlc is the
steady-state labor income-to-consumption ratio.

Investment activities are described by:

it =
1

1 + βγ(1−σc)
it−1 +

βγ(1−σc)

1 + βγ(1−σc)
Et [it+1] +

1

(1 + βγ(1−σc)) γ2ϕ
qt + εit (2.6)

where β is the household’s discount factor for discounting their future consumption and
income streams. ϕ is the steady-state elasticity of the capital adjustment cost function S,
described in more detail in Appendix A.4. qt is the real value of the economy’s capital stock
and εit is a disturbance term representing technology shocks on the economy. The capital
stock qt follows the process:

qt = β (1− δ) γ−σc Et [qt+1]− rt + Et [πt+1] +
(
1− β (1− δ) γ−σc

)
Et
[
rkt+1

]
− εbt (2.7)

Obviously the real value of the capital stock positively depends on its future value Et [qt+1]
and the expected rental rate of capital Et

[
rkt+1

]
and negatively on the current real short term

interest rate and the risk premium εbt .

The aggregated supply side of the economy is described by the aggregate log-linearized
(Cobb-Douglas) two factor production function:

yt = Φ (αkst + (1− α) lt + εat ) (2.8)

where α and (1− α) are the share of capital and labor in the production process. Φ is a
parameter including the share of fixed cost in production and the disturbance term εat repre-
sents productivity shocks in the economy’s aggregated production process.

In the SW-2007 model the capital stock is divided into the overall capital stock kt and the
capital stock kst , where the last one is denoted as capital service, which signals the amount
of capital used in the production process. Current capital service kst evolves according to:

kst = kt−1 + zt (2.9)

so that capital service depends on the overall capital stock kt−1 of the previous period t− 1
and the current degress of captital utilization zt. The capital utilization zt depends on the
rental rate of capital rkt and is given by:

zt = z1r
k
t (2.10)
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with z1 = (1− ψ) /ψ where 0 ≤ ψ ≤ 1 reflects the elasticity of the adjustment costs for capi-
tal utilization. A higher ψ leads to higher costs for changing the utilization of the economy’s
capital stock, so that changes in the utilization from one period to the next are smaller than
changes, where ψ lies close to 0.

Capital accumulation kt follows the process:

kt =
(1− δ)
γ

kt−1 +
(γ − 1 + δ)

γ

[
it +

(
1 + βγ(1−σc)

)
γ2ϕεit

]
(2.11)

where beside investments it the accumulation process is determined by technology shocks εit
related to the investment process described in Equation 2.6.

Price setting under cost minimization by the firms follows the price setting scheme described
by Calvo [1983] and is organized in a market under monopolistic competition, which is
segmented into a fraction ξP of non-price-setting and (1− ξP ) of price-setting firms, with
0 ≤ ξP ≤ 1 measures the degree of price-stickiness in the economy, where ξP = 1 stands for
maximum price-stickiness, whereas ξP = 0 reflects full price flexibility. The non-price-setting
firms act backward looking and index their current prices to prices of the past. The price
setting-firms can force a price mark-up µPt on their goods, which in equilibrium is equal to the
difference between the marginal product of labor and the real wage for labor and is expressed
by:

µPt = α (kst − lt) + εat − wt (2.12)

In 2.12 the marginal product of labor depends positive on the current share of capital served
in the production process and productivity shocks related to the economy’s production and
negative on the labor amount used in the economy’s aggregate production process. wt stands
for the real wage.

Price indexation of non-price-setting firms and the mark-up of the price-setting firms are
central drivers of the inflation process, where the mark-up in 2.12 positively relates the in-
flation rate to the amount of labor demanded in the production process, which leads to the
(hybrid) forward-backward-looking New-Keynesian Phillips curve expression:

πt =
ιP

(1 + βγ(1−σc)ιP )
πt−1 +

βγ1−σc

(1 + βγ(1−σc)ιP )
Et [πt+1]

−
(
1− βγ(1−σc)ξP

)
(1− ξP )

(1 + βγ(1−σc)ιP ) ξP [(Φ− 1) εP + 1]
µPt + εPt

(2.13)

Current inflation depends on the lagged inflation πt−1, the expected future inflation Et [πt+1],
the price mark-up µPt and the price mark-up shock εPt . ιP is the degree of indexation to past
inflation and determines how backward-looking the inflation process in 2.13 is. The constant
εP represents the curvature of the goods market aggregator purposed by Kimball [1995].
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Cost minimization of the firms implies for the rental rate of capital:

rkt = − (kt − lt) + wt (2.14)

where the rental rate depends negatively on the capital-to-labor ratio and positively on the
real wage.

Similar to the price-setting in the goods market, the wage-setting in the SW-2007 model
is done in a monopolistically competitive labor market, where a fraction of labor unions
(1− ξW ) can negotiate a wage mark-up µWt for their members, whereas the remaining frac-
tion ξW acts only as wage takers, indexing their wages to wages of the past. The wage
mark-up µWt follows from:

µWt = wt −
[
σllt +

1

(1− λ)
(ct − λct−1)

]
(2.15)

which is the difference between the real wage and the marginal rate of substitution between
working and consuming. σl is the elasticity of labor supply with respect to the real wage.
Combining wage maximizing unions with wage taking unions leads to the economy’s wage
equation:

wt =
1

(1 + βγ(1−σc))
wt−1 +

[
1− 1

(1 + βγ(1−σc))

]
(Et [wt+1]− Et [πt+1])−

(
1 + βγ(1−σc)ιW

)
(1 + βγ(1−σc))

πt

+
ιW

(1 + βγ(1−σc))
πt−1 −

(
1− βγ(1−σc)ξW

)
(1− ξW )

(1 + βγ(1−σc)) ξW [(λW − 1) εW + 1]
µWt + εWt

(2.16)

where the current wage wt depends on the lagged wage and inflation wt−1 and πt−1, on the
expected future wage and inflation Et [wt+1] and Et [πt+1], on the wage mark-up µWt and the
disturbance term εWt representing wage mark-up shocks. Similar to the inflation process in
2.13 ξW can be interpreted as a measure of wage stickiness and ιW determines the degree of
backward-looking in the wage process in 2.16. (λW − 1) is hte steady-state wage mark-up
and εW defines the curvature of the Kimball labor market aggregator.

Monetary policy decisions by the ECB based on a Taylor-rule like reaction function:

rt = ρrt−1 + (1− ρ) [rππt + ry (yt − ỹt)] + r∆y [(yt − ỹt)− (yt−1 − ỹt−1)]

+ ωlfl,t + ωsfs,t + ωcfc,t + εrt
(2.17)

where the ECB adjusts the short term rate rt in response to current inflation πt and the
current and lagged output gap, measured as the difference between actual yt and potential
output ỹt. Potential output ỹt is determined by equations 2.1 - 2.17 under full price and wage
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flexibility, with ξP = ξW = 0 and in the absence of the price and wage mark-up disturbances
εPt and εWt . The resulting equation system under full price and wage flexibility is outlined in
Appendix A.5.1.

The reaction function in 2.17 is extended by three latent term structure factors fTt =
[fl,t, fs,t, fc,t], which determine level, slope and curvature of the interest rates. The coeffi-
cients ωl, ωs and ωc in 2.17 determine the weighting of the term structure factors in ECB’s
policy decision findings. ft evolves according to the following VAR[1] process:

f t = Af̃ t−1 + εft (2.18)

with f̃
T

t = [yt, πt,f t]. A = [Al,m,All] is a 3× 5 matrix which contains the 3× 2 matrix Al,m

and the 3 × 3 lower triangular matrix. Al,l. Al,m describes the interdependencies between
the economy’s output and inflation on the term structure factors, whereas All models the
interdependencies between the three latent term sturcture factors. The process of the term

structure factors in 2.18 is disturbed by
(
εft

)T
=
[
εlt, ε

s
t , ε

c
t

]
, the shocks on the term struc-

ture’s level, slope and curvature factor respectively. With εft ∼ N (0, I3×3) the identically
and independent distributed (i.i.d.) Gaussian term structure disturbances are uncorrelated.
The VAR[1] process in 2.18 is used by the agents for the endogenous arbitrage-free bond pric-
ing according to the macro-finance arbitrage-free affine term structure model (MF-ATSM)
component discussed in Section 2.2.3.

To close our brief description of our used DSGE model, the disturbance terms representing
shocks from productivity, financial risk premiums, exogenous spending, technology, monetary
policy as well as of price and wage mark-ups on the economy are described by the following
serially correlated stochastic processes:

εat = ρaε
a
t−1 + σaε

a
t (2.19)

εbt = ρbε
b
t−1 + σbε

b
t (2.20)

εgt = ρgε
g
t−1 + σgε

g
t (2.21)

εit = ρiε
i
t−1 + σiε

i
t (2.22)

εrt = ρrε
r
t−1 + σrε

r
t (2.23)

εpt = ρpε
p
t−1 + σpε

p
t (2.24)

εwt = ρwε
w
t−1 + σwε

w
t (2.25)

where the i.i.d. random variables εat , ε
b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t in 2.19 - 2.25 are standard normal

distributed.
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2.2.2 Rational expectations building

2.2.2.1 Canonical rational expectations form

As described in Herbst and Schorfheide [2016] or Dejong and Dave [2011] to determine
the agent’s expectations in a first step the log-linearized equations for the 14 endogenous
macroeconomic variables of the SW-2007 DSGE model under sticky and flexible price and
wage setting combined with the term structure factors f t are transferred into the canonical
linear rational expectations form:

Γ0st = Γ1st−1 + Ψεt + Πηt (2.26)

where

sTt = [yt, ct, it, qt, k
s
t , zt, kt, µ

P
t , πt, r

k
t , µ

w
t , wt, rt, lt, ε

a
t , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t ,Et [ct+1] ,Et [it+1] ,

Et [lt+1] ,Et [πt+1] ,Et [qt+1] ,Et
[
rkt+1

]
,Et [wt+1] , ỹt, c̃t, ĩt, q̃t, k̃

s
t , z̃t, k̃t, r̃

k
t , w̃t, r̃t, l̃t,

Et [c̃t+1] ,Et
[̃
it+1

]
,Et
[
l̃t+1

]
,Et [q̃t+1] ,Et

[
r̃kt+1

]
, yt−1, ct−1, it−1, wt−1, ỹt−1, fl,t, fs,t, fc,t,

f̃l,t, f̃s,t, f̃c,t]

defines the 55× 1 state vector.

εTt =
[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t , ε

l
t, ε

s
t , ε

c
t

]
is the 10× 1 vector of stochastic innovations and

ηTt = [πt − Et−1 [πt] , ct − Et−1 [ct] , lt − Et−1 [lt] , qt − Et−1 [qt] , r
k
t − Et−1

[
rkt
]
, it − Et−1 [it] ,

wt − Et−1 [wt] , c̃t − Et−1 [c̃t] , l̃t − Et−1

[
l̃t

]
, q̃t − Et−1 [q̃t] , r̃

k
t − Et−1

[
r̃kt
]
, ĩt − Et−1

[̃
it
]
]

is the 12 × 1 vector of expectation errors. Γ0 and Γ1 are 55 × 55 matrices. Ψ and Π are
55×10 and 55×12 matrices respectively, relating the vectors of innovations and expectation
errors εt and ηt to the dynamics of the state variables st. In Appendix A.5.2 we outline in
detail the row-wise specification of the matrices Γ0,Γ1,Ψ and Π.

2.2.2.2 Sim’s solution algorithm

In this work we apply the solution algorithm proposed by Sims [2002] to the canonical linear
rational expectations model expressed in 2.26. For the implementation of the algorithm the
following steps are necessary:

In the first step the matrices Γ0 and Γ1 are decomposed by applying the QZ-factorization:

Γ0 = QTΛZT (2.27)

Γ1 = QTΩZT (2.28)
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where (Q,Z) are unitary matrices with QTQ = ZTZ = I and (Λ,Ω) are upper triangular
matrices.

The next step organizes the factorized matrices Q,Z,Λ,Ω according to an increasing or-
dering of the set of (absolute) generalized eigenvalues |ωi,i/λi,i| of (Γ0,Γ1) defined as the
ratios of the diagonal elements of (ΛΩ) . Ordering of the generalized eigenvalues is from left
to right, such that the largest absolute eigenvalue appears at the lower right. Defining:

zt = ZTst (2.29)

and premultiplying 2.29 by Q the canonical linear rational expectations model in 2.26 can
be written as:

zt = Ωzt−1 + Qµ+ QΨεt + QΠηt (2.30)

As in Blanchard and Kahn [1980] the system is separated into an explosive and a nonexplosive
block where the explosive block is defined by the (absolute) generalized eigenvalues larger
than one and is located in the lower equations of the system:[

Λ1,1 Λ1,2

0 Λ2,2

] [
z1,t

z2,t

]
=

[
Ω1,1 Ω1,2

0 Ω2,2

] [
z1,t−1

z2,t−1

]
+

[
Q1

Q2

]
[µ+ Ψεt + Πηt] (2.31)

where z1,t is the ns× 1 vector of stable and z2,t the ne× 1 vector of explosive state variables.

In the next step the explosive block in 2.31 is solved. Writing:

Λ2,2z2,t = Ω2,2z2,t−1 +w2,t (2.32)

with w2,t = Q2 [µ+ Ψεt + Πηt]. Iterating from t to t+ 1 we get from 2.32:

z2,t = Ω−1
2,2Λ2,2z2,t+1 + Ω−1

2,2w2,t+1 (2.33)

Further iteration yields to:

z2,t =
(
Ω−1

2,2Λ2,2

)2
z2,t+2 −Ω−1

2,2Λ2,2Ω−1
2,2w2,t+2 −Ω−1

2,2w2,t+1

... (2.34)

z2,t =
(
Ω−1

2,2Λ2,2

)n
z2,t+n −

n∑
i=1

(
Ω−1

2,2Λ2,2

)i−1
Ω−1

2,2w2,t+i (2.35)

Due to the explosive behaviour expressed by |ωj,j/λj,j| > 1 with j = 1, 2, ..., nc, such that
limn→∞

(
Ω−1

2,2Λ2,2

)n
z2,t+n = 0 for n→∞ expression 2.33 becomes:

z2,t = −
n∑
i=1

(
Ω−1

2,2Λ2,2

)i−1
Ω−1

2,2w2,t+i

= −
n∑
i=1

(
Ω−1

2,2Λ2,2

)i−1
Ω−1

2,2Q2

[
µ+ Ψεt+i + Πηt+i

] (2.36)
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where the structural and expectation errors εt+i and ηt+i in 2.36 are future values with
Et [εt+i] = Et

[
ηt+i

]
= 0 for i > 0. The explosive state variables z2,t in 2.36 can be expressed

as:

z2,t = −
n∑
i=1

(
Ω−1

2,2Λ2,2

)i−1
Ω−1

2,2Q2µ (2.37)

With
∑n

i=1

(
Ω−1

2,2Λ2,2

)i−1
= −

(
I−Ω−1

2,2Λ2,2

)−1
=
(
Λ−1

2,2Ω2,2 − I
)

in 2.37 yields to the solution:

z2,t = (Λ2,2 −Ω2,2)−1 Q2µ (2.38)

for the explosive variables z2,t.

Conditional to the solution z2,t in 2.38 the last step is the solution for the stable variables
z1,t in 2.31, which eliminates the influence of the expectational errors. To solve for z1,t the
relation:

Q1Π = ΦQ2Π ⇐⇒ [I,−Φ]

[
Q1

Q2

]
Π = 0 (2.39)

is exploited, where the existence of some matrix Φ is the necessary and sufficient condition
for the unique existence of a solution. Premultiplying 2.31 by [I,−Φ] yields the stable upper
block for z1,t to:

Λ1,1z1,t = − (Λ1,2 −ΦΛ2,2) z2,t + Ω1,1z1,t−1 + (Ω1,1 −ΦΩ2,2) z2,t−1 + (Q1 −ΦQ2) (µ+ Ψ)
(2.40)

Premultiplying 2.40 by Λ−1
1,1:

z1,t = −Λ−1
1,1 (Λ1,2 −ΦΛ2,2) z2,t + Λ−1

1,1Ω1,1z1,t−1

+ Λ−1
1,1 (Ω1,1 −ΦΩ2,2) z2,t−1 + Λ−1

1,1 (Q1 −ΦQ2) (µ+ Ψ)
(2.41)

With the solution z2,t = (Λ2,2 −Ω2,2)−1 Q2µ from 2.38 we get:

z1,t = −Λ−1
1,1 (Λ1,2 −ΦΛ2,2) (Λ2,2 −Ω2,2)−1 Q2µ+ Λ−1

1,1Ω1,1z1,t−1

+ Λ−1
1,1 (Ω1,1 −ΦΩ2,2) z2,t−1 + Λ−1

1,1 (Q1 −ΦQ2)µ+ Λ−1
1,1 (Q1 −ΦQ2) Ψ

=
[
Λ−1

1,1,Λ
−1
1,1 (Λ1,2 −ΦΛ2,2)

] [ (Q1 −ΦQ2)

(Ω2,2 −Λ2,2)−1 Q2

]
µ

+ Λ−1
1,1 [Ω1,1, (Ω1,2 −ΦΩ2,2)]

[
z1,t−1

z2,t−1

]
+ Λ−1

1,1 (Q1 −ΦQ2) Ψ

(2.42)

Combining both solutions [z1,t, z2,t] from 2.42 and 2.38 and premultiplying by Z we get the
conventional state space form:

st = θc + Θ0st−1 + Θ1εt (2.43)
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with:

H = Z

[
Λ−1

1,1, −Λ−1
1,1 (Λ1,2 −ΦΛ2,2)

0, I

]
θc =

[
(Q1 −ΦQ2)

(Ω2,2 −Λ2,2)−1 Q2

]
µ

Θ0 = Z∗,[1:nc]Λ
−1
1,1 [Ω1,1, (Ω1,2 −ΦΩ2,2)] Z Θ1 =

[
(Q1 −ΦQ2)

0

]
Ψ

(2.44)

where the matrix Z∗,[1:nc] contains the ns first columns of the matrix Z.

2.2.3 Term structure of interest rates under rational expectations

To find the price P (t, T ) of a government bond at time t which matures in t < T the risk
neutral and the risk averse investors use the DSGE rational expectation solution in 2.43 and
2.44 for regarding possible future states of the economy in its bond pricing scheme. The
pricing scheme proposed by Ang and Piazzesi [2003] and discussed in detail in Hamilton and
Wu [2012, 2014] is an arbitrage-free pricing approach, based on an affine term structure of
interest rates model (ATSM) for which it is possible to combine macroeconomic and term
structure related phenomena. Using this kind of term structure modeling, we can endogenize
the arbitrage-free pricing scheme into our macroeconomic DSGE framework. Our model
becomes now the combined SW-DSGE-ATSM. The pricing scheme used by the risk neutral
investor is:

PRN (t, T, st) = exp (−rt)ERNt [P (t+ 1, T − 1, st+1)]

= exp (−rt)
∫
f (st+1|st,Θ)P (t+ 1, T − 1, st+1)dst+1

(2.45)

with Θ = [θc,Θ0,Θ1] from 2.43. f (st+1|st,Θ) in 2.45 denoutes the Gaussian PDF for
observing the economy in the state st+1 at time t+ 1:

f (st+1|st,Θ) =

1√
(2π)M |Θ1ΘT

1 |
exp

(
−1

2
(st+1 − θc −Θ0st)

T (Θ1Θ
T
1

)−1
(st+1 − θc −Θ0st)

)
(2.46)

where |Θ1Θ
T
1 | denotes the determinant of the covariance Θ1Θ

T
1 . The pricing scheme in 2.45

implies that for the risk neutral investor the current bond price is the discounted expected one
step ahead price P (t+ 1, T − 1, st+1) . The risk neutral investor calculates the expectation
value only by the use of the PDF expressed in 2.46. Distinguished from the risk neutral
investor the risk averse investor uses in addition to the PDF in 2.46 the stochastic bond
pricing kernel Mt for calculating expectations about the bond price in t + 1. So the risk
averse investor’s pricing scheme is:

PRA (t, T, st) = ERAt [P (t+ 1, T − 1, st+1)]

=

∫
Mt+1f (st+1|st,Θ)P (t+ 1, T − 1, st+1)dst+1

(2.47)
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where the bond pricing kernel which expresses the investors risk aversion is defined here
analogue to Duffie and Kan [1996] as:

Mt+1 = exp

(
−rt −

1

2
λTt λt − λTt εt+1

)
(2.48)

According to Duffee [2002] and Dai and Singleton [2002] the 10 × 1 vector λt contains the
time varying market prices of risk related to the sources of uncertainty
εTt =

[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t , ε

l
t, ε

s
t , ε

c
t

]
of the state space dynamics in 2.43, which directly influ-

ence the term structure and are described by the affine equation:

λt = λ0 + λ1st (2.49)

with the 10 × 1 constant vector λ0 and the 10 × 55 block matrix λ1 which expresses the
influence of the state variables st on the market prices of risk λt at time t. λ1 is specified as:

λ1 =

[
07×14 λm,m 07×28 07×3 07×3

03×14 03×7 03×28 λl,l 03×3

]
(2.50)

where λm,m and λl,l are 7× 7 and 3× 3 matrices respectively. From the risk averse investor’s
pricing scheme in 2.47 the rational expectation VAR is modified in its risk averse form:

st+1 = θRAc + ΘRA
0 st + Θ1εt (2.51)

with θRAc = θc −Θ1λ0, ΘRA
0 = Θ0 −Θ1λ1 and εt ∼ N (0, I10×10).

As derived in Appendix A.5.3 the bond price P (t, T, st) is defined by the exponential affine
function:

P (t, T, st) = exp
(
Aτ + BT

τ st
)

(2.52)

where the constant Aτ and the N × 1 coefficient vector Bτ depends on the bond’s time to
maturity τ = T − t. For the risk averse investor Aτ and Bτ are defined by the following
system of difference equations:

ARAτ = ARAτ−1 +
(
BRA
τ−1

)T
(θc −Θ1λ0) +

1

2

(
BRA
τ−1

)T
Θ1B

RA
τ−1 (2.53)

(
BRA
τ

)T
=
(
BRA
τ−1

)T
(Θ0 −Θ1λ1)− δT (2.54)

whereas the risk neutral investors who do not adjust their expectations about the future
bond prices use the following bond pricing system:

ARNτ = ARNτ−1 +
(
BRN
τ−1

)T
θc +

1

2

(
BRN
τ−1

)T
Θ1B

RN
τ−1 (2.55)

(
BRN
τ

)T
=
(
BRN
τ−1

)T
Θ0 − δT (2.56)
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The recursive systems in 2.53 and 2.54 and 2.55 and 2.56 are initiated with ARA1 = ARN1 = 0
and BRA

1 = BRN
1 = −δr respectively, where δTr =

[
0(r−1)×1, 1,0(N−r)×1

]
is an N × 1 vector,

indicating the position r of the short rate rt in the N -dimensional state vector st. With:

y(t, T ) = −ln (P (t, T )) /τ (2.57)

the maturity dependent zero-coupon rates of the risk averse and risk neutral investors are:

yRA(t, T ) = aRAτ +
(
bRAτ

)T
st (2.58)

yRN(t, T ) = aRNτ +
(
bRNτ

)T
st (2.59)

where aRAτ = −ARAτ /τ and bRAτ = −BRA
τ /τ and aRNτ = −ARNτ /τ and bRNτ = −BRN

τ /τ
respectively.

2.3 Model estimation

2.3.1 State space form of the SW-DSGE-ATSM

For estimating our SW-DSGE-ATSM as a combination of the SW-2007 DSGE and the MF-
ATSM we formulate the model in state space form. The measurement equation of the system
is specified as follows:

yt = c+ Mst + ϑt (2.60)

where the 17× 1 vector:

yTt = [ln(∆GDPt), ln(∆CONSt), ln(∆INVt), ln(∆WAGEt), ln(LABORt), ln(INFt), ECBt,

y(t, 12), y(t, 24), ..., y(t, 120)]

contains the measurements GDP, consumption, investment, wage, labor (measured in working
hours), GDP deflator based inflation, the monetary policy rate set by the ECB (approximated
by the EONIA swap rate) and the zero-coupon rates with time to maturities τ = 12, 24, ..., 120
month. We extract the zero-coupon rates from government bonds for Germany, France and
Italy by applying the parametric Nelson-Siegel-Svensson (NSS) approach proposed by Nelson
and Siegel [1987] and Svensson [1995]. Bond data and the NSS approach are listed and
outlined in Appendix A.2 and A.3. Details of the used macroeconomic data are outlined in
Appendix A.1. The constant vector c is specified as:

cT =
[
ȳ, ȳ, ȳ, ȳ, l̄, π̄, r̄, aRA12 , a

RA
24 , ..., a

RA
120

]
ȳ, l̄, π̄ and r̄ are the quarterly trend growth rate, the quarterly working hours, the quarterly
inflation and nominal short term rate in the steady-state of the Smets-Wouters economy. M
is the 17 × 55 coefficient matrix of the SW-DSGE-ATSM’s measurement equation which is
specified in Appendix A.5.4. ϑt ∼ N (0,Σ) is the Gaussian measurement error with diagonal
covariance Σ . The system’s transition equation for the dynamics of the state variables is
given by 2.43.
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2.3.2 Mixed MH-MCMC procedure

The SW-DSGE-ATSM developed in this chapter has 126 parameters, collected in the vector
θ. θT [θSW ,θATSM ] s seperated into the 33× 1 vector:

θTSW = [γ̄, α, λ, σc, β, ϕ, ψ, ιp,Φ, ξp, ιw, ξw, σl, ρ, rπ, ry, r∆y, ρg, ρb, ρi, ρa, ρp, ρw,

ρr, σg, σb, σi, σa, σ,σw, σr, π̄, l̄]

of the SW-2007 DSGE structural model parameters and the 93 vector:

θTATSM = [ωl, ωs, ωc,λ0, vec [λ1,mm] , vec [λ1,ll] , vec [Ψlm] , vech [Ψll] , σ12M , σ24M , ..., σ120M ]

containing the ATSM parameters. For estimating the parameters of the SW-DSGE-ATSM
we use a block Gibbs sampler where the sampler alternates between the SW-2007 DSGE
and the ATSM parameter blocks. Sampling is done by drawing randomly selected blocks of
parameters from θSW and θATSM with three differently specified types of the Metropolis-
Hastings (MH) algorithm. In concrete the Markov-Chain-Monte-Carlo (MCMC) procedure
applied in this chapter works as follows:

In every iteration i = 1, 2, ..., N of the MCMC procedure both parameter vectors θSW
and θATSM are partitioned into Nb blocks θTSW = [θ1,SW ,θ2,SW , ...,θNb,SW ] and θTATSM =
[θ1,ATSM ,θ2,ATSM , ...,θNb,ATSM ]. As in Chibb and Ramamurthy [2010] the grouping of the
b = 1, 2, ..., Nb blocks of parameters is randomly, which means that in every iteration the
parameter composition of every single block is different. After partitioning θSW and θATSM
the parameter blocks b = 1, 2, ..., Nb are drawn with:

ϑb ∼ q
(
∗|θ(i)

<b,θ
(i−1)
b ,θ

(i−1)
>b

)
(2.61)

with acceptance probability:

α = max

 p
([
θ

(i)
<b,ϑb,θ

(i−1)
>b

]
|Y
)
q
(
θ

(i)
b |
[
θ

(i)
<b,ϑb,θ

(i−1)
>b

])
p
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]
|Y
)
q
(
ϑb|
[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]) , 1
 (2.62)

the b-th parameter block is updated θ
(i)
b = ϑb, whereas with 1−α updating is renounced such

that θ
(i)
b = θ

(i−1)
b To keep notation simple 2.61 and 2.62 holds forθSW and θATSM respectively.

p in 2.62 is the systems posterior distribution, which is recursively computed by applying the
Kalman filter. The computation of p is outlined in short in Appendix A.5.5. q is the MH’s
proposal distribution. To increase the mixing of the sampling procedure we use two various
specifications of the proposal q . The specifications follow the random block (RB-) Random-
Walk MH (RW-MH) and the Newton-MH algorithm. Last one is proposed by Qi and Minka
[2002]. Switching between these two algorithms is generated randomly, whereby due to the
speed of executing the algorithms most of the sampling in this mixed MH-MCMC procedure
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is done by the random block RW-MH algorithm. Appendix A.6 outlines the two algorithms
in more detail. The random block (RB-) RW-MH needs a covariance matrix as input. This
covariance matrix is the inverse Hessian of the numerically maximized posterior distribution
determined in a pre-estimation step. Pre-estimation is done by using a hybridized genetic
Nelder-Mead algorithm. Due to its innovative character in econometrics we outline the steps
of this optimization algorithm in short in Appendix A.7.1.

2.4 Empirical results

2.4.1 EMU parameter estimates

For the estimation of the DSGE component in our term structure extended SW-DSGE-ATSM
we use the prior distributions proposed by Smets and Wouters [2007]. All priors we used for
our estimations are listed in detail in Appendix A.7.2. In Appendix A.9 we list the estimated
parameters of our SW-DSGE-ATSM, as well as the estimated parameters for the SW-DSGE
and the alternative small-scale New-Keynesian DSGE proposed by Beakert, Cho and Moreno
(BCM) [2010] at the mode of the respective posterior distributions. In Appendix A.9 we
further show the histograms of the estimated parameters from the MCMC procedure for our
SW-DSGE-ATSM. For our SW-DSGE-ATSM we use 150000 MCMC iterations, with the first
50000 being discarded as burn-in draws. Most of the parameter estimates deviate from their
respective prior mean, indicating a large informative content implied by our macroeconomic
modeling. Our estimates of the model’s structural parameters for the three EMU countries
are in line with the estimation results of Smets and Wouters [2007]. In Appendix A.8 we
outline in short the alternative small-scale New-Keynesian DSGE proposed by Beakert, Cho
and Moreno.

2.4.2 Macroeconomic shock transition in the EMU

2.4.2.1 Structural macroeconomic shock variables

In Figure 2.1 we show the SW-DSGE-ATSM implied innovations of the structural macroe-
conomic DSGE variables ε̂Tt =

[
ε̂at , ε̂

b
t , ε̂

g
t , ε̂

i
t, ε̂

r
t , ε̂

p
t , ε̂

w
t

]
for the three EMU countries Germany,

France and Italy between Q2/2005 and Q1/2014. For all three countries Figure 2.1 shows
that innovations of the technology related shock component followed by innovations in the
productivity and risk premium related components show the largest fluctuations in their dy-
namics. Interestingly Germany and France show a very similar pattern in their technology
related fluctuations. For both countries there is a peak in Q2/2008. Italy differs from this
pattern in showing this peak in the second half of the first recession phase. All three countries
have in common the larger risk premium related shock between Q3/2008 and Q1/2009. In
this period the ECB lowers its short term rate for main refinancing operations by 275 basis
points from 4.25% in September 2008 to 1.50% in March 2009. There is a second phase of
larger fluctuations in the structural shock components.This phase nearly runs in parallel for
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Germany and France between the second half of 2010 and the end of 2012. For Italy this
phase of larger macroeconomic fluctuations starts with a delay in Q3/2011 and lasts until
the end of our time horizon in Q1/2014.

2.4.2.2 Decomposing EMU’s macroeconomic variables

For understanding the effects driving the macroeconomic variables in Figure 2.2 we plot the
historical decomposition of structural shocks affecting the macroeconomic development of the
EMU economies of Germany, France and Italy. In Figure 2.2 we focus on the macroeconomic
state variables GDP, inflation and ECB’s controlled short term rate. From the countries’
GDP decompositions it becomes clear that in the phase between Q2/2008 and Q2/2009
the impact of monetary policy induced shocks and shocks related to risk premiums on GDP
largely increased. For Germany and France in its beginning monetary policy shocks stimulate
the countries output growth. With the financial crisis spilling over to Europe discussions and
decisions surrounding ECB’s monetary policy negatively effects German and French GDP. In
Italy this effect is weaker than in Germany and France. For the Italian economy in the phase
since Q2/2008 term structure issues become more important, reflecting the negative effects
of the first yield factor on the Italian GDP between Q2/2008 and Q2/2009. There is also a
strong negative term structure effect in Q1/2009 on the German real economy. Obviously in
Italy there are stronger uncertainties related to monetary policy decisions between Q3/2011
and Q3/2012. In all three EMU countries the largest risk premium effects on GDP are lo-
cated in Q4/2008 and Q1/2009 directly in the phase after the bankruptcy of Lehman brothers
in September 2008. Our findings concerning the increased real economy impact of shocks
induced by disturbances in the monetary policy decision finding process as well as of shocks
related to risk premiums in the critical phase surrounding the collapse of Lehman Brothers
is consistent to our findings outlined in 3, where we analyze the EMU’s common macroeco-
nomic and term structure developments in the period ranging between the upcoming of the
international financial crisis in the U.S. and the initialization of the ECB induced expanded
asset purchase program (EAPP) in Q4/2014 and the public sector purchase program (PSPP)
in Q1/2015. Looking at the nominal short term rates reveals a similar pattern to our analysis
concerning the development of the whole EMU outlined in the following chapter 3. ECB’s
monetary policy decisions made in the crucial phase Q2/2008 to Q2/2009 are mainly effected
by shocks related to risk premiums. For Germany and France Figure 2.2 shows that the
decisive decrease in the short term rate in Q4/2008 and Q1/2009 in which the ECB’s main
refinancing operations rate fell by 225 basis points from 3.75% to 1.50% is also affected by
shocks concerning the countries term structure of interest rates. Term structure effects are
also revealed in the historical decomposition of the price development. Especially in Germany
and France term structure effects spill over into the firm’s price setting decisions. A further
interesting aspect are the negative price mark-up shocks affecting the price developments in
the phase of economic prosperity until 2007.
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Table 2.1: SW-DSGE-ATSM implied innovation component of the structural shock variables
ε̂Tt =

[
ε̂at , ε̂
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]
for Germany, France and Italy (with the constant structural shock

volatilities in the legend at bottom left) at the mode of the model’s posterior
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Table 2.2: Historical decomposition of the SW-DSGE-ATSM implied macroeconomic variables GDP, Inflation and
ECB’s monetary policy rate for Germany, France and Italy at the mode of the model’s posterior
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2.4.2.3 Macroeconomic shock processing

In Figure 2.3 we plot the responses of GDP and the economy’s nominal short term rate on
one standard deviation shocks coming from the 10 structural shocks
εTt =

[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε
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t , ε

w
t , ε

l
t, ε
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t ,
]

for Germany and Italy. As outlined above εlt, ε
s
t , ε

c
t are

the three latent term structure factors determining level, slope and curvature of the term
structure of interest rates. The impulse-response (IR) functions for the French economy are
shown in Figure A.19 in Appendix A.9.7. The response patterns of GDP and the short
term rate are mainly in line with common wisdom regarding shock transmission through
the economy’s processes. The main driving force in the movement of GDP is the economy’s
productivity component, increasing the GDP in the short term and revealing an increasing
impact in the long run. Beside the economy’s productivity component the first yield factor
drives the development of GDP. The first yield factor has its largest impact on GDP in the
middle term, whereas the broader confidence interval around the GDP’s response signals
here an increased uncertainty. Depressing on GDP are shocks coming from increased price
and wage mark-ups as well as shocks induced by monetary policy decisions. The first two
shocks depress the economy’s development mainly in the short-term, whereas shocks from
the ECB have their largest impact also in the short term but in total affect the economy
more persistently. The response patterns of GDP for France and Italy are very similar to
Germany. Obviously from Figure 2.3 it follows that the Italian economy reacts more sensitive
especially on price and wage mark-ups. In their impact these shocks are much larger than
observed for Germany and France. Beside its strength the response of Italy’s GDP on wage
mark-up shocks lasts longer on the development of the Italian GDP than the according
responses observed for Germany and France. As for the first term structure factor the
broader confidence interval signals an increased uncertainty about GDP’s long term response
on wage mark-up shocks. The nominal short term rates are mainly driven by productivity
shocks and shocks coming from the first factor of the term structure. Both components
reveal a positive reaction pattern, whereas the first yield factor has its largest impact in the
short term. A productivity shock affects the short term interest rate more persistently. Price
and wage mark-up increases reveal an ECB short term counter reaction inducing a more
restrictive monetary policy reaction on an increased inflationary pressure on the economy.
Interestingly monetary policy only reacts in the short term on this increased pressure. In the
middle to long term there is no effect in response to price mark-up shocks and a negative
long term ECB response on wage mark-up shocks. Taking the contrary perspective: The
responses of inflation rates on increases in the ECB’s controlled short term rate (not shown
here) reveal persistent inflation lowering effects especially in the short to middle term for
all three EMU countries. Interestingly the response of the ECB’s controlled short term rate
to shocks disturbing monetary policy decisions show an interest rate decreasing pattern.
The initializing positive one standard deviation shock is observable only in the ECB’s first
quarter response. After that the ECB induces a counter reaction to this interest increasing
shock. This response pattern is in line with the term structure of interest rate factor loadings
discussed in 2.4.3.1. Here the structural monetary policy shocks negatively load on the yields
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over the whole maturity spectrum, reflecting the ”what ever it takes” policy measures induced
by the ECB, hedging the EMU against depressing exogenous influences. ECB also sharply
reacts on increases in the risk premiums investors demand, implying higher financing costs
and lead to a decline in GDP and investment activities (last one not shown here). The ECB
reaction on increased risk premiums in decreasing the monetary policy rate is larger than the
depressing risk premium effect on the economy’s GDP.
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Table 2.3: SW-DSGE-ATSM implied responses of GDP and the nominal short term rate to a one standard deviation
shock coming from the 10 structural shock variables of our SW-DSGE-ATSM for Germany and Italy. For generating
the IR’s we take the mean of 1000 draws from the models posteriors. The shaded areas are the [10% , 90%] confidence
intervals.

39



2.4.3 Term structure shock transition in the EMU

2.4.3.1 Macroeconomic and term structure factor weights

In Figure 2.4 we plot the macroeconomic term structure weights bRAτ of the yields with time
to maturity τ = 12, 24, ..., 120 respectively. Interestingly from Figure 2.4 it follows that
structural shocks related to government spending have dominant effects on middle and long
term interest rates reflecting the EMU’s sovereign debt crisis and the high sensitivity of bond
yields on issues relating government budget deficits and the sustainability of sovereign debt
in our time horizon ranging between Q1/2005 and Q1/2014. Figure 2.4 further points out
that structural shocks related to monetary policy decisions have a persistent influence over
the whole term structure’s maturity spectrum. Only for short term and long term yields the
term structure effects of monetary policy shocks are weaker. The yield loadings for monetary
policy shocks are negative, reflecting the ”what ever it takes” policy measures induced by the
ECB for stabilizing the EMU with the sharp decreases in the ECB’s deposit and marginal
lending facility rates as well as in the main refinancing operations rate since Q4/2008. These
monetary policy environment manifests itself in the negative sign of the monetary policy shock
loadings. Additional to these two factors the yield loadings reveal a high (positive) sensitivity
especially in the term structure’s short to middle term maturity segment on structural wage
mark-up shocks driving the inflation rate via the (hybrid) forward-backward-looking New
Keynesian Phillips curve in 2.13. With focus on the three latent term structure factors only
the first latent factor loads stronger on the term structure.

2.4.3.2 Decomposing EMU’s term structure of interest rates

To get an understanding of the real economy spillover effects into the government bond
markets in Figure 2.5 we plot the decomposition of the short and long term 12 and 120 month
government bond yields for Germany, France and Italy. Similar to the decomposition of the
real economy variables in section 2.4.2.2 the historical yield decomposition reveals that the
countries’ short and long term interest rates are largely effected by structural shocks between
Q2/2008 and Q1/2009. Beside this first phase there is a second phase of larger impacts of
shocks. For Germany and France this second phase starts in Q3/2010 and ends in Q4/2011,
whereas for Italy this phase lasts until Q4/2012. The magnitude of the shocks affecting the
long and short term interest rates in the first phase are similar between Germany and France.
In this phase the dominant shocks affecting the German and French term structure are
induced by monetary policy decisions or are related to risk premiums. Both shocks lower the
countries’ level of interest rates, where the monetary policy shocks reflect the mentioned sharp
(perhaps surprising) decrease in the ECB’s controlled short term policy rates. In Germany
and France risk premium shocks have a decreasing effect on both the short and the long term
interest rates indicating the save haven status of German and French government bonds in
this critical phase. Interestingly since the beginning of 2009 shocks related to government
spending issues become more dominant in the development of the long term interest rates
of all three countries, indicating the changing characteristic of the EMU’s economic crisis in
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becoming a sovereign debt crisis. In the second phase of larger shock impacts on the EMU
countries’ term structures especially Italy is affected by highly fluctuating shocks. This phase
ends in the end of 2012 and therefore with Mario Draghi’s London speech in July 2012 and
the discussions about more far-reaching ECB measures followed to this speech.

2.4.3.3 Term structure shock processing

In Figure 2.6 we plot the term structure responses to one standard deviation shocks from
the 10 structural shock variables of our SW-DSGE-ATSM for Germany and Italy. Obviously
similar to the short term rate’s reaction patterns shown in Figure 2.3 the term structure of
interest rates of both countries react on shocks disturbing ECB’s monetary policy decisions
with downward shifts affecting the whole maturity spectrum of the term structure, reflecting
the efforts by the ECB in stabilizing the EMU. Interestingly different to the short term rate
reaction the German and Italian term structure immediately decreases, where for both coun-
tries the middle term maturity segment shows the strongest reaction whereas the short end
of the term structure shows the weakest response. Shocks disturbing ECB’s policy decision
process effect the slope of the countries term structure, leading in its further development to a
flattening of the yield curve. With a look at the responses of the three term structure factors
from Figure 2.6 these factors become more tangible. The first and the third factor affect the
term structure in flattening the yield curve, whereas the second factor leads to a steepening
of the term structure. Figure 2.3 has revealed, that in response to a flattening of the term
structure expressed in shocks coming from the first and third yield factor the trajectory of
ECB’s short term interest rate shows a middle to long term increase. This finding is in line
to the response pattern revealed in our estimation of a term structure extended version of
the ECB’s NAWM in the next chapter 3. Here we also find an upward directed trajectory of
the short term monetary policy rate induced by a flattening of the term structure of interest
rates in the EMU. With respect to risk premium shocks the short term maturities of the
term structure of interest rates react analogue to the short term rate in Figure 2.3, where the
largest impact of the risk premium shock lies in the middle term. This response is also in line
with our findings from the estimation of the term structure extended NAWM in chapter 3 -
further strengthening the robustness of our findings. In its total effect a risk premium shock
leads to a steepening of the term structure of interest rates. Similar effects come from price
mark-up shocks. Here the short end shows the same reaction path as the short term rate in
Figure 2.3 and in total the shock leads to a steepening of the term structure, reflecting the
inflation premium investors demand for holding long term maturity bonds.

41



Table 2.4: (Annualized) macroeconomic and latent term structure of interest rate factor
weights bRAτ implied by the ATSM component of our SW-DSGE-ATSM evaluated at the
mode of the models posterior for Germany, France and Italy
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Table 2.5: Historical decomposition of the SW-DSGE-ATSM implied 12 and 120 month
short and long term interest rates between Q1/2005 and Q1/2014 for Germany, France and
Italy evaluated at the mode of the models posterior
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Table 2.6: Term structure responses to one standard deviation shocks coming from the 10 structural shock variables
of our SW-DSGEATSM for Germany and Italy. For generating the IR’s we take the mean of 1000 draws from the
models posteriors.
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As we have seen in the previous sections, there is a large impact of government spending
issues on the term structure, expressed in a (nearly) linear increasing yield loading with
respect to government spending shocks. Especially the long term interest rates react very
sensitive on issues related to government spending. Not surprisingly in Figure 2.6 we see a
linear increasing response pattern over the maturity spectrum in reaction to a one standard
deviation shock coming from government spending. The economic environment reflected in
our data between Q1/2005 and Q1/2014 is dominated by the upcoming EMU’s sovereign debt
crisis. Political decisions - national and EMU wide - as well as the ECB as the monetary
authority were driven by subjects related to government spending and government deficits.
Therefore our SW-DSGE-ATSM signals that shocks related to government spending have
larger effects and last very persistently on EMU’s term structure of interest rates imposing
the conditions for the governments further spending activities and reflecting the increased
pressure induced by the financial markets for stimulating self regulating as well as political
forces for taking more sustainable future debt paths.

2.4.4 Monetary policy reaction function

In combining the SW-DSGE model with the ATSM the monetary policy reaction function
expressed in 2.17 is a central cornerstone. In 2.17 we have extended the Taylor-rule like
reaction function of the SW-DSGE model in which the monetary authority adjusts the short
term policy rate with respect to the two components inflation and output gap. Beside these
two conventional components our extension integrates a third component. This component
reflects the increased influence of issues related to the term structure of interest rates on
the process of monetary policy decision finding. For validating our extension we discuss our
variant in comparison with the estimation results of three alternative variants of the Taylor-
rule. These three alternatives include the standard Taylor-rule with partial adjustment:

rt = c+ ρrt−1 + (1− ρ) [ψππt + ψy (yt − ỹt)] + εrt (2.63)

where πt is the annual (log) inflation rate calculated from the GDP implied price deflator
and ỹt is the potential (trend) GDP computed by using the Hodrick-Prescott filter. Both yt
and ỹt are in logs and the disturbance term is Gaussian εrt ∼ N (0, σ2

r). The second variant
is the monetary policy reaction function proposed by Smets and Wouter [2007]:

rt = ρrt−1 +(1− ρ) [rππt + ry (yt − ỹt)]+r∆y [(yt − ỹt)− (yt−1 − ỹt−1)]+ρrε
r
t−1 +σrε

r
t (2.64)

similar to 2.17 combined with the monetary shock process in 2.23 except to the influence
of the latent term structure factors. 2.64 expresses a backward looking type of Taylor rule
considered among others by Eichenbaum and Evans [1995], Christiano, Eichenbaum and
Evans [1996] and Clarida, Gali and Gertler [1998], where beside the current macroeconomic
variables the monetary policy rule also includes lagged variables. With εrt and εrt−1 the
modified Taylor rule in 2.64 also includes serially correlated policy shocks as discussed in
Ang, Dong and Piazzesi [2007]. The third variant we use for our validation is the monetary
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policy rule used in the small-scale New-Keynesian DSGE proposed by Beakert, Cho and
Moreno (BCM) [2010], which is defined as:

rt = αMP + ρrt−1 + (1− ρ) [β (Et [πt+1 − π̃t]) + γ (yt − ỹt)] + εrt (2.65)

Distinct to the standard Taylor-rule and the backward looking Taylor-rule with serially corre-
lated policy shocks implied by the SW-DSGE and the SW-DSGE-ATSM, the BCM integrates
expectations about future inflation and an inflation target π̃t in its implied monetary policy
rule. The BCM New-Keynesian DSGE’s modified policy rule is in line with the forward look-
ing Taylor-rule discussed in Clarida and Gertler [1997] and Clarida, Gali and Gertler [2000],
where expectations about future inflation and output are integrated into the policy rule. In
Appendix A.8 the BCM New-Keynesian economy is outlined in more detail. Table 2.7 lists
the parameter estimates of the SW-DSGE-ATSM and the three variants for Germany, France
and Italy. For all three countries the SW-DSGE-ATSM, SW-DSGE and the standard Taylor
rule have large and significant coefficients ρ indicating interest rate smoothing. For all three
countries the coefficients rπ of our SW-DSGE-ATSM are significantly larger than one reflect-
ing a positive long run response to inflation consistent with the Taylor principle. For the
standard Taylor rule, this is only true for France. For Germany and Italy the inflation related
coefficient rπ has a negative sign and therefore lead to the counter-intuitive interpretation of
decreasing interest rates in times of higher inflation rates. The SW-DSGE’s inflation coeffi-
cient rπ for France and Italy is very large reflecting a strong response to increasing inflation
rates. Our estimates of ry and r∆y as well as our estimates of the GDP related coefficient
ψy implied by the standard Taylor rule are in line with estimates of backward looking FED
Taylor rules done by Ang, Dong and Piazzesi [2008] for the U.S. Looking at our estimates
of the coefficient ρr determining the strength of serial correlation of the policy shocks the
SW-DSGE-ATSM reveals a high autocorrelation of the monetary policy shocks for all three
countries. Different are the estimates for the SW-DSGE. Here we find high persistence of
the policy shock only for Germany. Compared to the standard Taylor-rule and the SW-
DSGE implied backward-looking monetary policy rule the SW-DSGE-ATSM has the highest
volatility parameters. The forward looking Taylor-rule implied by the BCM New-Keynesian
DSGE shows also very high volatilities for its estimated residuals. There are low estimated
coefficients ρ reflecting no pronounced interest rate smoothing. As the SW-DSGE the BCM
model has significant negative coefficients γ indicating an immediate restrictive monetary
policy response to (positive) output gaps. The significant estimates of the BCM model’s
β coefficient reflecting the impact of inflation’s one-period ahead expectation are of similar
magnitudes as in the estimates done by Ang, Dong and Piazzesi [2008] of the one-quarter
ahead forward looking FED Taylor rule proposed by Clarida and Gertler [1997] and Clarida,
Gali and Gertler [2000]. Except for the BCM New-Keynesian DSGE the R2 of all Taylor rule
estimates are close to or larger than 0.9 . All three monetary policy rules imply from their
respective macroeconomic state variables a large content of predictable variation in their
short term interest rates rt. In Table 1 the backward looking Taylor rule of the SW-DSGE
has the highest R2 for all three EMU countries.

46



In Figure 2.8 we plot the decomposition of the SW-DSGE-ATSM implied monetary policy
reaction function with respect to the EMU countries Germany, France and Italy evaluated at
the mode of the models posteriors. We further plot the time-varying percentage proportions
of the monetary policy rules components. In Germany and France beside the steady-state
value of the short-term interest rate rt (the Taylor-rule in the state-space model’s transition
equation is expressed in (log) deviations from the state variables steady-state values) rt is
mainly driven by the Taylor-rule implied lagged short rate and the monetary policy shock
component. Interestingly in 2009 the term structure of interest rate factors internalized in
the SW-DSGE-ATSM’s monetary policy rule become more dominant. Obviously for Italy
this phenomenon is very pronounced. Until the beginning of 2009 the Italian short term in-
terest rate is dominated by interest rate smoothing and monetary policy shocks respectively.
In the first half of 2009 there is a change in the components driving the Italian short term
rate. The three term structure factors become the dominant driving forces with interruption
in late 2011 and early 2012 when monetary policy shocks become dominant again.

2.4.5 Goodness of fit of the SW-DSGE-ATSM

To evaluate the quality of our SW-DSGE-ATSM in describing the observed macroeconomic
and term-structure data we implemented a large set of various established macroeconomic and
term-structure models. The goodness of fit for the observed macroeconomic variables is eval-
uated by the implementation of the SW-DSGE model proposed by Smets and Wouters [2007],
by a conventional VAR process where we restrict the number of lags due to our small observa-
tion horizon to one and by the implementation of the small-scale New-Keynesian DSGE with
integrated term-structure modeling proposed by Beakert, Cho and Moreno (BCM) [2010].
For our comparison the BCM-DSGE model has the restriction that it only describes the
macroeconomic variables GDP, Inflation and the ECB’s monetary policy rate. For Germany,
France and Italy Table 2.10 lists the RMSE of our SW-DSGE-ATSM compared to the three
alternative macroeconomic model implementations. More details about the implementation
and Bayesian estimation of the small scale New-Keynesian BCM-DSGE model are outlined
in Appendix A.8.

Calculating for each model the mean over the RMSEs of all seven macroeconomic variables
listed in Table 2.10 shows for Germany an average RMSE for our SW-DSGE-ATSM of 49
basis points (BP) comparable to the 47 BP mean RMSE of the SW-DSGE. Both errors are
significantly lower than the 65 BP mean RMSE implied by the VAR[1]. The model estima-
tions for France show on average a 32 BP RMSE for our SW-DSGE-ATSM, a 22 BP mean
error implied by the SW-DSGE and a 37 BP mean RMSE of the VAR[1] over all of the seven
macroeconomic variables. For Italy the quality of the in-sample-fit is similar between the
three models SW-DSGE-ATSM, SW-DSGE and VAR[1]. Our SWDSGE-ATSM implies on
average a 61 BP RMSE, SW-DSGE and VAR[1] imply mean RMSEs of 59 BP and 60 BP
respectively. Compared to these three models, the BCM-DSGE for all three countries shows
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a RMSE of the short-term-rate, which is similar to the three other models, whereas for GDP
the BCM-DSGE shows a poorer in-sample-fit as the aforementioned three models. In Figure
2.9 we plot the macroeconomic variables implied by the four alternative models compared to
the observed data. From Figure 2.9 it becomes clear that the BCM-DSGE also shows a poor
in-sample-fit for the inflation variable which is not directly reflected by the BCM-DSGE’s
RMSE of inflation.
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SW-DSGE-ATSM

ρ rπ ry r∆y δf,1 δf,2 δf,3 ρr σr R2

Germany
0.942 3.881 0.524 0.612 -0.202 0.087 -0.198 0.916 0.263

0.889
(0.018) (0.007) (0.014) (0.005) (0.001) (0.005) (0.001) (0.008) (0.013)

France
0.854 3.916 0.364 0.627 -0.200 0.069 -0.201 0.932 0.220

0.959
(0.009) (0.003) (0.016) (0.005) (0.001) (0.006) (0.001) (0.004) (0.010)

Italy
0.879 3.903 0.242 0.597 -0.174 0.069 -0.191 0.936 0.238

0.929
(0.016) (0.006) (0.030) (0.011) (0.001) (0.003) (0.001) (0.005) (0.016)

SW-DSGE

ρ rπ ry r∆y ρr σr R2

Germany
0.826 -0.925 -0.169 0.077 0.940 0.151

0.991
(0.029) (0.567) (0.047) (0.021) (0.007) (0.139)

France
0.752 13.950 -0.629 0.143 0.419 0.144

0.980
(0.104) (8.210) (0.930) (0.416) (0.081) (0.126)

Italy
0.810 5.769 0.181 0.270 0.306 0.030

0.980
(0.073) (1.425) (0.138) (0.080) (0.272) (0.067)

Standard Taylor-rule with partial adjustment

c ρ ψπ ψy r R2

Germany
0.307 0.878 -4.565 1.040 0.058

0.960
(0.107) (0.038) (2.129) (0.298) (0.021)

France
-0.011 0.840 3.838 1.223 0.073

0.967
(0.092) (0.037) (1.393) (0.337) (0.017)

Italy
0.192 0.862 -0.611 1.458 0.077

0.966
(0.079) (0.038) (0.695) (0.351) (0.018)

BCM New Keynesian DSGE

αMP ρ β rγ σr R2

Germany
0.320 0.188 1.000 -0.345 1.51

0.150
(0.015) (0.008) (0.001) (0.015) (0.036)

France
0.360 0.188 1.000 -0.329 1.484

0.476
(0.010) (0.003) (0.001) (0.008) (0.006)

Italy
0.401 0.188 1.000 -0.429 1.541

0.485
(0.029) (0.004) (0.005) (0.020) (0.018)

Table 2.7: Estimation results of the monetary policy reaction functions of the SW-DSGE-
ATSM model and three alternative variants for Germany, France and Italy
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Table 2.8: Decomposition of the SW-DSGE-ATSM implied monetary policy reaction func-
tion with respect to the EMU countries Germany, France and Italy at the mode of the models
posteriors
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Table 2.9: Model implied macroeconomic variables for Germany, France and Italy from four alternative macroeconomic
model implementations compared to our SW-DSGE-ATSM calculated at the mode of the model’s posteriors
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MacroeconomicVariables : Germany

ln(∆GDPt) ln(∆CONSt) ln(∆INVt) ln(∆WAGEt) ln(LABOURt) ln(INFt) ECBt

SW-DSGE-ATSM 72.984 90.345 75.283 71.135 0.682 3.647 26.386

SW-DSGE 16.459 79.675 118.235 90.947 0.000 21.980 4.718

BCM-DSGE 102.529 −− −− −− −− 26.296 20.465

VAR[1] 72.255 56.273 188.079 69.714 24.379 20.404 25.697

MacroeconomicVariables : France

ln(∆GDPt) ln(∆CONSt) ln(∆INVt) ln(∆WAGEt) ln(LABOURt) ln(INFt) ECBt

SW-DSGE-ATSM 22.078 55.873 27.320 44.008 67.113 3.431 2.393

SW-DSGE 44.006 37.610 7.570 31.824 0.000 15.042 15.376

BCM-DSGE 69.353 −− −− −− −− 38.733 16.145

VAR[1] 39.626 47.521 72.131 35.489 20.377 17.956 24.106

MacroeconomicVariables : Italy

ln(∆GDPt) ln(∆CONSt) ln(∆INVt) ln(∆WAGEt) ln(LABOURt) ln(INFt) ECBt

SW-DSGE-ATSM 42.479 80.498 122.674 119.455 0.520 53.377 4.795

SW-DSGE 54.637 60.137 128.777 108.971 0.000 57.015 1.746

BCM-DSGE 84.918 −− −− −− −− 54.763 1.618

VAR[1] 56.918 65.511 140.265 76.569 14.921 40.715 26.347

Table 2.10: RMSE of the SW-DSGE-ATSM and alternative macroeconomic model imple-
mentations for the three EMU countries Germany, France and Italy

Figure 2.11 separately shows the observed and the model implied short-term interest rate
linked to our three macroeconomic DSGE models by different specifications of the Taylor
rule. Figure 2.11 reveals that all four macroeconomic models imply good in-sample-fits for
the short term interest rate. For evaluating the goodness of fit of the term structure of
interest rates, we have implemented the short rate model originally proposed by Vasicek
[1977] in a more general three-factor version as outlined in Boulder [2001] and Brigo and
Mercurio [2007], the latent and macro-finance ATSM proposed by Ang and Piazzesi [2003],
the independent and correlated dynamic Nelson Siegel (DNS) models developed in Diebold
and Li [2006], the independent and correlated arbitrage-free DNS by Christensen, Diebold
and Rudebusch [2011], the macro-finance DNS proposed by Diebold, Rudebusch and Aruoba
[2006] and the above mentioned BCM small-scale New-Keynesian DSGE with integrated
term-structure modeling as model alternatives. Table 2.12 lists the RMSYE for the maturities
τ = 12, 24, 36, ..., 120 month of our SW-DSGE-ATSM compared to the nine alternative term
structure models for Germany, France and Italy. From Table 2.12 it becomes clear that for
all three countries our SW-DSGE-ATSM shows the best in-sample-fit compared to the nine
alternative models. Only the RMSYE for the 12 month yields implied by our SW-DSGE-
ATSM seems to be systematically larger than the RMSYE implied by the latent ATSM as
the term structure model with the second best in-sample-fit in the set of our implemented
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models. The BCM-DSGE as the second model which implies a DSGE modeling component
for the macroeconomic variables also shows a good in-sample-fit for maturities ranging from
24 month to 96 month. But especially for the 12 month maturity at the short end and for

Table 2.11: Model implied ECB’s monetary policy rate from four alternative macroeconomic
model implementations with data from Germany, France and Italy compared to our SW-
DSGE-ATSM calculated at the mode of the model’s posteriors

the maturities 108 and 120 month at the long end, the BCM-DSGE implies larger RMSYE’s.
For all three countries the three-factor Vasicek-model shows the poorest in-sample-fit. Figure
2.13 shows the yields with maturities 12, 60 and 120 month implied by the nine term-structure
models compared to the observed yields of Germany, France and Italy. Obviously the latent
ATSM and our SW-DSGE-ATSM are very close to the observed data and show the best
in-sample-fit, whereas the Vasicek-model for Italy shows a very poor fit.
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Term Structure of Interest Rates: Germany

y(12M) y(24M) y(36M) y(48M) y(60M) y(72M) y(84M) y(96M) y(108M) y(120M)

SW-DSGE-ATSM 6.142 2.979 1.570 0.517 0.565 0.513 0.521 0.834 1.024 2.197

MF-ATSM 0.020 13.548 0.009 17.245 25.975 27.067 23.148 16.414 8.378 0.102

Latent-ATSM 0.000 4.854 0.000 4.680 7.030 7.348 6.290 4.447 2.255 0.000

Ind. AFDNS 37.771 23.302 8.198 7.957 11.548 12.327 10.713 7.927 6.721 10.073

Corr. AFDNS 29.958 19.993 11.661 5.584 0.038 4.595 8.542 12.932 18.905 26.976

Ind. DNS 36.346 23.543 11.730 5.238 1.882 0.000 1.765 3.398 3.586 0.141

Corr. DNS 18.111 5.843 6.106 5.642 4.113 2.133 0.000 2.160 4.296 6.373

MF-DNS 23.216 7.715 1.649 1.561 1.727 1.690 1.380 0.958 1.314 2.499

Vasicek 91.264 47.510 14.613 14.962 11.728 8.513 7.797 8.714 10.684 14.849

BCM-DSGE 30.910 3.917 0.964 1.122 2.558 5.009 5.743 7.533 16.602 32.172

Term Structure of Interest Rates: France

y(12M) y(24M) y(36M) y(48M) y(60M) y(72M) y(84M) y(96M) y(108M) y(120M)

SW-DSGE-ATSM 5.035 2.581 1.074 0.667 0.385 0.486 0.475 0.514 0.761 0.333

MF-ATSM 0.047 5.327 0.071 10.116 18.236 21.283 19.434 14.271 7.410 0.033

Latent-ATSM 0.000 0.874 0.000 2.064 2.998 3.125 2.919 2.276 1.218 0.000

Ind. AFDNS 34.525 22.304 9.524 6.549 6.039 4.692 2.844 3.291 6.494 10.383

Corr. AFDNS 56.256 33.461 40.288 27.440 17.122 9.802 2.794 4.661 11.942 18.839

Ind. DNS 17.760 10.903 3.320 0.001 1.256 1.403 0.902 0.000 1.150 2.453

Corr. DNS 42.557 29.091 13.686 6.679 2.922 0.011 2.772 5.487 8.137 10.740

MF-DNS 29.549 17.884 5.331 1.233 1.420 1.458 1.417 1.267 0.812 0.795

Vasicek 77.959 41.650 19.734 10.331 8.905 8.631 8.030 8.084 9.498 12.178

BCM-DSGE 33.144 3.599 0.713 0.985 1.577 3.172 4.608 6.270 14.011 31.439

Term Structure of Interest Rates: Italy

y(12M) y(24M) y(36M) y(48M) y(60M) y(72M) y(84M) y(96M) y(108M) y(120M)

SW-DSGE-ATSM 5.091 4.310 0.003 1.770 1.726 1.022 0.377 0.639 0.924 2.462

MF-ATSM 0.022 12.016 0.065 27.825 42.737 43.962 37.357 26.769 13.918 0.110

Latent-ATSM 0.000 6.744 0.000 7.203 10.015 9.724 7.816 5.245 2.546 0.000

Ind. AFDNS 45.641 24.955 10.896 11.908 14.130 13.196 10.459 9.420 13.802 21.896

Corr. AFDNS 68.193 39.474 18.601 6.369 0.123 2.212 2.015 1.151 2.653 5.311

Ind. DNS 67.777 51.201 27.364 11.155 3.522 1.666 0.006 2.278 3.560 2.045

Corr. DNS 40.857 30.495 17.097 6.008 0.000 2.133 1.828 0.000 2.850 6.451

MF-DNS 34.966 21.759 10.197 1.530 3.081 3.762 2.493 0.491 2.707 5.733

Vasicek 49.843 36.081 30.450 24.352 20.497 18.028 16.672 16.359 17.180 19.850

BCM-DSGE 36.149 5.417 0.457 1.662 2.642 5.750 7.420 9.305 18.858 37.171

Table 2.12: RMSYE of the SW-DSGE-ATSM and alternative term structure of interest
rates model implementations (in BP) for the three EMU countries Germany, France and
Italy

54



Table 2.13: Model implied yields of nine estimated term structure models compared to our
SW-DSGE-ATSM for the three EMU countries Germany, France and Italy
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2.5 Conclusion

In this chapter we combine the macroeconomic processes and their sectoral interrelationships
implied by the Smets-Wouters economy with an ATSM induced recursive pricing scheme of
rational and risk averse investors describing the developments in the sovereign bond markets
for revealing the specific patterns of relationship between the real economy on the one hand
and the financial sector in form of the crucial sovereign bond markets on the other hand. We
do this in the specific time horizon ranging between the time where the Euro and its institu-
tions become more settled and the moment the ECB initializes one of the largest monetary
policy interventions in the history of modern western market economies. Our findings show
how the decisive decision of the ECB in decreasing its main refinancing operations rate by 225
basis points from 3.75% in the beginning of November 2008 to 1.50% in March 2009 is mainly
effected by subjects concerning risk premiums demanded by EMU investors. With focus on
the Italian economy we further reveal that issues concerning term structure of interest rates
and therefore the short, middle and long term financing conditions of the Italian government
and the Italian economy as a whole become more dominant in the rational of Taylor-rule like
decision supporting rules since the Lehman bankruptcy and the upcoming EMU’s sovereign
debt crisis in 2008 and 2009. For all three EMU countries regarded in this chapter, we find
that sovereign bond markets become more sensitive on subjects related to government deficits
and the sustainability of the governments overall debt. Here we find that the sensitivity is
increasing with the government bond’s time to maturity. Especially the middle to long term
debt instruments react very sensitive on topics related to government spending activities.
We further find that this reaction patterns become especially clear since the second half of
2009 revealing a form of an imperative of the financial markets (Krippner [2012]) imposing
the conditions for the governments further spending activities and increasing the systemic
pressure for stimulating self regulating as well as political forces for taking more sustain-
able future spending and debt paths. With respect to the negative sign of the monetary
policy reaction to shocks disturbing monetary policy decisions and its induced measures we
reveal a”whatever it takes” reaction pattern in credibly hedging the EMU against depress-
ing exogenous influences. Regarding our model’s complexity and the inherent modeling risk
to which our findings of this chapter are exposed we implemented a larger number of both
macroeconomic as well as term structure of interest rate models. The comparison to these
alternative models points out the goodness-of-fit our modeling framework shows to both -
the macroeconomic as well as the observed bond data - in this crucial phase of the EMU.
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3. Common macroeconomic and term
structure of interest rate dynamics in
the EMU

3.1 Introduction

The term structure of interest rates is a central component in the well functioning of ad-
vanced and highly diversified economies. The term structure of interest rates determines the
conditions under which economic decisions are made by households, firms and governments.
From this point of view an understanding of the dynamics of the term structure and its
impact on the macroeconomic development becomes crucial. With focus on the European
Monetary Union (EMU) we should not narrow our view in describing and understanding only
country specific phenomena. Here of special importance is an understanding of the relations
and mechanisms determining the economic development of the EMU as a whole. How can
country specific phenomena concerning the term structure of interest rates and the EMU’s
macroeconomic development be integrated in an overall modeling framework generating a
deeper understanding of the EMU’s underlying economic structure? In this chapter this
crucial question is central for us. To find an answer we can access to a vast amount of work
already done in the two strands of economic research related to this chapter. The first strand
concerning the term structure of interest rates is separated into three parts, where the lines
between these parts can become fuzzy. The first part implies the so called short rate models
mainly driven by the early work done by Vasicek [1977] and Cox, Ingersoll and Ross [1985].
In these models the arbitrage-free term structure of interest rates in economic equilibrium is
derived only by the short term rate. Connected with this first part of term structure related
research are the more generally defined affine term structure models (ATSM) proposed by
Duffie and Kan [1996] also concerning the short rate models. Here Ang and Piazzesi [2003]
made an influential contribution in integrating macroeconomic factors into the term struc-
ture of interest rates modeling. Focal point in their modeling is a Taylor-rule like monetary
policy decision rule combining (non-observable) latent term structure factors like the term
structure’s level and slope with observable macroeconomic factors, providing a bicausal de-
scription of the relations between the term structure of interest rates and the macroeconomic
development. The third part of term structure research builds on the parsimonious and time-
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invariant Nelson-Siegel (NS) approach originally proposed by Nelson and Siegel [1987] and
reformulated in a time-varying three factor fashion by Diebold and Li [2006] designated in
the following as dynamical NS (DNS) model. On a hint by Filipovic [1999] in a more recent
work Christensen, Diebold and Rudebusch [2011] reformulate the DNS in accordance to the
ATSM defined by Duffie and Kan [1996] such that the line between the DNS and ATSM
approaches becomes fuzzy too. In this chapter we use the DNS by Diebold and Li [2006] in
its more reduced two factor form introduced and discussed in Diebold, Piazzesi and Rude-
busch [2005] and Diebold, Li and Yue [2008]. Our motivation for embedding the DNS in our
line of thought is twofold: From a methodological point of view the reduced DNS captures
important phenomenological features of the ATSM by Ang and Piazzesi [2003], namely the
interpretation of the (latent) term structure factors as level and slope factors. Keeping the
modeling of a larger number of EMU countries in mind, from a more practical perspective -
without loss of economic insights - the parsimonious character of the DNS makes the model’s
solving and computational tasks more tractable. Based on the country specific interest rate
dynamics in this chapter the common Euro area term structure factors are extracted fol-
lowing the global yield curve approach outlined in Diebold, Li and Yue [2008]. In modeling
the EMU wide aggregated macroeconomic development we use the large-scale open economy
New Area-Wide Model (NAWM) proposed by Christoffel, Coenen and Warne [2008]. As
outlined by the ECB [2016] the NAWM is used by the ECB for their EMU wide economic
policy analysis and their macroeconomic staff projections and is therefore of high practical
relevance for the monetary policy decisions made by the ECB. The NAWM is in direct line
with the large-scale open economy models GEM (Global Economy Model by the IMF, cf.
Bayoumi, Laxton and Pesenti [2004]) and the Federal Reserve Board’s SIGMA model (cf.
Erceg, Guerrieri and Gust [2006]). The EMU wide modeling characteristics and the practical
importance of the NAWM for EMU concerning policy decisions are the reasons why we use
the NAWM as our macroeconomic modeling framework. The NAWM implies the modeling of
EMU related intertemporal decision problems of households and firms in a second generation
New-Keynesian formulation close to the decision problems formulated by Smets and Wouters
[2003, 2007] or Christiano, Eichenbaum and Evans [2005] with monopolistic competition in
the intermediate and final goods sectors as well as the non-neutrality of money through
price and wage stickiness where monetary policy measures are implemented by a Taylor rule
like monetary policy decision rule. With respect to the causal effectiveness of the EMU’s
common term structure of interest rates, in this chapter we choose a unidirectional integra-
tion of the EMU’s term structure into the macroeconomic NAWM framework. In concrete
this means that the common EMU term structure directly effects the macroeconomic state
variables of the NAWM, whereas the macroeconomic state variables do not have a direct
effect on the EMU’s term structure of interest rates. Integration of the term structure into a
larger macroeconomic modeling framework is addressed by Andreasen, Fernandez-Villaverde
and Rubio-Ramirez [2018], De Greave, Emiris and Wouters [2009], Rudebusch and Swanson
[2008, 2012], Beakert, Cho and Moreno [2010], van Binsenberg, Fernandez-Villaverde, Koijen
and RubioRamirez [2012] or Kliem and Meyer-Gohde [2017].
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Our modeling approach outlined here differs to these works in that we are the first who
use a modeling framework, where we combine a large-scale open-economy macroeconomic
DSGE model with a multi-country term structure of interest rate model component in re-
vealing the relations and mechanisms building the economic structure of the EMU - beside
the U.S. and China the world’s major economy - as a whole. With respect to the common
factor term structure modeling, we are the first who apply such a common factor approach
to the EMU for modeling and analyzing the common forces underlying the country specific
term structure developments.

Focusing on the time horizon ranging from Q1/2005 to Q1/2014 - the phase where the
Euro and the EMU institutions become more settled and before ECB started its expanded
asset purchase program (EAPP) in Q4/2014 and the public sector purchase program (PSPP)
in Q1/2015 - we find that especially in the month around the collapse of Lehman Brother’s in
September 2008 monetary policy unfolded shocks to the EMU strongly effecting the develop-
ment of EMU’s macroeconomic aggregates such as GDP, consumption, investment, exports
and imports. The monetary policy decisions by the ECB are itself effected largely by shocks
concerning the risk-premiums paid to EMU’s investors. Looking at the decisive decision of
the sharp decrease in the short term interest rate in Q4/2008 and Q1/2009, where the ECB’s
main refinancing operations rate fell by 225 basis points from 3.75% in the beginning of
November 2008 to 1.50% in March 2009 reveals, that this decision is also effected by shocks
induced by a changing slope of the EMU’s common term structure of interest rates. Related
to the common EMU term structure factors we further find, that the EMU’s common level
factor has no significant effect on the EMU’s macroeconomic development, whereas EMU’s
macroeconomic responses to common slope factor shocks are of the same magnitude as con-
ventional short term interest rate shocks induced by monetary policy decisions.

The following sections of this chapter are organized as follows: In part 3.2 we briefly outline
the multi-country term structure modeling for revealing the country specific interest rate
dynamics as well as the common EMU factors driven by a heterogeneous subset of EMU
countries. We further outline our main empirical findings concerning the country specific
and common EMU wide term structure dynamics in part 3.3. Part 3.4 describes the eco-
nomic structure of the NAWM. Central here becomes the Taylor rule as the connecting point
for us combining the area wide term structure of interest rates block with the large-scale
open economy macroeconomic modeling block. Here we extend the NAWM’s monetary pol-
icy rule by integrating EMU’s common level and slope factors. Combined with the ECB
controlled short term interest rate the extended monetary policy rule takes into account the
whole maturity spectrum of the EMU’s interest rates with respect to its level as well as to
its steepness, where the last one reflects the interest rates differential between long and short
term maturities. As a political consequence our extension endogenizes EMU’s term structure
development into the EMU’s monetary policy decision framework. In part 3.5 we outline and
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discuss in detail our empirical findings of our integrated EMU wide economic modeling. The
chapter closes with a summarizing conclusion in part 3.6.

3.2 EMU term structure of interest rates modeling frame-

work

3.2.1 Country specific term structure modeling

According to Diebold, Li and Yue [2008] for every single country i = 1, 2, ..., N the dynamics
of the zero-coupon rates are based on the dynamical Nelson-Siegel (DNS) model proposed by
Diebold and Li [2006]. To keep the model and its estimation simple we use for the country
specific term structure of interest rate modeling the reduced two factor DNS applied by
Diebold, Li and Yue [2008], methodologically discussed in Diebold, Piazzesi and Rudebusch
[2005]. The reduced two factor DNS is defined by:

yi(t, τ) = li,t + si,t

(
1− exp (−λτ)

λτ

)
(3.1)

where yi(t, τ) is the zero coupon rate of country i = 1, 2, ..., N with time to maturity τ ≥ 0 .
As in Diebold and Li [2006] we keep the decay parameter λ in 3.1 constant with λ = 0.0609.
The two latent term structure factors li,t and si,t collected in a 2 × 1 vector fTi,t = [li,t, si,t]
are interpreted as the i-th country’s term structure level and slope factor. f i,t follows:

f i,t = Γif i,t−1 + vi,t vi,t ∼ N (0,Σv,i) (3.2)

where we specify the country specific DNS in line to the independent DNS outlined in
Diebold and Li [2006], and define Γi and Σv,i in 3.2 as diagonal, with diag(Γi) =

[
γli, γ

s
i

]
and

diag(Σv,i) =
[
σlv,i, σ

s
v,i

]
.

3.2.2 EMU’s common term structure of interest rates

Based on the country specific term structure factors li,t and si,t, with countries i = 1, 2, ..., N
we can extract a (latent) common term structure of interest rates for the EMU. Similar to the
country specific dynamics the dynamics of this EMU wide term structure is also described
by a reduced two factor DNS:

Y EMU(t, τ) = Lt + St

(
1− exp (−λτ)

λτ

)
(3.3)

where Y EMU(t, τ) is the extracted common EMU zero rate at time t with time to maturity
τ ≥ 0. Lt and St are the EMU’s common level and slope factors determined at time t . The
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dynamics of the latent EMU term structure factors Lt and St are modeled by two independent
AR[1] processes:

Ft = ΦFt−1 + εt (3.4)

where FT
t = [Lt, St] and εTt = [εlt, ε

s
t ] with εt ∼ N(0,Σε) contain the extracted latent EMU

level and slope factors and their disturbance factors. The VAR’s matrices Φ and Σε are
diagonal.For Σε we setΣε = I2×2 with I2×2 as the 2×2 identity matrix. The relation between
the EMU’s common level and slope factor and the country specific factors is determined by:

f i,t = αi + BiFt + εi,t (3.5)

where αTi =
[
αli, α

s
i

]
is the vector of constants and Bi is diagonal, with diag(Bi) =

[
βli, β

s
i

]
.

The MA[1] error term εTi,t =
[
εli,t, ε

s
i,t

]
follows:

εi,t = Ψiεi,t−1 + ui,t (3.6)

with ui,t ∼ N (0,Σu,i), where we define the dynamics of εi,t as two independent AR[1]
processes defining Ψi and Σu,i as diagonal with diag(Ψi) =

[
ψli, ψ

s
i

]
and diag(Σu,i) =[(

σlu,i
)2
,
(
σsu,i
)2
]
.

3.2.3 Extracting country specific and common EMU yield factors

Following Diebold, Li and Yue [2008] estimation of the common EMU term structure of
interest rates is done in two steps. In the first step the country specific term structure factors
li,t and si,t for t = 1, 2, ..., T and i = 1, 2, ..., N are estimated by MLE. For applying MLE we
formulate the following state space system:

yi,t = Af i,t + ϑi,t ϑi,t ∼ N (0,Σϑ,i) (3.7)

f i,t = Γif i,t−1 + vi,t vi,t ∼ N (0,Σv,i) (3.8)

with the system’s transition equation 3.8 similar to 3.2, where yTi,t = [yi(t, 12), yi(t, 24), ..., yi(t, 120)]
is the i-th country’s M×1 vector of yields yi(t, τ) observed at time t with the M = 10 time to
maturities (in month) τ = 12, 24, ..., 120. A = [e, a] is a M × 2 matrix, where e is the M × 1

unit vector and a is a M × 1 vector with the j-th element defined as aj =
[

1−exp(−λτj)
λτj

]
for all

j = 1, 2, ...,M . As mentioned above fTi,t = [li,t, si,t] is the vector of the i-th country’s level and
slope factor. Σϑ,i is diagonal and contains the squared measurement errors. Country specific
estimation of the 14 parameters θT

[
σϑ,i,12, σϑ,i,24, ..., σϑ,i,120, γ

l
i, γ

s
i , σ

l
v,i, σ

s
v,i

]
and the extrac-

tion of the factors f t is done by maximizing the Kalman filter’s likelihood with respect to the
state space system in 3.7 and 3.8. In the second step the estimation of the 8N+2 parameters
θTEMU =

[
φl, φs, αl1, α

s
1, β

l
1, β

s
1, ψ

l
1, ψ

s
1, σ

l
1,u, σ

s
1,u, ..., α

l
N , α

s
N , β

l
N , β

s
N , ψ

l
N , ψ

s
N , σ

l
N,u, σ

s
N,u

]
and the

extraction of the (latent) EMU factors Ft is done. Here we use a Gibbs sampler embed-
ded in a Markov-Chain-Monte-Carlo (MCMC) procedure which we outline in more detail in
Appendix B.2.
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3.3 Empirical implications of the EMU term structure

framework

3.3.1 Country specific term structure of interest rates

For extracting the common EMU yield curve we focus on the five EMU countries Germany,
France, Netherlands, Italy and Spain. Based on government bond data of these five countries
between 03/2005 and 02/2014 in a data preparing step previous to our further estimations we
estimate the countries (zero-coupon) term structure of interest rates by applying the Nelson-
Siegel-Svensson approach proposed by Svensson [1994, 1995]. Data details related the to the
bond data and the data preparing step are given in Appendix A.2 and A.3. In Figure 3.1 we
plot the (zero-coupon) term structure of interest rates for Germany, France, Italy and Spain.
Based on the countries zero-coupon rates we estimate the reduced independent DNS getting
the country specific DNS’ latent level and slope factors for the five EMU countries. In Figure
3.2 we plot the country specific latent term structure factors of the reduced independent
DNS. The estimated parameters of the DNS are listed in Appendix B.6. Until the beginning
of the EMU recession phase in Q1/2008 all five countries show a slightly increasing level
factor. The level factors of all five countries evolve more or less parallel to each other.
Only Spain shows a larger (nearly) constant spread to the four other countries. With the
beginning of the recession phase there is a diverging behavior in the dynamics of the country
specific level factors, which accelerates in 2010. The divergence separates the group of five
EMU countries into two subgroups consisting of Germany, France and the Netherlands and
of Italy and Spain. For the first group the level factors show a declining pattern, whereas
the second group show a large increase in their level factors reflecting their increased credit
spreads. Interestingly in the recession phase beginning in Q3/2011 both groups in itself show
a diverging behavior with larger spreads between their level factors. These spreads narrow
after the end of the recession phase in Q1/2013. The country specific slope factors in Figure
3.2 show an increasing pattern with slope factors near zero, reflecting the flat EMU countries
term structure of interest rates in 2008. As for the level factors, the slope factors evolve
in this phase parallel to each other. And as for the level factors the Spanish slope factor
implies a spread to the factors of the other four EMU countries. With the sharp decrease
of the ECB’s main refinancing operations rate from 3.25% to 1.00% between Q4/2008 and
Q2/2009, the slope factors for all five countries sharply decrease, reflecting a steepening of
the countries term structures. In the phase between the two recession phases of our data
sample the slope factors increase but become more diverged since the beginning of 2011.
The group of EMU countries separates similar to the level factors into the two subgroups
of Germany, France and the Netherlands and Italy and Spain. In the beginning of 2012 the
divergence of the countries slope factors accelerates, where compared to the first subgroup
the slope factors of Italy and Spain sharply decreased. Similar to the level factors there is
the interesting phenomena that the slope factors of both subgroup show in their respective
group a diverging behavior.
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Table 3.1: Term structure of interest rates for Germany, France, Italy and Spain between
03/2005 and 02/2014

3.3.2 EMU’s common term structure factors

Figure 3.3 shows the posterior mean of the common EMU term structure factors. Around
the posterior means we lay the factor’s 90% confidence intervals. For both factors these
intervals are very narrow reflecting a high accuracy of the extracted factors. Obviously in
their dynamics both factors strongly reflect the country specific patterns of the subgroup
consisting Germany, France and the Netherlands. As for this subgroup the level factor
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Table 3.2: Estimated level and slope factors of the country specific reduced independent
DNS for Germany, France, Netherlands, Italy and Spain between 03/2005 and 02/2014.

increases until the end of the first EMU recession phase in Q2/2009. Thereafter the EMU
level factor shows a declining pattern. The EMU’s slope factor reflects the sharp decline
of the country specific slope factors in reaction to the sharp decrease of the ECB’s main
refinancing operations rate beginning in Q4/2008. As for the slope factors of Germany,
France and the Netherlands in the first half of 2010 the EMU’s common slope factor starts
increasing. Table 3.4 lists the estimated parameters of Equations 3.4, 3.5 and 3.6. Both the
EMU common level and slope factor are in their dynamics highly autocorrelated reflected
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Table 3.3: Posterior mean of the common level and slope factor of Germany, France, Nether-
lands, Italy and Spain between 03/2005 and 02/2014. The shaded area around the mean
reflects the factor estimate’s [0.05, 0.95] confidence interval calculated from the posterior.

by the estimated values of above 0.9 of the autoregressive coefficients in 3.4. The country
specific level and slope factors show a similar structure in their loadings βli and βsi . For all
country specific level and slope factors the loadings are positive and compared to Germany,
France and the Netherlands are higher for Italy and Spain. The intercepts αli and αsi in
3.5 reflect the systemic but EMU factor independent contributions to the country specific
level and slope factors for Italy and Spain are in absolute terms even larger than those of
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Common EMU level factor Common EMU slope factor

Lt = 0.904Lt−1 + εlt St = 0.978St−1 + εst

(0.051) (0.010)

Country specific level factors

lGER,t = 2.529 + 0.936Lt + εlGER,t εlGER,t = 0.819εlGER,t−1 + 0.165ulGER,t

(0.333) (0.230) (0.087) (0.045)

lFR,t = 2.896 + 0.731Lt + εlFR,t εlFR,t = 0.796εlFR,t−1 + 0.102ulFR,t

(0.276) (0.224) (0.110) (0.027)

lNL,t = 2.731 + 0.902Lt + εlNL,t εlNL,t = 0.786εlNL,t−1 + 0.149ulNL,t

(0.323) (0.224) (0.107) (0.042)

lIT,t = 3.417 + 1.320Lt + εlIT,t εlIT,t = 0.899εlIT,t−1 + 0.387ulIT,t

(0.436) (0.157) (0.040) (0.098)

lES,t = 3.415 + 1.337Lt + εlES,t εlES,t = 0.915εlES,t−1 + 0.402ulES,t

(0.439) (0.153) (0.103) (0.051)

Country specific slope factors

sGER,t = −2.525 + 0.360St + εsGER,t εsGER,t = 0.748εsGER,t−1 + 0.111usGER,t

(0.079) (0.020) (0.042) (0.014)

sFR,t = −2.924 + 0.374St + εsFR,t εsFR,t = 0.682εsFR,t−1 + 0.066usFR,t

(0.087) (0.020) (0.060) (0.009)

sNL,t = −2.893 + 0.388St + εsNL,t εsNL,t = 0.588εsNL,t−1 + 0.084usNL,t

(0.088) (0.021) (0.061) (0.013)

sIT,t = −3.430 + 0.484St + εsIT,t εsIT,t = 0.791εsIT,t−1 + 0.397usIT,t

(0.087) (0.028) (0.034) (0.041)

sES,t = −3.292 + 0.498St + εsES,t εsES,t = 0.748εsES,t−1 + 0.323usES,t

(0.091) (0.028) (0.034) (0.010)

Table 3.4: Posterior means of the common term structure of interest rates model’s param-
eters for Germany, France, Netherlands, Italy and Spain between 03/2005 - 02/2014. The
posterior standard deviations of the parameter estimates are listed in parenthesis.
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Germany, France and the Netherlands. Interestingly compared to Germany, France and the
Netherlands the idiosyncratic disturbance terms εli,t and εsi,t in 3.5 and 3.6 show for Italy

and Spain at least a three times higher volatility measured by the estimates of
(
σlu,i
)2

and(
σsu,i
)2

. In Figure 3.5 we plot the variance decomposition of the country specific yields with
maturities τ = 12, 24, ..., 120 month. Variance decomposition is calculated by regressing the
EMU factor’s variance on the variance of the country specific factors, determining the share
of the country factors variance explained by the EMU factors. Figure 3.5 makes clear that for
all five countries the extracted common EMU factors systematically explain larger portions
of the country specific yield dynamics. For short to middle term maturities ranging between
12 to 60 month the EMU factors are responsible for a share of at least 50% in the variation
of country specific yields. With longer maturities for all countries this share is decreasing
but still stays above 40% . The dominance of the subgroup with Germany, France and

Table 3.5: Variance decomposition of the term structure of interest rates for Germany,
France, Netherlands, Italy and Spain. (Decomposed variances are calculated with the poste-
rior means of the MCMC generated parameter distributions).

the Netherlands is even enforced by the variance decomposition of the country specific term
structure of interest rates plotted in Figure 3.5. Here too there is a separation of the five
EMU countries into two subgroups consisting of Germany, France and the Netherlands and
of Italy and Spain. For the first subgroup the share of variance explained by the common
EMU factors - especially for long term yields - is considerably higher than for Italy and Spain.
For Germany, France and the Netherlands the share of variation explained by the extracted
EMU factors is above 80% over the whole maturity spectrum. Compared to this the share of
explained variance of Spanish long term yields is as half as the share of explained long term
yield variation of the first subgroup.
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3.3.3 Term structure slope factor and macroeconomic recessions

Based on the expectations hypothesis Estrella and Trubin [2006] argue that expected eco-
nomic recession phases are related to lower expected inflation rates and a more expansive
future monetary policy with lower central bank controlled short term rates. According to the
(pure) expectations hypothesis discussed in detail in Campbell, Lo and MacKinlay [1997] and
in Cox, Ingersoll and Ross [1981], where the return of an n > 1 periods bond is determined
by:

(1 + y(t, n))n = (1 + y(t, 1))Et [(1 + y(t+ 1, 1)) (1 + y(t+ 2, 1)... (1 + y(t+ n, 1)))]

= (1 + y(t, 1))Et

[
n∏
i=1

(1 + y(t+ i, 1))

]
(3.9)

stays that lower expected future short term rates caused by an expected recessive economic
environment and an expansive future monetary policy lead to a reduction of the slope of the
term structure of interest rates expressed in a narrowing of the long-short yield spread. For
our macroeconomic analysis in the following sections we use a monetary policy rule in which
a common EMU measure of the slope of the term structure of interest rate is integrated. To
motivate this integration in Figure 3.6 we plot the 12 month ahead recession probabilities
P (IGER (t+ 12) = 1|∆y (ŝGER,t)) indicating a recession phase in t + 12 conditional to the
extracted DNS slope factor ŝGER,t on a longer horizon ranging from 09/1972 to 02/2014.
Because of the data availability we calculated P (IGER (t+ 12) = 1|∆y (ŝGER,t)) only for Ger-
many, for which we used the monthly historic term structure of interest rate data provided
by the German Bundesbank. Obviously in six of the eight recession phases in Figure 3.6
the recession probability conditional to ŝGER,t is above 50.0% revealing the mentioned infor-
mational content of ŝGER,t with respect to the future macroeconomic development. Details
about determining P (IGER (t+ 12) = 1|∆y (ŝGER,t)) based on a Probit model are outlined in
Appendix B.3.

3.4 EMU term structure embedded in the EMU’s macroe-

conomy

To model the EMU wide aggregated macroeconomic development we use the large-scale open
economy New Area-Wide Model (NAWM) proposed by Christoffel, Coenen and Warne [2008].
As outlined by the ECB [2016] the NAWM is of high practical relevance for the monetary
policy decisions made by the ECB. The NAWM is currently used by the ECB for their EMU
wide economic policy analysis and their macroeconomic staff projections. The EMU wide
modeling characteristics and the practical importance of the NAWM for the EMU are the
reasons we use the macroeconomic modeling framework.
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Table 3.6: Recession probabilities (black) conditional to the term spread (gray) determined
by the slope factor ŝGER,t extracted by the reduced independent DNS for Germany between
09/1972 to 02/2014.

3.4.1 EMU wide macroeconomic modeling framework

In this section we outline the log-linearized modeling equations of the different sectors of the
aggregated EMU economy of the NAWM.

3.4.1.1 Households

The NAWM households maximize their expected lifetime utility with respect to their budget
constraint at a given time t. Therefore they have to optimally allocate their recources into
consumption ĉt, investment ît and domestic and foreign government bonds Bt+1 and B∗t+1

respectively. Choosing the resources allocated into the purchase of investment goods ît di-
rectly determines the periods t+ 1 accumulated capital stock kt+1. Households also have to
decide about ut, the intensity with which the economy’s capital stock is utilized in period t
. The FOC in log-linearized form for the households optimal choice of allocation are:

ĉt =
1

(1 + κg−1
z )

Et [ĉt+1] +
κg−1

z

(1 + κg−1
z )

ĉt−1 −
(1− κg−1

z )

(1 + κg−1
z )

(
r̂t − Et [π̂c,t+1] + ε̂RPt

)
− 1

(1 + κg−1
z )

(
Et [ĝz,t+1]− κg−1

z gz,t
)

+
(1− κg−1

z )

(1 + κg−1
z ) (1 + τ c)

(
Et
[
τ̂ ct+1

]
− τ̂ ct

)
− (1− κg−1

z )

(1 + κg−1
z )

(
Et
[
ε̂ct+1

]
− ε̂ct

)
(3.10)
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where κ signals the households degree of external habit formation, gz is the NAWM’s steady-
state annual growth rate of labor productivity, whereas gz,t = zt/zt−1 is a shock variable
representing deviations from the steady-state labor productivity growth rate coming from
changes in the long-lasting permanent technology shock zt affecting the economy’s labor
productivity. π̂c,t with π̂c,t = ln

(
Πc,t/P̄ i

)
where Πc,t = Pc,t/Pc,t−1 and τ ct are the time t

inflation rate for consumption goods and the consumption tax on purchases of consumption
goods respectively. Π̄ is the ECB’s long-term inflation target. ε̂rt and ε̂RPt denoting the
economy’s monetary policy and risk premium shocks. As in the economy described by Smets
and Wouters [2003, 2007] last one drives the wedge between the interest rate controlled
by the ECB and the return the households require for buying domestic government bonds.
Investment ît in log-linearized form is given by:

ît =
β

(1 + β)
Et
[̂
it+1

]
+

β

(1 + β)
ît−1+

1

γig2
z (1 + β)

(
Q̂t − p̂i,t + ε̂it

)
+

1

(1 + β)
(β Et [ĝz,t+1]− ĝz,t)

(3.11)
where p̂i,t = log (pi,t/pi) is the (log) deviation of the price index of investment goods expressed
in relative terms to the price index of private consumption goods pi,t = Pi,t/Pc,t from its

steady-state value pi. β denotes the household’s discount factor and Tobin’s Q̂t is interpreted
as the households marginal utility of a unit of investment goods. Last two state variables are
determined by:

Q̂t =
β (1− δ)

gz
Et
[
Q̂t+1

]
+ Et

[
λ̂t+1

]
− λ̂t − Et [ĝz,t+1]−

β
(
1− τ k

)
rk

gz (1− τ k)
Et
[
τ̂ kt+1

]
−
β
(
1− τ k

)
rk

gz
Et [r̂k,t+1] +

βδpi
gz

(
Et
[
τ̂ kt+1p̂i,t+1

]
+ Et

[
τ̂ kt+1

]) (3.12)

and

p̂i,t = Q̂t + ε̂it + γig
2
z

[
β
(
Et
[̂
it+1

]
− ît

)
−
(
ît − ît−1

)
+ β Et [ĝz,t+1]− ĝz,t

]
(3.13)

where τ̂ kt and τ k are the tax and the tax rate levied on the household’s capital income and
γi > 0 in 3.11 and 3.13 is a parameter for the investment adjustment costs reflecting the costs
for inserting the investments at time t into the economy’s capital stock k̂t+1 with k̂t = ln (kt/k)
where kt = Kt/zt−1. A larger value of γi indicates higher investment adjustment costs.
Capital accumulation k̂t+1 in log-linearized form is determined by:

k̂t+1 = (1− δ) g−1
z k̂t − (1− δ) g−1

z ĝz,t +
[
1− (1− δ) g−1

z

] (
ît + ε̂it

)
(3.14)

where δ is the economy’s depreciation rate. The capital stock generates a rental rate r̂k,t for
the effective capital services rented to firms, which is described by:

r̂k,t =
γu,2
γu,1

ût + p̂i,t (3.15)
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where γu,1, γu,2 > 0 are parameters determining the costs of varying the intensity of the
economy’s capital stock utilization ût. r̂k,t = ln (rk,t/rk) with rk,t = Rk,t/Pc,t. Analogue

to Tobin’s Q λ̂t represents the households marginal utility of a unit of consumption goods,
which are part of the remaining three log-linearized FOC’s of the NAWM’s household sector:

λ̂t =
1

(1− κg−1
z )

ĉt +
κg−1

z

(1− κg−1
z )

ĉt−1 −
κg−1

z

(1− κg−1
z )

ĝz,t −
1

(1 + τ c)
τ̂ ct + ε̂ct (3.16)

Et
[
λ̂t+1

]
− λ̂t − Et [ĝz,t+1] + r̂t − Et [π̂c,t+1] + ε̂RPt = 0 (3.17)

and

Et
[
λ̂t+1

]
− λ̂t − Et [ĝz,t+1] + r̂∗t − Et [π̂c,t+1] + Et [ŝt+1]− ŝt

+ Et
[
π̂y,t+1 − π̂∗y,t+1

]
− γB∗ ŝB∗,t+1 − ε̂RP

∗

t = 0
(3.18)

where ŝt is the real exchange rate (expressed as units of the domestic currency per unit
of foreign currency). ŝt = ln (st/s) with st = StP

∗
y,t/Py,t, where Py,t and P ∗y,t denote the

domestic and foreign output deflators. ŝB∗,t+1 with ŝB∗,t+1 = StP
∗
y,t/(Py,tyt) reflects the

EMU wide (net) holding ratio of internationally traded foreign bonds B∗t+1 (corrected by
domestic government bonds hold by foreign investors) in domestic currency relative to the
EMU’s nominal output measured at time t. A negative sign of ŝB∗,t+1 stands for a (net)
creditor and a positive sign for a (net) debtor position of the EMU. π̂y,t = ln (Πy,t/Πy) and
π̂∗y,t = ln

(
Π∗y,t/Π

∗
y

)
with Πy,t = Py,t/Py,t−1 and Π∗y,t = P ∗y,t/P

∗
y,t−1 are the (log) deviations of

domestic and foreign gross inflation rates from its steady-state values respectively. In the
NAWM the steady-state values determined by the long-run central bank’s inflation target
Πy = Π∗y = Π̄. εct is a consumption related shock variable. Households in the NAWM faces an
external financial intermediation premium, which is positively driven by the parameter γB∗>0

and the external risk premium shock ε̂RP
∗

t . Combining r̂t and r̂∗t , the nominal exchange rate
ŝt, the EMU and foreign world economy inflation π̂y,t and π̂∗y,t as well as EMU’s net holding
ratio of foreign bonds ŝB∗,t+1 and the shock variables ε̂RPt and ε̂RP

∗
t respectively, the NAWM

household sector FOC’s deliver the risk-adjusted uncovered interest parity condition:

r̂t − r̂∗t + ε̂RPt = Et [ŝt+1]− ŝt + Et
[
π̂y,t+1 − π̂∗y,t+1

]
− γB∗ ŝB∗,t+1 − ε̂RP

∗

t (3.19)

3.4.1.2 Labor market

Similar to the economy proposed by Smets and Wouters [2003, 2007] the wage-setting in
the NAWM is described by using the Calvo scheme developed by Calvo [1983] with partial
indexation and staggered wages, where (1 − ξw) with 0 ≤ ξw ≤ 1 is the probability for the
labor unions to actively readjust their members wages in a given period t. Combining the
Calvo wage setting with the FOC’s of the NAWM household sector leads to the loglinear
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wage equation:

ŵt =
β

(1 + β)
Et [ŵt+1] +

1

(1 + β)
ŵt−1

+
β

(1 + β)
Et [π̂c,t+1]− (1 + βχw)

(1 + β)
π̂c,t +

χw
(1 + β)

π̂c,t−1 −
β (1− χw)

(1 + β)
Et
[
ˆ̄πc,t+1

]
+

(1− χw)

(1 + β)
ˆ̄πc,t −

(1− βξw) (1− ξw)

(1− β) ξw
(
1 + ϕw (ϕw − 1)−1 ζ

) (ŵτt − m̂rst − ϕ̂wt )

(3.20)

where:

ŵτt = ŵt −
(
τ̂Nt + τ̂wht

)
(1− τ̂Nt + τ̂wht )

(3.21)

and
m̂srt = ζN̂t − λ̂t + ε̂Nt (3.22)

are the tax-adjusted real wage and the household’s marginal rate of substitution between
consumption and leisure respectively. ŵt = ln (wt/w) is the real wages (log) deviation from
its steady-state with wt = Wt/(ztPc,t). ζ defines the inverse of the Frisch elasticity of labor
supply and ϕw denotes the wage mark-up. τNt and τwht the tax on wage income as well as the
household’s wage income contribution to social security programs.(1− χw) with χw ≤ 1 are
the weighting factor of the ECB’s current and future inflation path πt+s in the ξw probability
non-active union’s passive wage setting with s = 1, ..., k for some k ≥ 1. π̂c,t = ln

(
Πc,t/Π̄

)
represents the (log) deviation of the observed quarter-on-quarter consumer price inflation
Πc,t = Pc,t/Pc,t−1 from the ECB’s long-term inflation target Π̄ in the economy’s steady-state.

N̂t is the economy’s state variable indicating the number of hours worked. ϕ̂wt and ε̂Nt denote
the NAWM’s wage mark-up and the labor supply shocks.

In the NAWM the number of hours worked N̂t is related to total employment Êt by:

Êt =
β

(1 + β)
Et
[
Êt+1

]
+

β

(1 + β)
Êt−1 +

(1 + βξE) (1− ξE)

(1 + β) ξE

(
N̂t − Êt

)
(3.23)

where ξE is a measure of the sensitivity of employment Êt with respect to hours worked N̂t.

3.4.1.3 Firms

Domestic and foreign intermediate-goods producing firms

The goods producing sector of the NAWM is organized in an intermediate and a final goods
sector. In the intermediate goods sector the firms produce differentiated intermediate goods
for domestic and foreign markets. Beside the domestic producers there are foreign firms also
producing differentiated intermediate goods and selling them in the markets of the EMU.
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The domestic intermediate-good producers maximize their profits subject to their increasing-
returns-to-scale Cobb-Douglas production technology in monopolistically competitive mar-
kets. Price setting of the domestic intermediate-goods producer for selling in the domestic
and foreign market as well as the foreign firms selling in the domestic EMU market follow
the Calvo scheme with indexation and staggered prices. The log-linearized Cobb-Douglas
production technology is:

ŷt =
(
1 + ψy−1

) [
α
(
k̂st − ĝz,t

)
+ (1− α) N̂t + ε̂t

]
(3.24)

where α indicates the capital share used in the domestic intermediate-goods production
process. ψ determines the fixed costs of the domestic intermediate-goods producing firms.
ŷt = ln (yt/y) denotes the (log) deviation of the real output yt = Yt/zt adjusted by the
NAWM economy’s productivity level from its steady-state value y. k̂st stands for the capital
stock that directly serves in the production process of the economy. ε̂t is a further technology
shock affecting the economy’s total factor productivity. The domestic intermediate-goods
firm’s profit maximization implies the following two additional equations with respect to the
capital stock’s rental rate r̂k,t and the firm’s marginal costs m̂ct:

r̂k,t = N̂t + (1 + τwf )−1 τ̂
wf
t + ŵt + k̂st + ĝz,t (3.25)

m̂ct = αr̂k,t + (1− α)
[
(1 + τwf )−1 τ̂

wf
t + ŵt

]
− ε̂t (3.26)

where τwf is the firm’s contributions rate on wage income to social security programs. From
the optimal price setting in the domestic market for intermediate goods according to the Calvo
scheme the NAWM implies the domestic price forward-backward looking New-Keynesian
Phillips curve:

π̂h,t − ˆ̄πt =
β

(1 + βχh)
Et
[
π̂h,t+1 − ˆ̄πt+1

]
+

χh
(1 + βχh)

(
π̂h,t−1 − ˆ̄πt

)
+

βχh
(1 + βχh)

(
Et
[
ˆ̄πt+1

]
− ˆ̄πt

)
+

(1− βξh) (1− ξh)
ξh (1 + βξh)

(
m̂cht + ϕ̂ht

) (3.27)

where:
m̂cht = m̂ct − p̂h,t (3.28)

are the average real marginal costs of the domestic intermediate-goods producers selling in the
domestic market with mct = MCt/Pc,t and ph,t = Ph,t/Pc,t. (1− ξh) is the probability for an
intermediate goods producer to actively set the price on the domestic market for intermediate
goods. The passive price setting producers use for their price setting the weighting factor
(1− χh) with which they take the ECB’s future inflation path into account. ξh ≤ 1 and
χh ≤ 1. Calvo price setting of the domestic intermediate goods producers in the foreign
market leads to the export price forward-backward looking Phillips curve:

π̂x,t − ˆ̄πt =
β

(1 + βχx)
Et
[
π̂x,t+1 − ˆ̄πt+1

]
+

χx
(1 + βχx)

(
π̂x,t−1 − ˆ̄πt

)
+

βχx
(1 + βχx)

(
Et
[
ˆ̄πt+1

]
− ˆ̄πt

)
+

(1− βξx) (1− ξx)
ξx (1 + βξx)

(m̂cxt + ϕ̂xt )

(3.29)
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where:
m̂cxt = m̂ct − p̂x,t (3.30)

represents the average real marginal costs of the domestic intermediate goods producing firms
selling in foreign markets. Export prices px,t = Px,t/Pc,t are expressed in terms of consumption
goods prices. ξx ≤ 1 and χx ≤ 1 have an analogue interpretation to the parameters ξh and
χh in the domestic market for intermediate goods. For the importing foreign intermediate-
goods producing firms the NAWM implies the import price forward-backward New-Keynesian
Phillips curve:

π̂im,t − ˆ̄πt =
β∗

(1 + β∗χ∗)
Et [π̂im,t+1 − π̂t+1] +

χ∗

(1 + β∗χ∗)
(π̂im,t−1 − π̂t)

+
β∗χ∗

(1 + β∗χ∗)

(
Et
[
ˆ̄πt+1

]
− ˆ̄πt

)
+

(1− β∗ξ∗) (1− ξ∗)
ξ∗ (1 + β∗ξ∗)

(m̂c∗t + ϕ̂∗t )

(3.31)

with:
m̂c∗t = ŝt + p̂y,t + p̂im,t + ω∗p̂o,t (3.32)

representing the average real marginal costs of the foreign intermediate-goods producing firms
selling their goods in the EMU’s markets. p̂o,t and ω∗ in the marginal costs of foreign firms
are the price of oil and the oil’s share in EMU imports. pim,t = Pim,t/Pc,t and py,t = Py,t/Pc,t
are expressed in terms of consumption goods prices, whereas the oil price is expressed in
terms of foreign output prices po,t = Po,t/Py∗,t. ϕ̂ht , ϕ̂

k
t and ϕ̂∗t are price-markup shocks of

domestically produced intermediate-goods for sell in the domestic and foreign markets and
abroad produced intermediate-goods for sell in the EMU markets.

Domestic and foreign final-goods producing firms

In the NAWM the market of final-goods is fragmented into three different segments. These
are the market segments for final private consumption q̂ct , investment q̂it and public consump-
tion goods q̂gt . For producing the quantities q̂ct , q̂

i
t and q̂gt the representative domestic final-

goods producer combines quantities of intermediate-goods produced by domestic and foreign
firms. The final-goods producers demand for the domestic and foreign intermediate-goods

are denoted as ĥct , ˆim
c

t and ĥit, ˆim
i

t for producing q̂ct and q̂it respectively. For the production of
public consumption goods q̂gt the final-goods producing firms only use domestically produced
intermediate-goods ĥgt . The final-goods firm’s production technology in the private consump-
tion q̂ct and investment segment q̂it is a constant returns-to-scale CES technology, that is in
log-linearized form expressed as:

q̂ct = v
1
µc
c

(
hc

qc

)(1− 1
µc

)
ĥct + (1− vc)

1
µc

(
imc

qc

)(1− 1
µc

)
ˆim
c

t

+
1

(µc − 1)

[
v

1
µc
c

(
hc

qc

)(1− 1
µc

)
− vc

(1− vc)
(1− vc)

1
µc

(
imc

qc

)(1− 1
µc

)
]
v̂c,t

(3.33)
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q̂it = v
1
µi
i

(
hi

qi

)(1− 1
µi

)
ĥit + (1− vi)

1
µi

(
imi

qi

)(1− 1
µi

)
ˆim
i

t

+
1

(µi − 1)

v 1
µi
i

(
hi

qi

)(1− 1
µi

)
− vi

(1− vi)
(1− vi)

1
µi

(
imi

qi

)(1− 1
µi

) v̂i,t (3.34)

where µc and µi are the intratemporal elasticity of substitution between domestic and foreign
intermediate-goods whereas v̂c,t and v̂i,t are the NAWM economy’s state variables indicating
the home bias in the production of private consumption and investment goods respectively.
The remaining constants in the CES production functions are the steady state values of the
corresponding time varying state variables. The final-goods producers take the prices of the
intermediate-goods p̂h,t and p̂im,t as given. They maximize their profits in a monopolistically
competitive market in minimizing their expenditures for the intermediate goods in optimally
choosing their demand for domestic and foreign intermediate-goods ĥct , ĥ

i
t and ĥgt and ˆim

c

t and
ˆim
i

t respectively. For private consumption and investment these are in log-linearized form:

ĥct = v̂c,t − µc (p̂h,t − p̂c,t) + q̂ct (3.35)

ˆim
c

t = − vc
(1− vc)

v̂c,t − µc
(
p̂im,t − p̂c,t − Γ̂imc,t

)
+ q̂ct (3.36)

and
ĥit = v̂i,t − µi (p̂h,t − p̂i,t) + q̂it (3.37)

ˆim
i

t = − vi
(1− vi)

v̂i,t − µi
(
p̂im,t − p̂i,t − Γ̂imi,t

)
+ q̂it (3.38)

Γ̂imc,t and Γ̂imi,t in the demand functions for foreign intermediate-goods are the adjustment
costs for varying the amount of imported intermediate-goods in the production of final private
consumption and investment goods. For private consumption and investment goods the
import adjustment costs are determined by:

Γ̂imc,t = −γimc
[(

ˆim
c

t − q̂ct
)
−
(

ˆim
c

t−1 − q̂ct−1

)]
+ ε̂imt (3.39)

Γ̂imi,t = −γimi
[(

ˆim
i

t − q̂it
)
−
(

ˆim
i

t−1 − q̂it−1

)]
+ ε̂imt (3.40)

where γimc , γimi > 0 positively determine the import adjustment costs producing q̂ct and q̂it.
The final-goods producer’s price setting yields for private consumption and investment goods
the following price indices:

p̂c,t = vc

(
ph
pc

)(1−µc)

p̂h,t + (1− vc)
(
pim
pc

)(1−µc) (
p̂im,t − Γ̂imc,t

)
+

vc
(1− µc)

[(
ph
pc

)(1−µc)

−
(
pim
pc

)(1−µc)
]
v̂c,t

(3.41)
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and:

p̂i,t = vi

(
ph
pi

)(1−µi)

p̂h,t + (1− vi)
(
pim
pi

)(1−µi) (
p̂im,t − Γ̂imi,t

)
+

vi
(1− µi)

[(
ph
pi

)(1−µi)

−
(
pim
pi

)(1−µi)
]
v̂i,t

(3.42)

For the production of the public consumption goods it is assumed that:

q̂gt = ĥgt (3.43)

and:
p̂g,t = p̂h,t (3.44)

The aggregated demand for domestically produced intermediate-goods in the EMU is:

ĥt =
hc

h
ĥct +

hi

h
ĥit +

hg

h
ĥgt (3.45)

whereas the aggregated EMU’s demand for intermediate-goods produced abroad is:

ˆimt =
imc

im
ˆim
c

t +
imi

im
ˆim
i

t (3.46)

Domestic export oriented firms

In the NAWM economy there are domestic foreign retail firms, which bundle the domes-
tically produced intermediate-goods into an export bundle x̂t satisfying the foreign demand.
EMU exports x̂t are described by:

x̂t = v̂∗t − µ∗
(
p̂x,t − p̂y,t − ŝt − p̂cx,t − Γ̂x,t

)
+ ŷ∗t + ˆ̄zt (3.47)

where Γ̂x,t are the export adjustment costs determined by:

Γ̂x,t = −γ∗
[(
x̂t − ŷ∗t − ˆ̄zt

)
−
(
x̂t−1 − ŷ∗t−1 − ˆ̄zt−1

)]
+ ε̂xt (3.48)

With the export preference and export demand shocks v̂∗t and ε̂xt EMU’s export oriented
firms face two different kinds of shocks. µ∗ reflects the price elasticity of exports and γ∗

positively determines the export adjustment costs. The NAWM state variables ŷ∗t and v̂∗t are
the overall foreign demand and the export share of domestic intermediate-goods capturing
foreign non-price related preferences for domestic intermediate-goods. ˆ̄zt with ẑt = zt/z

∗
t

captures the (log) productivity differential between the domestic and the foreign economy.
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3.4.1.4 Fiscal and Monetary Authorities

According to the NAWM the ECB’s monetary policy reaction function is:

r̂t = φrr̂t−1 + (1− φr) [π̂t + φπ (π̂c,t − π̂t) + φyŷt]

+ φ∆π (π̂c,t − π̂c,t−1) + φ∆yi (ŷt − ŷt−1) + ε̂rt
(3.49)

where r̂t = ln (Rt/R) is the (log) deviation of the observed risk-less short rate Rt from its
steady-state value, whereas π̂t = ln (Πt/Π) denotes the (log) deviation of the ECB’s inflation
objective from the ECB’s long-term target inflation Π̄. The dynamics of ¯̄πt are determined
by:

ˆ̄πt = φπ̄ ˆ̄πt−1 + ε̂π̄t (3.50)

The government budget variables fiscal spending sG,t = PG,tGt/Py,tYt and fiscal revenues
from lump-sum taxes sT,t = Tt/Py,tYt are expressed in its share of nominal output. For
financing budget deficits it is assumed that Riccardian equivalence holds such that in the
long run there is no difference in financing the budget deficit by issuing new bonds or levying
lump-sum taxes. Keeping this assumption as given the government balances its budget by
using lump-sum taxes Tt, such that Bt = 0. The NAWM’s log-linearized balanced budget is
expressed as:

ŝg,t =
pcc

pyy
[τ̂ ct + τ c (p̂c,t + ĉt − p̂y,t − ŷt)]

+
wN

pyy

[
τ̂Nt + τ̂wht + τ̂

wf
t +

(
τ̂N + τ̂wh + τ̂wf

) (
ŵt + N̂t − p̂y,t − ŷt

)]
+
rkkg

−1
z

pyy

[
τ̂ kt + τ k

(
ût + r̂k,t + k̂t − ĝz,t − p̂y,t − ŷt

)]
+
pikg

−1
z

pyy

[
δτ̂ kt + τ kγu,1ût + τ kδ

(
p̂i,t + k̂t − ĝz,t − p̂y,t − ŷt

)]
+ τ dŝd,t + sdτ̂

d
t + ŝT,t

(3.51)

where τ d is the government tax rate levied on household’s dividend income. The government
share of the economy’s overall output in log-linearized form is given by:

ŝg,t = sg (p̂g,t + ĝt − p̂y,t − ŷt) (3.52)

where ĝt = ln (gt/g) with gt = Gt/zt is the (log) difference of the observed real government
expenditures from its steady-state g. sD,t = Dt/Py,tYt denotes the economy’s profit share of
nominal output and is expressed in log-linearized form as:

ŝd,t = − 1

ϕ

(
1 + ψy−1

)
(m̂ct − p̂y,t)−

1

ϕ

(
h

y
ĥt +

x

y
x̂t −

(h+ x+ ψ)

y
ŷt

)
(3.53)

with the steady-state price-markup ϕ = ϕh = ϕx.
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3.4.1.5 Net foreign Assets, Trade Balance and Terms of Trade

The EMU’s (net) holding of foreign bonds b̂∗t+1 expressed in log-linearized form as:

b̂∗t+1R
∗ −1 = g−1

z Π̄∗ −1
y b̂∗t +

pxx

spy

(
p̂x,t + x̂t − ŝt − p̂y,t − ˆ̄zt

)
− pimim

spy

(
p̂im,t + ˆimt − ŝt − p̂y,t − ˆ̄zt

) (3.54)

is determined by the current amount b̂∗t in the first and the trade balance denominated in
foreign currency and adjusted by the productivity differential in the second and third term.
The (net) bond holdings b̂∗t+1 = B∗t+1I

(
z∗tP

∗
y,t

)
are adjusted by the foreign price-index P ∗y,t

and the foreign productivity level z∗t For the foreign long-term inflation target it is assumed
Π̄∗ = Π̄. The log-linearized share of foreign assets (net) holdings to EMU’s nominal output
expressed in domestic currency is determined by:

ŝB∗,t+1 = sz̃y−1b̂∗t+1 (3.55)

whereas the NAWM economy’s log-linearized trade balance expressed in shares of nominal
output is defined as:

ŝTB∗,t = ŝx,t − ŝim,t (3.56)

with the export and import shares sx,t = Px,tXt/Py,tYt and sim,t = Pim,tIMt/Py,tYt (log)
deviations from their steady-state values:

ŝx,t = sx (p̂x,t + x̂t − p̂y,t − ŷt) (3.57)

and
ŝim,t = sx

(
p̂im,t + ˆimt − p̂y,t − ŷt

)
(3.58)

The economy’s log-linearized terms of trade are determined by:

ˆToT t = p̂im,t − p̂x,t (3.59)

3.4.2 Integration of the EMU yield factors into the macroeconomic
framework

The integration of the term structure of interest rates into a larger macroeconomic modeling
framework is addressed by Andreasen, Fernandez-Villaverde and RubioRamirez [2018], De
Greave, Emiris and Wouters [2009], Rudebusch and Swanson [2008, 2012], Beakert, Cho and
Moreno [2010], van Binsenberg, Fernandez-Villaverde, Koijen and Rubio-Ramirez [2012] or
Kliem and Meyer-Gohde [2017]. Our term structure integration is done by extending the
monetary policy rule in 3.49 by:

r̂t = φrr̂t−1 + φlL̂t−1 + φsŜt−1 + (1− φr) [π̂t + φπ (π̂c,t − π̂t) + φyŷt]

+ φ∆π (π̂c,t − π̂c,t−1) + φ∆yi (ŷt − ŷt−1) + ε̂rt
(3.60)
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where the three state variables r̂t−1, L̂t−1 and Ŝt−1 of the extended monetary policy rule
determine the very short and as well as the middle to long term maturity segment and
further the steepness of the EMU’s term structure of interest rates indicating the interest
rate differences between long and short term rates. With the factors L̂t−1 and Ŝt−1 in the
monetary policy rule the extension endogenizes the EMU’s term structure issues into the
EMU’s monetary policy decisions framework. Integrating the EMU’s common slope factor
Ŝt−1 in the monetary policy rule is motivated by the discussions in Estrella and Mishkin
[1996] and Estrella and Trubin [2006] and our empirical findings in section 3.3.3, where we
revealed the informational content of Ŝt−1 with respect to the economy’s future development.

3.4.3 Calibration and estimation of the EMU wide macroeconomic
model

3.4.3.1 Calibration and steady state

In line to Kydland and Prescott [1982] parts of the NAWM’s parameters are calibrated. In
calibrating the parameters of the NAWM we follow Christoffel, Coenen and Warne [2008].
With respect to the model’s steady-state values we reduce the steady-state version of the
NAWM analogue to Christoffel et. al. [2008] to a system consisting of four equations ex-
pressing the equilibrium relations in the labor-, the capital-, and the goods-markets with
their relative prices respectively. We simultaneously solve this equation system, receiving the
steady-state values of k, c,N and π where the last one is the price of the investment good
expressed relative to the price of the consumption good. Similar to Christoffel, Coenen and
Warne [2008] for the global economy related variables p̂ct , ŷ

∗
t , r̂
∗
t , p̂o,t, p̂y∗,t we estimate a struc-

tural VAR (SVAR). (See remarks in footnote 31 in Christoffel, Coenen and Warne [2008] for
further details). Also as done by Christoffel, Coenen and Warne [2008] we estimate an AR[1]
process for government spending ĝt. Both the paramters of the SVAR and the AR are kept
fixed throughout the estimation of the remaining parameters of the NAWM.

3.4.3.2 Canonical rational expectations form of the implemented NAWM

Implementation of the baseline NAWM

Following Herbst and Schorfheide [2016] or Dejong and Dave [2011] to determine the agent’s
rational expectations in a first step the 62 log-linearized equations outlined in 3.4.1 and the
market clearing and aggregate constraints outlined in Appendix B.4.1 combined with 50 ad-
ditional necessary (log) linear equations for the 112 endogenous macroeconomic variables of
the NAWM are transferred into the DSGE’s canonical linear rational expectations form:

Γ0st = Γ1st−1 + Ψεt + Πηt (3.61)
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where:

sTt = [λ̂t, ĉt, Q̂t, p̂i,t, p̂k,t, p̂x,t, p̂y,t, p̂im,t, p̂c,t, p̂g,t, p̂
c
t , ît, r̂k,t, r̂t, ût, π̂c,t, ˆ̄πc,t, π̂k,t, π̂t, π̂x,t, π̂im,t, π̂y,t,

π̂i,t, ŝt, ŝg∗,t, ŝg,t, ŝd,t, ŝT,t, ŝTB,t, ŝx,t, ŝim,t, ˆToT t, k̂t, k̂
s
t , ŵt, ŵ

τ
t , m̂rst, m̂ct, m̂c

k
t , m̂c

x
t , N̂t, ŷt, x̂t,

q̂ct , q̂
i
t, q̂

g
t , ĥ

c
t , ĥ

i
t, ĥ

g
t , ĥt, ˆim

c

t , ˆim
i

t, ˆimt, v̂c,t, v̂i,t, Γ̂imc,t, Γ̂imi,t, Γ̂im∗,t, ˆ̃zt, Êt,Et
[
λ̂t+1

]
,Et [ĉt+1] ,

Et
[
Q̂t+1

]
,Et [p̂i,t+1] ,Et

[̂
it+1

]
,Et [r̂k,t+1] ,Et [π̂c,t+1] ,Et

[
ˆ̄πc,t+1

]
,Et [π̂y,t+1] ,Et [π̂k,t+1] ,

Et [π̂t+1] ,Et [π̂x,t+1] ,Et [π̂im,t+1] ,Et [ŵt+1] ,Et [ŝt+1] ,Et
[
ε̂ct+1

]
,Et [ĝz,t+1] ,Et

[
Êt+1

]
, m̂c∗t ,

b̂∗t , ε̂
c
t , ĝz,t, ε̂

i
t, ε̂

RP
t , ε̂RP

∗

t , ϕ̂wt , ε̂
N
t , ϕ̂

k
t , ϕ̂

x
t , ϕ̂

∗
t , ε̂

im
t , η̂

r
t , η̂

x̄
t , ε̂

x
t , ε̂t, v̂

∗
t ,Et [π̂y∗,t+1] , ŷ∗t , r̂

∗
t ,

p̂o,t, p̂y∗,t, ĝt, ŷt−1, ĉt−1, ît−1, x̂t−1, p̂im,t−1, p̂
c
t−1, ˆimt−1, ŵt−1, ŷ

∗
t−1, p̂y∗,t−1]

defines the 112× 1 state vector.

εTt =
[
εct , ε

gz
t , ε

i
t, ε

RP
t , εRP

∗

t , εϕ
w

t , εNt , ε
ϕk

t , ε
ϕx

t , ε
ϕ∗

t , ε
im
t , ε

r
t , ε

π̄
t , ε

x
t , εt, ε

v∗

t

]
is the 16× 1 vector of innovations and

ηTt = [λ̂t − Et−1

[
λ̂t

]
, ĉt − Et−1 [ĉt] , Q̂t − Et−1

[
Q̂t

]
, p̂i,t − Et−1 [p̂i,t] , ît − Et−1

[̂
it

]
,

r̂k,t − Et−1 [r̂k,t] , π̂c,t − Et−1 [π̂c,t] , ˆ̄πc,t − Et−1

[
ˆ̄πc,t
]
, π̂y,t − Et−1 [π̂y,t] , π̂h,t − Et−1 [π̂h,t] ,

ˆ̄πt − Et−1

[
ˆ̄πt
]
, π̂x,t − Et−1 [π̂x,t] , π̂im,t − Et−1 [π̂im,t] , ŵt − Et−1 [ŵt] , ŝt − Et−1 [ŝt] ,

ε̂ct − Et−1 [ε̂ct ] , ĝz,t − Et−1 [ĝz,t] , Êt − Et−1

[
Êt

]
, π̂y∗,t − Et−1 [π̂y∗,t]]

is the 19× 1 vector of expectation errors. Γ0 and Γ1 are 112× 112 matrices, and Ψ and Π
are 112× 16 and 112× 19 matrices relating the vectors of innovations and expectation errors
to the dynamics of the state variables. In Appendix B.4.2 the row-wise specification of the
matrices Γ0,Γ1,Ψ and Π is outlined in detail.

Implementation of the NAWM extended by the EMU’s term structure of interest rates

The canonical rational expectations form of the NAWM with the integrated EMU’s term
structure of interest rates is based on the canonical form of the baseline NAWM and is
specified as:

ΓTS
0 s̃t = ΓTS

1 s̃t−1 + ΨTSε̃t + ΠTSη̃t (3.62)

where the vector of state variables becomes s̃Tt =
[
st, F̂ t, ε̂t

]
=
[
st, L̂t, Ŝt, ε̂

l
t, ε̂

s
t

]
with the

EMU’s common level and slope factors and their disturbance terms FT
t = [Lt, St] and εTt =[

εlt, ε
s
t

]
from the EMU’s factor dynamics in 3.4 respectively. The system’s innovations εt

become ε̃Tt =
[
εt, ε

TS
t

]
where εTSt =

[
εlt, ε

s
t

]
are standardized Gaussian εTSt ∼ N (0,Σε). The
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116× 116 matrices ΓTS
0 ,ΓTS

1 and the 116× 116 matrix ΨTS are specified as:

ΓTS
0 =

 Γ0 0112×2 0112×2

02×112 I2×2 −I2×2

02×112 02×2 I2×2

 ΓTS
1 =

 Γ1 ∆TS 0112×2

02×112 Φ 02×2

02×112 02×2 02×2


ΨTS =

 Ψ 0112×2

02×16 02×2

02×16 I2×2

 (3.63)

where 0m×n are m× n matrices of zeros and In,n is the n× n identity matrix. The matrices
Γ0, Γ1 and Ψ are from 3.61. Φ is the 2× 2 diagonal matrix from the EMU factor dynamics
defined in 3.4 and ∆TS is a 112× 2 matrix of zeros except for ∆39,1 = φl and ∆39,2 = φs.

3.4.3.3 Log-linearized state space system

Log linear state space system of the baseline NAWM

For estimating the NAWM we formulate the model in state space form. The system’s mea-
surement equation is specified as follows:

yt = c+ Mst + ϑt (3.64)

where the 18× 1 vector:

yTt = [∆GDPEMU
t ,∆CONSt,∆INVt, ln(GOVt),∆EXPORTt,∆IMPORTt, INF

EMU
Y,t ,

INFC,t, INFIM,t, ln(LABORy,t),∆WAGEt, ECBt, FXt,∆GDP
WORLD
t , INFWORLD

Y,t ,

LIBOR$
t , INFEXPORT,t, PRICE

OIL
t ]

contains the measurements of (EMU) GDP, consumption, investment, government spend-
ing, exports, imports, GDP-, consumption- and import-deflator based inflation rates, labor
(measured in total employment), per head wages, the monetary policy rate set by the ECB
(approximated by the EONIA swap rate), the effective exchange rate, (world) GDP and
(world) GDP-deflator based inflation, the USD-LIBOR, export-deflator based inflation and
the oil price (UK-Brent). Data details and details related to the preparation and trans-
formation of the data are outlined in Appendix B.1. c is a 18 × 1 vector containing the
state-variables’ steady state values and M is a specified 18×112 matrix. ϑt ∼ N(0,Σ) is the
Gaussian measurement error with diagonal covariance Σ. The system’s transition equation
for describing the dynamics of the state variables is determined by applying Sim’s QZ algo-
rithm outlined in chapter 2.2.2.2 to the NAWM’s linear rational expectations form expressed
in the foregoing section 3.4.3.2.

Log linear state space system of the term structure extended NAWM
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As for the canonical rational expectations form the (log) linear state space system of the
term structure extended NAWM is based on the state space model of the baseline NAWM.
The extended measurement equation becomes:

ỹt = cTS + MTSs̃t + ϑ̃t (3.65)

where we extent the vector of EMU measurements by ỹTt =
[
yt, F̂t, ε̂t

]
. ϑ̃t are the Gaussian

measurement errors with ϑ̃t ∼ N
(
0,ΣTS

)
. The 22 × 116 and 22 × 22 matrices MTS and

ΣTS are specified as:

MTS =

[
M 018×4

04×18 I4×4

]
ΣTS =

[
Σ 018×4

04×18 I4×4

]
(3.66)

3.4.3.4 Estimation remarks

Estimation of the baseline NAWM is done by a Markov Chain Monte Carlo (MCMC) proce-
dure where in every iteration the Random-Walk Metropolis-Hastings (RW-MH) algorithm is
applied. Because of the large number of parameters we additionally use the Random-Block
RW-MH (RB-RW-MH) algorithm for drawing the parameters. For both the RW-MH and
the RB-RW-MH the (log) posterior is computed by using the Kalman filter. Switching be-
tween the RW-MH and RBRW-MH is randomly, where by reasons of computational effort
the RB-RW-MH is applied only in ten percent of the MCMC iterations. Because of the
unidirectional causality estimation of the NAWM extended by the EMU term structure of
interest rates is separated into two blocks: The EMU term structure block and the NAWM
block. The NAWM block is conditional to the EMU term structure block, whereas the EMU
term structure block is independent to the NAWM block. Therefore in a first step we have
estimated the parameters of the EMU term structure of interest rates model by using a
MCMC procedure outlined in section 3.2 and in Appendix B.2. In a second step for esti-
mating the NAWM block, we integrate a Gibbs sampler in our MCMC procedure for the
baseline NAWM estimation. Due to the unidirectional causality the Gibbs sampler draws in
every MCMC iteration i the parameters of the NAWM block conditional to the i th MCMC
iteration parameter draw of the EMU term structure block done in the first step.Table B.1
in the Appendix lists the priors we use in our MCMC estimation.

3.5 Empirical implications of the EMU macroeconomic

framework

3.5.1 In-sample-fit

For estimating the baseline and term structure extended NAWM we use a MCMC procedure
with 250000 iterations, where we cut off the first 50000 iterations as burn-in draws. The
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Sample Mean (Q1/2005 – Q1/2014)

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INFY INFOIL INFι LABOR ∆WAGE ECB FX

Obs. 0.179 0.095 -0.084 -1.609 0.827 0.647 0.356 0.405 0.402 -1.117 0.186 1.998 0.007

NAWM -0.160 0.227 0.271 -1.346 0.837 0.677 0.332 0.383 0.224 -1.119 0.222 2.022 0.041

Ext. NAWM -0.096 0.213 0.364 -1.303 0.825 0.643 0.315 0.316 0.172 -1.134 0.185 1.973 0.005

Sample Standard Deviation (Q1/2005 – Q1/2014)

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INFY INFOIL INFι LABOR ∆WAGE ECB FX

Obs. 0.780 0.384 1.676 2.243 2.408 2.218 0.184 0.370 1.434 2.515 0.231 1.578 3.179

NAWM 0.419 0.397 1.413 1.690 2.419 2.086 0.233 0.236 0.285 2.522 0.274 1.569 3.096

Ext. NAWM 0.377 0.326 1.143 1.607 2.405 2.169 0.399 0.379 0.441 2.533 0.246 1.537 3.094

Table 3.7: Observed and NAWM implied unconditional first and second moments. (First
and second moments of the NAWM are calculated at the mode of the model’s posterior).

Sample Mean (Q1/2005 – Q1/2014)

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INFY INFOIL INFι LABOR ∆WAGE ECB FX

NAWM
0.339 0.132 0.355 0.263 0.010 0.029 0.023 0.021 0.178 0.003 0.035 0.025 0.034

05-14

NAWM
0.380 0.150 0.328 1.509 0.023 0.094 0.041 0.186 0.412 0.007 0.962 0.383 0.005

87-14

TS Ext.
0.275 0.118 0.449 0.306 0.002 0.004 0.040 0.088 0.230 0.017 0.001 0.025 0.002

NAWM

Table 3.8: RMSE comparison of three different NAWM estimations. (The RMSEs are
calculated at the mode of the model’s posterior).

remaining 200000 draws are used for statistical inference. To verify the model’s goodness-
of-fit in Table 3.7 we list the unconditional first and second moments of the observed and
NAWM implied macroeconomic state variables. In Table 3.8 we list the root mean squared
errors (RMSE) of the model’s time series estimates. In Figure 3.9 we additionally plot the
18 observed and model implied time series of our used macroeconomic variables. From Table
3.7 and 3.8 as well as from Figure 3.9 it becomes clear that our two different NAWM speci-
fications fit the observed data very well. The mean absolute deviation between the baseline
and the term structure extended NAWM implied first moments and the mean of the observed
macro economic data series are only 0.111 and 0.120 percentage points respectively. With
deviations of 0.355 and 0.448 percentage points from the observed first moment both specifi-
cations have their largest deviation in estimating the EMU’s real investment activities. Their
best first moment fit with absolute deviations of 0.002 implied by the baseline NAWM and
0.001 implied by the extended NAWM have the models for the employment rate and ECB’s
short term interest rate respectively. With respect to their second moment estimates both
model specifications are very similar with average (absolute) deviations from the observed
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standard deviation of 0.216 and 0.235 percentage points respectively. The largest devia-
tion for both the baseline NAWM and the extended NAWM are 1.149 and 0.993 percentage
points respectively. Their best second moment fit with deviations of 0.007 and 0.003 percent-
age points respectively have the models for the employment rate and the for EMU’s exports.
For purposes concerning the model’s robustness we have estimated the baseline NAWM with
macroeconomic data between Q1/1987 and Q1/2014. In Figure B.6 in the Appendix, we
plot the 18 observed and model implied time series over this long-term horizon. Compared
to the in-sample-fit of the long term NAWM estimation figured out in Table 3.8 it becomes
clear that our two models - estimated on the shorter horizon between Q1/2005 and Q1/2014
- show a similar good in-sample fit. zero. Looking at the parameter estimates listed in Tables
B.3, B.4 and B.5 in Appendix B.6 reveals an average (relative) parameter variation between
all three estimates of 62% . The estimates of the baseline and the term structure extended
NAWM with data between Q1/2005 and Q1/2014 variate on average by only 8% and are
therefore very stable. With respect to our extension of the baseline NAWM by integrating
the EMU’s level and slope term structure factors in the NAWM’s policy decision rule Table
B.5 reveals that only the EMU’s slope factor is internalized into the ECB’s monetary decision
framework. The level factor’s impact is not significantly different from zero.

3.5.2 EMU’s historic shock decomposition

To get an impression about the underlying shock processes affecting the EMU’s macroeco-
nomic variables in the past in Figure 3.10 we plot the historical decomposition for the EMU’s
(real) growth rates of its aggregates GDP, consumption, investment, exports and imports as
well as ECB’s short term rate. Focusing on the economic breakdown following the Lehman
bankruptcy in September 2008 reveals a very similar pattern for EMU’s GDP, consumption,
investments and exports. For all of these four aggregates in this phase shocks induced by
monetary policy decisions have larger effects. In late 2008 and the first half of 2009 shocks
effecting the firm’s investment activities in the EMU are mainly composed by monetary pol-
icy related shocks. Beside shocks from monetary policy decisions, investment activities are
strongly effected by shocks related to risk premiums investors demanded domestically and
abroad. ECB’s monetary policy decisions itself areeffected by shocks related to risk premi-
ums required by EMU and abroad investors. Figure 3.10 additionally shows that the decisive
decrease in the short term rate in Q4/2008 and Q1/2009 in which the ECB’s main refinancing
operations rate fell by 225 basis points from 3.75% in the beginning of November 2008 to
1.50% in March 2009 is also effected by a shock induced by a changing slope of the EMU’s
common term structure of interest rates.

3.5.3 Impulse Response

To find answers related to the inner economic structure of the EMU in Figure 3.11 we plot
the responses for the three major EMU macroeconomic state variables GDP, investment and
ECB’s controlled short term interest rate to shocks coming from seven different economic
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sources, related to the EMU’s production technology, the risk premiums EMU faces domes-
tically and abroad, the ECB’s monetary policy and its target inflation rate, our integrated
EMU term structure slope factor and an export demand shock the EMU faces from abroad.
In Figure B.7 in Appendix B.6 we further show the impulse responses of EMU’s aggregated
consumption and exports and EMU’s real effective exchange rate. The largest effects in Fig-
ures 3.11 and B.7. are coming from shocks related to EMU’s technology components. Here
a one standard deviation shock leads to declining real marginal costs leading to sharp in-
creases especially in EMU’s GDP, exports and in EMU’s real effective exchange rate. Because
of the increased deflationary pressure caused by declining production costs the technology
shock triggers an inducement of counter reacting measures by the ECB such that the ECB’s
controlled short term interest rate declines in tendency. The response pattern of EMU’s
investment and consumption activities are very similar to the patterns of EMU’s GDP and
exports. Risk premium shocks implying higher financing costs in the EMU and abroad lead
in the case of domestically increased risk premiums to a decline in EMU’s GDP and invest-
ment activities. In the case of increased risk premiums abroad, compared to there foreign
competitors firms in the EMU have an advantage in there investment’s risk-return profiles
leading to an incentive for increasing their investment activities. For all shown response
patterns there is a great uncertainty related to the EMU’s macroeconomic state variable’s
responses to shocks coming from the foreign risk premium expressed in broader confidence
intervals around the mean response. Looking at monetary policy induced shocks reveals a
depressing reaction pattern for the EMU’s GDP and investment activities. As in the case of
higher risk premiums a direct increase in the short term interest rates leads to an increase
in the EMU’s real effective exchange rate. Interesting are the EMU economy’s reactions on
shocks coming from the ECB’s inflation target. This monetary policy shock seems destabi-
lizing in the sense, that it leads to decreasing EMU’s GDP, investment, consumption and
exports. Further a weakening of the ECB’s target inflation rate leads to a devaluation of
the Euro. Concerning the EMU’s term structure of interest rates the ECB’s monetary policy
path shows an immediate increase in the ECB’s controlled short term rate - initialized by an
increase in the slope factor and therefore by a flattening of the term structure - expressing the
term structure’s flatting from its short end. In line with the expectation hypothesis ECB’s
short term interest rate’s trajectory decreases in reaction to the flatting shock. In the middle
term ECB’s controlled short term policy rate reveals an upward directed trajectory. However
the broader [10%, 90%] confidence band around the policy rate’s response path signals us,
that we have to be aware about the greater deal of uncertainty the revealed ECB’s short
term interest rate’s reaction path implies.
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Table 3.9: Observed and NAWM implied aggregated area wide EMU macroeconomic vari-
ables between Q1/2005 and Q1/2014. The NAWM implied macroeconomic variables are
evaluated at the mean of the model’s posterior distribution. (blue baseline NAWM, red term
structure extended NAWM).
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Table 3.10: Term structure extended NAWM’s historic shock decomposition evaluated at
the posterior’s mode.
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Table 3.11: Macroeconomic responses with respect to one standard deviation shocks coming from seven different
economic sources. We show the responses of EMU’s GDP yt and investment it and ECB’s short term interest rate
rt. Based on the models posterior distribution we compute 1000 impulse responses and report the mean and the [10%
,90%] and [30% ,70%] confidence intervals.
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3.6 Conclusion

In this paper we have extended a large-scale open-economy DSGE of high practical relevance
for ECB’s and EMU’s fiscal and monetary policy decisions by endognizing term structure of
interest rate issues concerning EMU’s economic development in the DSGE’s implied mone-
tary policy rule. Focusing on the time horizon ranging from Q1/2005 to Q1/2014 - before
the ECB induced its expanded asset purchase program (EAPP) in Q4/2014 and the public
sector purchase program (PSPP) in Q1/2015 - our findings are twofold. First in extracting
country specific level and slope term structure factors for a larger subset of EMU member
countries, we reveal the well known diverging development in the interest rates observed for
the EMU’s central and southern periphery members from a more unconventional perspective.
Our factor extraction reveals the well known widening of the spreads in the interest rates’
average levels among the EMU member countries. A not so well known aspect concerns
the slope of the term structure. Here we find that after the economic breakdown following
the Lehman bankruptcy in September 2008 the slope of the term structure sharply increases
for all countries. For Germany, France and Italy the increase in the slope successively de-
creases whereas for Italy and Spain the interest rates differential between long and short term
maturities becomes larger. This differential is essential for weighting long term investment
decisions against their shorter counterparts. In our subsequent extraction of common EMU
interest rate level and slope factors the increased heterogeneity among the EMU countries
becomes again visible. In their country specific impact on these common EMU factors es-
pecially for longer maturities Italy and Spain fell behind the impact of Germany, France
and the Netherlands on EMU’s common interest rate developments. Second, with focus on
the EMU’s macroeconomic development we find that especially in the month around the
collapse of Lehman Brother’s in September 2008 monetary policy unfolded shocks to the
EMU strongly effecting the development of EMU’s macroeconomic aggregates such as GDP,
consumption, investment, exports and imports. The monetary policy decisions by the ECB
are itself affected largely by shocks concerning the risk-premiums paid to EMU’s investors.
Looking at the decisive decision of the sharp decrease in the short term interest rate in
Q4/2008 and Q1/2009, where the ECB’s main refinancing operations rate fell by 225 basis
points from 3.75% in the beginning of November 2008 to 1.50% in March 2009 reveals, that
this decision is also effected by shocks induced by a changing slope of the EMU’s common
term structure of interest rates. Clearly: With the decision made by the ECB the EMU’s
common term structure becomes much steeper, expressed in a decrease of the EMU’s slope
factor more or less synchronous to the ECB’s short term rate decline. Related to the common
EMU term structure factors we further find, that the EMU’s common level factor has no sig-
nificant effect on the EMU’s macroeconomic development, whereas EMU’s macroeconomic
responses to common slope factor shocks are of the same magnitude as conventional short
term interest rate shocks induced by monetary policy decisions. Our findings here should
serve as an incentive for further research in this area. Especially a deeper understanding
of the effects lying behind the response patterns to slope factor shocks concerning e.g. the
balance sheet of the economy’s financial intermediaries could be of special importance.
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4. Macroeconomic Uncertainty and
the Term Structure of InterestRates

4.1 Introduction

In this chapter we focus on the interdependencies between macroeconomic uncertainty and
the uncertainty implied by the term structure of interest rates. Our key questions are: How
can we extract the uncertainty patterns of the macroeconomy? Can we extract uncertainty
patterns for a broader range of macroeconomic uncertainty sources? And most important:
How can we combine these patterns of economic uncertainty with the term structure of inter-
est rates? For answering these questions we combine a medium to large scale macroeconomic
dynamic stochastic general equilibrium (DSGE) model extended by time-varying stochas-
tic volatilites with an unspanned stochastic volatility affine term structure of interest rates
model (USV-ATSM). The stochastic volatility DSGE allows us the extraction of uncertainty
patterns from seven sources of macroeconomic uncertainty ranging from technology and pro-
ductivity to the uncertainty about government spending and monetary policy activities. Our
approach allows the spill over of the macroeconomic uncertainty measured by our stochastic
volatility DSGE into the bond market for which we extract additional term structure specific
uncertainty factors.

We are the first in giving an overall answer to the outlined questions where we focus here
on Germany as a key member of the European Monetary Union (EMU) and Italy as the
major country of the EMU’s southern periphery states. Certain aspects of the outlined
questions are central themes in the current research literature about macroeconomic and
term-structure of interest rates modeling. If we split up these two topics as the two cen-
tral strands of economic thinking in this paper, our macroeconomic strand of thought is
related to the current work in the area of economic uncertainty in general e.g. by Bloom,
Floetotto, Jaimovich, Saporta-Eksten and Terry [2018], Baker, Bloom and Davis [2016] and
Bloom [2009] and to more specific non-linear macroeconomic DSGE models implying time-
varying stochastic volatilities. Here our approach is related to the work by Justiano and
Primiceri [2008], Fernandez-Villaverde and Rubio-Ramirez [2013] and Curdia, Del Negro and
Greenwald [2014] and Diebold, Schorfheide and Shin [2017] where the first two cited works
with its random walk postulation as the stochastic volatility’s law of motions are very close
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to the approach we used here. The work by Curdia et. al. [2014] also uses a nonlinear
DSGE with stochastic macroeconomic volatilities, but here the focus lies more on the usage
of the t-distribution as a fat-tailed alternative to the Gaussian as the preferred distribution in
modeling structural macroeconomic shocks. The methodological approach used by Diebold
et. al. [2017] is similar to the one outlined in Justiano and Primiceri [2008], but here the
three authors focus on the (point and density) forecasting performance of the methodology
- an aspect we only have indirectly in mind by looking at the in-sample-fit performance,
where we compare our approach especially with respect to our implied term structure mod-
eling with a broad range of alternative term-structure of interest rate model implementations.

For combining the macroeconomic dynamics implied by our stochastic volatility DSGE model
with the dynamics of the term structure of interest rates in an arbitrage-free model framework
we use the (macro-finance) arbitrage-free modeling structure proposed by Ang and Piazzesi
[2003] extended by Creal and Wu [2017] which allow (unspanned) stochastic volatility (USV)
factors that (indirectly) affect the latent and observed factors driving the dynamics of the
term structure of interest rates. Incorporating stochastic volatilities into the arbitrage-free
modeling of the term structure of interest rates is a relatively novel field of research. Pio-
neering work was done by Cox, Ingersoll and Ross [1985] by assuming a stochastically driven
volatility term in there one-factor dynamics underlying their arbitrage-free equilibrium term
structure of interest rates. Later Collin-Dufresne and Goldstein [2002] proposed the class
of USV models separating the dynamics of the term structure of interest rate factors from
additional factors driving the stochastic volatilities of the term structure factors. More recent
work done by Creal and Wu [2015] and by Cieslak and Povala [2016] who build on the work
relating USV by endogenizing the whole term structure of interest rate volatilities in their
arbitrage-free term structure of interest rate modeling. Beside the latent term structure of
interest rate factors both works include latent term structure of interest rate volatility factors
with unspanning and spanning characteristics for the model implied arbitrage-free bond pric-
ing scheme. Different to our approach and the modeling approach proposed by Creal and Wu
[2017] the cited works focus only on latent term structure factors without combining these
with observed macroeconomic factors and their volatilities in describing the term structure
of interest rates.

The integration of the term structure of interest rates into a larger macroeconomic mod-
eling framework is addressed by Andreasen, Fernandez-Villaverde and RubioRamirez [2018],
De Greave, Emiris and Wouters [2009], Rudebusch and Swanson [2008, 2012], Beakert, Cho
and Moreno [2010], van Binsenberg, Fernandez-Villaverde, Koijen and Rubio-Ramirez [2012]
or Kliem and Meyer-Gohde [2017]. Our modeling approach outlined here differs to these
works in regarding time-varying volatility terms as additional endogenous components for
depicting changes in the development of macroeconomic and term structure uncertainties,
whereas the cited works only use constant volatility terms.
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Our methodological approach outlined in this chapter is novel in twofold: First it extends the
Smets-Wouters DSGE model by integrating the arbitrage-free affine term structure of interest
rates model (ATSM), where instead of using constant interest rate volatilities a time-varying
volatility approach is chosen. This is related to the second novelty of our approach. The sec-
ond novelty lies in the modeling of time-varying volatilities in the combined DSGE and term
structure approach. Here we methodologically introduce time-varying uncertainty patterns
of both the macroeconomic as well as of the term structure determining variables.

This chapter is organized as follows: In the first part of section 4.2 we outline in detail
the intertemporal decision problems the agents in the various sectors of our economy face.
These are the sector specific decision problems formulated by Smets and Wouters (SW) [2003,
2007]. Using the SW-DSGE as the macroeconomic component of our DSGE-USV-ATSM is
consequent because of its prototypical character in the current DSGE literature and its em-
pirical success as documented in Smets and Wouters [2007], Edge and Gurkaynak [2010] or
Del Negro and Schorfheide [2013]. In section 4.2 we introduce the DSGE implied stochastic
volatilities of the structural macroeconomic shock variables. We further outline the rational
expectations building for solving our extended DSGE component. The USV-ATSM com-
ponent is outlined in the second half of section 4.2. Here we introduce the general law of
motions of the term structure of interest rate factors and their volatility factors as well as the
arbitrage-free bond pricing scheme from which the term structure of interest rates results.
In section 4.3 we focus on the specification of our model implementation and the DSGE
and ATSM blockwise Gibbs sampling Bayesian estimation procedure we apply. To keep
our DSGE-USV-ATSM tractable we specify the DSGE-USV-ATSM in a monocausal way in
assuming that developments in the macroeconomic environment directly spill over into the
bond market, whereas specific developments of the bond markets do not directly effect our
macroeconomic environment.

In section 4.4 we outline our empirical findings. Here we focus on the period between Q1/2005
and Q1/2014 - a phase where the Euro and the EMU institutions become more settled and be-
fore ECB initializes its unconventional expanded asset purchase program (EAPP) in Q4/2014
and the public sector purchase program (PSPP) in Q1/2015 - but with critical events such
as the starting of the sharp decline of U.S. housing prices in Q1/Q2 2007 and the FED’s
intervention by lowering its federal funds rate from 5.25% in September 2007 to 0.25% in
December 2008. Further there is the bankruptcy of Lehman Brothers in September 2008 and
the spillover of the U.S. subprime and financial markets crisis to the EMU - becoming here a
sovereign debt crisis with the ECB’s short term interest rates lowering intervention especially
since Q4/2008. Beside the evaluation of the quality and robustness of our estimation in the
beginning of section 4.4, we further discuss in detail our extracted macroeconomic and term
structure of interest rate volatility patterns as well as the patterns of economic uncertainty
shocks occurring more or less simultaneously to critical economic and political events implied
by our data sample. Both our macroeconomic as well as our term structure of interest rates
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uncertainty patterns show large peaks especially in the recession phase Q2/2008 and Q2/2009
with the bankruptcy of Lehman Brothers in September 2008 and the sharp 225 basis point
decrease in the ECB’s controlled short term main refinancing operations rate from 3.25% to
1.00% between Q4/2008 and Q2/2009. For Italy we find that especially in Q1/Q2 2007 - at
the time of the decline in the U.S. housing prices and the FED’s reaction in decreasing its
federal funds rate following this decline - there are large macroeconomic and term structure
uncertainty shocks strongly effecting the Italian economy and the Italian term structure of
interest rates. We further find that the resignation of Mario Monti and his cabinet and the
dissolution of the Italian parliament in December 2012, that interrupts the Italian reform
program marks a further crucial event inducing high uncertainty to both the Italian economy
as a whole and to the market of Italian government bonds in particular. Our conclusion in
section 4.5 summarizes our findings and their respective political interpretations.

4.2 Macroeconomic and term structure modeling

4.2.1 Macroeconomy and its uncertainty

4.2.1.1 Final goods sector decisions

The final good Yt is composed of a continuum of intermediate goods Yt(i) produced in the
sector of intermediate goods i. The final goods producers sell their products to consumers,
investors and the government and act as price takers in a perfectly competitive market, where
they face the following profit maximization problem with respect to the decision about the
amount Yt to sell on the market for final goods and the amount Yt(i) to buy from the
intermediate producers i:

max
Yt,Yt(i)

PtYt −
∫ 1

0

Pt(i)Yt(i)di (4.1)

subject to the final goods production function:

Yt =

(∫ 1

0

Yt(i)
1

(1+ε
p
t )di

)(1+εpt )
(4.2)

Pt and Pt(i) are the prices in the final and intermediate goods sectors respectively. εPt is a
price mark-up shock which influences the production process of the final goods producers
and is specified as:

ln (εpt ) = (1− ρ)ln (εp) ρP ln
(
εpt−1

)
+ σpε

p
t εpt ∼ N (0, 1) (4.3)

4.2.1.2 Intermediate goods sector decisions

At every time t the intermediate goods producers i have to solve the following profit maxi-
mization problem:

max
Yt(i),Lt(i),Ks

t (i)
Pt(i)Yt(i)−WtLt(i)−Rk

tK
s
t (i) (4.4)
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subject to i th intermediate producers used production technology:

Yt(i) = εatK
s
t (i)

α
(
γtLt(i)

)(1−α) − γtφ (4.5)

where the production factors are the capital service used in the economy’s production process
Ks
t (i) and labour Lt(i). Wt and Rk

t are the aggregated nominal wage and the rental rate on
capital.γt is the labour augmented deterministic growth rate of the economy and φ is a general
fixed cost factor which negatively effects the production process. The production process in
the intermediate sector is disturbed by an exogenous log-normal process:

ln (εat ) = ρaln
(
εat−1

)
+ σaε

a
t (4.6)

where εat ∼ N(0, 1) is standard normal.

Price setting in the intermediate sector faces nominal rigidities. We consider price-setting as
proposed by Calvo [1983] where only a fraction (1− ξP ) with 0 ≤ ξP ≤ 1 of contracts expire
each period and are renegotiated by the participants. The renegotiating firms set their prices
according to their optimal nominal price P̃t(i). All other firms set their prices according to:

Pt+s(i) = P̃t(i)Xt,s (4.7)

where

Xt,s =

{
1 for s = 0∏s

m=1 γπ
ιp
t+m−1π̄

(1−ιp) ∀s ∈ {1, 2, ...,∞} (4.8)

so that the fraction ξp of firms in the intermediate sector, which are not part of the rene-
gotiations passively adjust their prices according to a weighted average of the steady-state
inflation rate π̄, last period’s inflation rate πt−1 and the general growth rate γ of the economy.
The prices setting of the producers in the intermediate sector is described by the following
optimization problem:

max
P̃t(i)

Λ
(
P̃t(i)

)
= max

P̃t(i)
Et

[
ξspβ

sλHIt+sPt

λHIt Pt+s

(
P̃t(i)Xt,s − λIGt+s

)
Yt+s(i)

]
(4.9)

subject to the final goods producers optimal demand for intermediate goods:

Yt(i) =

(
Pt(i)

Pt

)− (1−εpt )
ε
p
t

Yt (4.10)

where λIGt+s are the marginal costs of the intermediate sector.
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4.2.1.3 Household decisions

At every time t household j faces the following utility maximization problem:

max
Ct(j),Lt(j),Bt(j),It(j),Zt(J)

U (Ct(j), Ct−1(j), Lt(j)) (4.11)

where the household’s time t maximization problem is embedded in the intertemporal opti-
mization problem of maximizing the expected utility:

Et

[
∞∑
h=0

βhU (Ct+h(j), Ct+h−1(j), Lt+h(j))

]
(4.12)

with the household’s utility function specified as:

U (Ct+h(j), Ct+h−1(j), Lt+h(j)) =
(Ct+h(j)− λCt+h−1(j))(1−σc)

(1− σc)
exp

(
(σc − 1)

(1 + σl)
Lt+h(j)

(1+σl)

)
(4.13)

For this maximization problem the following two constraints hold:

Ct+h(j) + It+h(j) +
Bt+h(j)

εbtRt+hPt+h
− Tt+h ≤

Bt+h−1(j)

Pt+h
+
Wt+h(j)Lt+h(j)

Pt+h

+
Rk
t+h(j)Zt+h(j)Kt+h−1(j)

Pt+h

− a (Zt+h(j))Kt+h−1(j) +
Dt+h

Pt+h

(4.14)

Kt+h(j) = (1− δ)Kt+h−1 + εit

[
1− S

(
It+h(j)

It+h−1(j)

)]
It+h(j) (4.15)

where the first constraint is the household’s budget restriction with respect to the household’s
consumption Ct+h, investment It+h and saving behavior (netted by regarding the lump sum
tax Tt+h) on the one side and the income cash flows from saving, labor, direct capital in-
vestments and dividends Dt+h on the other side. Saving is done by buying one period bonds
Bt+h with yield Rt+h and stochastic log-normal risk premium term:

ln
(
εbt
)

= ρbln
(
εbt−1

)
+ σbε

b
t εbt ∼ N(0, 1) (4.16)

Labor income is determined by the working hours Lt+h and wage Wt+h. Capital income is
determined by the effective capital service Ks

t+h = Zt+hKt+h−1 directly used in the production
process and the cost of capital utilization a (Zt+h)Kt+h−1. Zt+h indicates the degree of the
economy’s capital utilization. The second constraint is the capital accumulation equation.
δ is the depreciation ratio of capital and S (...) is the adjustment cost function, indicating
the fraction of investment S(...)It+h necessary to increase the economy’s capital stock by the
investments It+h done at time t+ h for some h ≥ 0.

ln
(
εit
)

= ρiln
(
εit−1

)
+ σiε

i
t εit ∼ N(0, 1) (4.17)

is the exogenous log-normal shock on the investment component of the capital accumulation
equation.
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4.2.1.4 Labor market decisions

Demand and supply side of the labour market are organized as follows. The supply side
consists of differentiated labour services Lt(l) offered by the households. On the demand
side there are the intermediate goods producer which are confronted with the various labour
services. For reducing the complexity resulting from the labor fragmentation, there are labor
packers as intermediaries between the households and the goods producers. The labor packers
bundled the differentiated labor services to labor service packages Lt and offer them to the
producers in the intermediate goods sector. For negotiation purposes every labor service l is
represented by a union which negotiates their wages with the labor packers. Labor packers
act profit orientated and therefore face the following profit maximization problem:

max
Lt,Lt(j)

WtLt −
∫ 1

0

Lt(l)Wt(l)dl (4.18)

subject to:

Lt =

(∫ 1

0

Lt(l)
1

(1+εwt )dl

)(1+εwt )

(4.19)

where the exogenous shock process of εwt is specified as:

ln (εwt ) = (1− ρw)ln (εw) + ρwln
(
εwt−1

)
σwε

w
t εwt ∼ N(0, 1) (4.20)

In their wage negotiations labor unions face nominal wage rigidities. Union’s wage negoti-
ations are described by using a Calvo scheme with partial indexation, where (1− ξw) with
0 ≤ ξW ≤ 1 labor unions can actively readjust their wages and set them to W̃t(l) each period.
On the contrary this implies that ξw unions do not readjust their wages. They passively set
their prices Wt(l) according to the growth rate γ and a weighted average of the steady-state
inflation rate π̄ and last period’s inflation rate πt−1, so that the wage setting decision between
labor unions and labor packers is determined by:

max
W̃t(l)

Λ
(
W̃t(l)

)
= max

W̃t(l)
Et

[
∞∑
s=0

ξswβ
sλHIt+sPt

λHIt Pt+s

(
W̃t+s(i)−Wt+s

)
Lt+s

]
(4.21)

with the labor packers optimal demand for differentiated labor services:

Lt(l) =

(
Wt(l)

Wt

)− (1+λw,t)
εwt

Lt (4.22)

and the mentioned passive price-setting rule with respect to growth and inflation:

Wt+s(l) = Xt,sW̃t(l) (4.23)

with:

Xt,s =

{
1 for s = 0∏s

m=1 γπ
ιw
t+m−1π̄

(1−ιw) ∀s ∈ {1, 2, ...,∞} (4.24)
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4.2.1.5 Monetary and fiscal policy decisions

The monetary decision rule is specified by a Taylor rule type monetary policy function in
which the central bank sets the short term interest rate in reaction to the inflation and output
gap and to the change in the output gap so that the central bank’s decision rule is defined
as:

rt = ρrt−1 − ρr̃ + (1− ρ)

(
rπln

(πt
π̃

)
+ ry

(
yt
ỹt

))
+ r∆yln

(
(yt/ỹt)

(yt−1/ỹt−1)

)
+ ln (εr) (4.25)

where r̃ and π̃ are short term interest rate and inflation rate in the steady-state. ỹ is the
potential output under full price and wage flexibility. πt and yt are inflation rate and output
the central bank focuses on in ites decision finding.

ln (εrt ) = ρrln
(
εrt−1

)
+ σrε

r
t εrt ∼ N(0, 1) (4.26)

is the log-normally distributed monetary policy shock. The government faces in its fiscal
policy decisions the following budget constraint:

PtGt +Bt−1 = Tt +
Bt

Rt

(4.27)

where the LHS indicates the government’s expenditures for general public sector activities
and debt redemption, whereas the RHS indicates the government’s revenues from taxes and
credit. The government expenditures Gt are described by the random process:

Gt = εgt (4.28)

with:
ln (εgt ) = ρgln

(
εgt−1

)
+ σgε

g
t εgt ∼ N(0, 1) (4.29)

4.2.1.6 Macroeconomic uncertainty

For the seven macroeconomic shock processes

εTt =
[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t

]
instead of using time-invariant volatilities in their respectiv law of montions outlined in the
above equations we use now time-varying stochastic volatility terms

εTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t]

which are desctibed in their dynamics by the following log-normal VAR[1] process:

ln (σt) = µσ + Pσln (σt−1) + Σσωt (4.30)
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where µσ is the 7 × 1 vector of constants and Pσ and Σσ are the 7 × 7 diagonal coefficient
and covariance matrix with

pTσ =
[
paσ, p

b
σ, p

g
σ, p

i
σ, p

r
σ, p

p
σ, p

w
σ

]
and

σTσ =
[
σaσ, σ

b
σ, σ

g
σ, σ

i
σ, σ

r
σ, σ

p
σ, σ

w
σ ,
]

where diag (Pσ) = pσ and diag (Σσ) = σσ respectively. ωt is the 7 × 1 vector of Gaussian
uncertainty shocks:

ωt ∼ N (0, I7×7) (4.31)

We specify the VAR[1] in such a way that the (log) stochastic volatilities evolve indepen-
dently to each other. The process is specified in logs to guarantee only nonnegative standard
deviations at every t.

4.2.2 Building rational expectations in an uncertain environment

As described in Herbst and Schorfheide [2016] or Dejong and Dave [2011] to determine
the agent’s expectations in a first step the log-linearized equations for the 14 endogenous
macroeconomic variables of our used DSGE model under sticky and flexible price-wage setting
are transferred into the canonical linear rational expectations form:

Γ0st = Γ1st−1 + Ψ(σt)εt + Πηt (4.32)

where

sTt = [yt, ct, it, qt, k
s
t , zt, kt, µ

P
t , πt, r

k
t , µ

w
t , wt, rt, lt, ε

a
t , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t ,Et [ct+1] ,Et [it+1] ,

Et [lt+1] ,Et [πt+1] ,Et [qt+1] ,Et
[
rkt+1

]
,Et [wt+1] , ỹt, c̃t, ĩt, q̃t, k̃

s
t , z̃t, k̃t, r̃

k
t , w̃t, r̃t, l̃t,

Et [c̃t+1] ,Et
[̃
it+1

]
,Et
[
l̃t+1

]
,Et [q̃t+1] ,Et

[
r̃kt+1

]
, yt−1, ct−1, it−1, wt−1, ỹt−1]

defines the 49× 1 state vector.

εTt =
[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t

]
is the 7× 1 vector of stochastic innovations and

ηTt = [πt − Et−1 [πt] , ct − Et−1 [ct] , lt − Et−1 [lt] , qt − Et−1 [qt] , r
k
t − Et−1

[
rkt
]
, it − Et−1 [it] ,

wt − Et−1 [wt] , c̃t − Et−1 [c̃t] , l̃t − Et−1

[
l̃t

]
, q̃t − Et−1 [q̃t] , r̃

k
t − Et−1

[
r̃kt
]
, ĩt − Et−1

[̃
it
]
]

is the 12× 1 vector of expectation errors. Γ0 and Γ1 are 49× 49 matrices. Ψ(σt) and Π are
49× 7 and 49× 12 matrices respectively, relating the vectors of innovations and expectation
errors εt and ηt to the dynamics of the state variables st. Different to the expression of
the canonical linear rational expectations form of the DSGE with constant volatility is the
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time-varying matrix Ψ(σt) dependent on the stochastic volatility factors σt of εt. We specify
the stochastic matrix Ψ(σt) in the above canonical form as follows:

Ψ(σt)
T =

7∑
i=1

[
014×7,∆i,iσtδ

T
i ,028×7

]
(4.33)

where δi,i is a 7 × 7 matrix of zeros except the element at position (i, i) which is set to 1
and δi is an indicator vector of zeros except at position i where it is set to 1. The sum
in the expression of Ψ(σt) leads to a diagonal matrix with the vector σt of volatilities on
its diagonal. To solve the model we use Sim’s QZ algorithm using the generalized Schur
decomposition briefly outlined in 2.2.2.2 at every time step t to get the solution:

st = Θ0st−1 + Θ(σt)εt (4.34)

where the covariance matrix of the state variables Θ(σt) becomes stochastic.

4.2.3 Term structure of interest rates and its uncertainty

4.2.3.1 Implied factor dynamics of the term structure of interest rates

For modeling the term structure of interest rates in an uncertain economic environment
we use an arbitrage free affine term structure model with unspanned stochasitc volatility
(USV-ATSM). As in the baseline ATSM proposed by Ang and Piazzesi [2003] and more
recently discussed by Hamilton and Wu [2012, 2014], where the term structure does not
react on changes in the uncertainty of the economic environment or in more recent spanned
and unspanned stochastic volatility ATSM’s proposed by Cieslak and Povala [2016] and Creal
and Wu [2015, 2017], where the models directly react on changes in the economic uncertainty,
the factors which determine the dynamical behavior of the term structure of interest rates
are described by the following VAR[1] process:

f t = µf + Ψff t−1 + Σf,tεt (4.35)

The factors f t of the system in 4.35 are fTt = [st,σt,gt,ht], where st and σt are the 49 state
variables from 4.32 and the 7 DSGE stochastic volatility factors determined in 4.30. The
conditional mean µf is specified as µTf =

[
µm,µσ,µg,µh

]
, whereas we define the uncondi-

tional mean µ̄f as µ̄f = [IN×N −Ψf ]
−1µf . From the rational equilibrium solution expressed

in 4.34 we set µm = 0. The coefficient matrix Ψf and time-varying covariance Σf,t can be
expressed in general block matrix form as:

Ψf =


Ψm Ψm,σ Ψm,g Ψm,h

Ψσ,m Ψσ Ψσ,g Ψσ,h

Ψg,m Ψg,σ Ψg Ψg,h

Ψh,m Ψh,σ Ψh,g Ψh

 Σf,t =


Σm,t 0M×S 0M×G 0M×H
Σσ,m Σσ 0S×G 0S×H
Σg,m Σg,σ Σg,t 0G×H
Σh,m Σh,σ Σh,g Σh

 (4.36)
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To keep the model and the estimation problem as simple as possible, we set all off-diagonal
matrices in Ψf and Σf,t to zero and define the diagonal elements Ψm,Ψσ,Ψg and Ψh of
Ψf with Ψm = Θ0 and Ψσ = Pσ from 4.34 and 4.30. Ψg and Ψh are G × G and H × H
matrices. Both matrices are restricted such that there eigenvalues are modulus less than
one. The diagonal elements Σm,t,Σσ,Σg,t are defined as Σm,t = Θ(σt) from 4.32, Σσ from
4.30 Σg,t = ΣgΛg,t and Σh as lower triangular. Σg is also specified as lower triangular.
Λg,t is a diagonal matrix, where the diagonal elements of Λg,t express the impact of the
ATSM stochastic volatility factors ht on the yield factors’ volatilities. In our implementation
we choose G = 2 as the number of pure latent yield factors and H = 1 as the number of
stochastic ATSM volatility factors. M is the number of macroeconomic factors, that is equal
to 49. With H = 1 we specify Λg,t with diag (Λg,t) [ht, ht]. Choosing G = 2 and H = 1 the
Gaussian term εt ∼ N(0, I) in 4.34

εTt =
[
εat , ε

b
t , ε

g
t , ε

i
t, ε

r
t , ε

p
t , ε

w
t , ω

a
t , ω

b
t , ω

g
t , ω

i
t, ω

r
t , ω

p
t , ω

w
t , εg,1,t, εg,2,t, εh,1,t

]
contains the idiosyncratic shocks coming from the macroeconomic environment and its sources
of uncertainty as well as from the bond market and its specific source of uncertainty. The im-
portant aspect of the outlined model specification of the process in 4.35 is the orthogonality
especially between the macroeconomic state variables st and the latent yield factors gt ex-
pressed in the diagonal block matrices Ψf and Σf,t. As in the two-step estimation procedure
applied by Ang and Piazzesi [2003] for their macro-finance ATSM with this specification it
becomes possible to decouple the estimation of the stochastic volatility DSGE model com-
ponent from the estimation of the stochastic volatility ATSM component.

To check the robustness of our model implications and for further insights we apply an
alternative model specification proposed by Creal and Wu [2017]. Here the macroeconomic
sector only consists of two macroeconomic variables following a VAR process and there are
multi causal relationships between the model’s macroeconomic and yield factors as well as
between their volatility factors. We use the rotation of the three dimensional vector of yield
factors gt outlined by Creal and Wu for interpreting gt as the current and future short rate
rt and Et [rt+n∗ ], where rt+n∗ is the n∗ periods ahead expected short rate and the term pre-
mium TP (t, τ̄) implied by the τ̄ maturity yield. The maturity τ̄ is defined as τ̄ = t + n∗

. In this interpretation the three latent factors, which are commonly - due to there pure
statistical character - abstract now get strong monetary policy implications. The alternative
specification of ft,µf ,Ψf and Σf as well as of the parameters δ0, δ1,µ

Q
g ,Ψ

Q
g and ΣQ

g of the
pricing scheme described in the next section and the estimation procedure applied to this
alternative model specification, are outlined in detail in Appendix C.1.1.

4.2.3.2 Arbitrage-free bond pricing scheme in the USV-ATSM

As in the yields only ATSM by Ang and Piazzesi [2003] the short rate rt is a linear affine
function of the yield factors gt:

rt = δ0 + δT1 gt (4.37)
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where δ0 is a constant and the G × 1 parameter vector δ1 describes the impact of the M
monetary policy factors on the short rate rt. Arbitrage-free bond prices P (t, τ) at time t
with time to maturity τ ≥ 0 are described by a martingale process:

P (t, τ) = EQt [exp(−rt)P (t+ 1, τ − 1)] (4.38)

under the probability measure Q which implies the risk premiums of the risk averse investors
for bond markets stated in equilibrium. The monetary policy factors under the measure Q
follow the VAR[1] process:

gt = µQg + ΨQ
g gt−1 + ΣQ

g ε
Q
g,1 (4.39)

with the Gaussian error term εg,t ∼ N (0, IG×G) under Q. As derived in Appendix C.1.1 the
bond price in the USV-ATSM is an exponential affine function of the monetary factors gt:

P (t, τ) = exp
(
Aτ + BT

τ gt
)

(4.40)

where Aτ and Bτ are recursively determined by the following system of difference equations:

Aτ = −δ0 + Aτ−1 + µQg Bτ−1 +
1

2
Bτ−1Σ

Q
g

(
ΣQ
g

)T
Bτ−1 (4.41)

and
Bτ = −δ1 +

(
ΨQ
g

)T
Bτ−1 (4.42)

The recursions in 4.41 and 4.42 are initialized with A1 = −δ0 and B1 = −δ1 respectively.
Using the definition:

y(t, τ) = −1

τ
ln (P (t, τ)) (4.43)

of the spot rate y(t, τ) at time t with time to maturity τ the spot rates for various maturities
can be expressed as:

y(t, τ) = aτ + bTτ gt (4.44)

with aτ = − 1
τ
Aτ and bτ = − 1

τ
Bτ .

4.3 Two block Bayesian model estimation

For estimating the model we use a Markov-Chain-Monte-Carlo (MCMC) procedure in form
of a Gibbs block sampler. Due to the stochastic volatilities our estimation problem be-
comes non-linear, so that we have to extend our MCMC procedure beyond the usage of the
Kalman filter for the iterative drawing of the model parameters. For extracting the stochas-
tic volatility factors of the macroeconomic variables and the latent yield factors we combine
the forward-backward Kalman filter drawing algorithm proposed by Carter and Kohn [1994]
with the forward-backward (Gibbs) particle filter and drawing scheme developed by Andrieu,
Doucet and Holenstein [2010] and Whiteley [2010]. The forward-backward (Gibbs) particle
filter is used for extracting the stochastic volatility factors. The forward filtering of this type
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of particle filter is done by the Gibbs particle filter with conditional resampling proposed
by Andrieu, Doucet and Holenstein [2010], whereas the backward drawing of the stochastic
volatility factors is done by applying the algorithm proposed by Whiteley [2010]. In Appen-
dices C.6 and C.7 we describe the used algorithms in more detail. A general description of
particle filters can be found in Creal [2012] and Saerkkae [2013].

To handle such a large number of parameters we separate our estimation problem into two
larger blocks. Because of its orthogonal formulation in a first step we separately estimate
our macroeconomic DSGE model component. The stochastic volatility DSGE model compo-
nent defines the first estimation block. This kind of separation is in line with the estimation
procedure of the macro-finance ATSM outlined in Ang and Piazzesi [2003]. Beside the first
block which implies the drawing of the parameters, state variables and volatility factors of
the macroeconomic stochastic volatility DSGE, the second block implies the drawing of the
parameters, state variables and volatility factors of the USV-ATSM component conditional
on the draws in the first block. The drawing of the stochastic volatility factors of the DSGE
and the USV-ATSM components makes it necessary that in every block our MCMC alter-
nates between two state space models, such that in total in every iteration our MCMC runs
through four different state space models. We outline the implementation of our MCMC
procedure in the next two sections.

4.3.1 Structural macroeconomic DSGE model block

Estimation of our stochastic volatility macroeconomic model block is very similar to the
estimation procedure Justiano and Primiceri [2008] apply. Here too, the solution of the model
is done by log-linearization of the DSGE model’s implied laws of motion of the economic state
variables. In our macroeconomic stochastic volatility DSGE block every iteration of our
MCMC procedure alternates between two state-space models. In the next two subsections
we describe the specification of these two macroeconomic state-space models.

4.3.1.1 First DSGE model state-space form conditional on σt=1,2,...,T

The first state-space model is used for drawing the structural DSGE model parameters and
state-variables st conditional on the series of the stochastic macroeconomic volatility factors
{σt}t=1,2,...,T . The first state-space model is specified as:

ỹt = c+Ms̃t + ϑt (4.45)

with the Gaussian measurement error ϑt ∼ N(0,Σ). The 14× 1 vector of measurements of
the first state-space model

ỹTt = [ln(∆GDPt), ln(∆CONSt), ln(∆INVt), ln(∆WAGEt), ln(LABORt), ln(INFt), ECBt,

ln(σa,t), ln(σb,t), ln(σg,t), ln(σi,t), ln(σr,t), ln(σp,t), ln(σw,t)]
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contains the measurements of GDP, consumption, investment, wage, labor (measured in
working hours), GDP deflator based inflation, the monetary policy rate set by the ECB
(approximated by the EONIA swap rate) and the 7 volatility factors

σTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t]

s̃Tt = [st,σt] is the vector of the DSGE model state variables st extended by the stochastic
macroeconomic volatility factors σt. The 14× 1 constant vector c is specified as:

cT =
[
γ̄, γ̄, γ̄, γ̄, l̄, π̄, r̄,07×1

]
γ̄, l̄, π̄ and r̄ are the quarterly trend growth rate, the quarterly working hours and the quarterly
inflation and nominal short term interest rate in the steady-state of our used DSGE model.
The 14× 56 matrix M and the 14× 14 covariance Σ are specified as:

M =

[
M∗ 049×7

07×49 I7×7

]
Σ =

[
Σ∗ 07×7

07×7 07×7

]
(4.46)

where M∗ is a 7× 49 matrix and Σ∗ is a 7× 7 diagonal matrix. The transition of the state
variables of the first state-space model is defined as:

s̃t = Ts̃t−1 + Rtε̃t (4.47)

with the 14×1 Gaussian errors ε̃t ∼ N(0, I14×14), where ε̃Tt [εt,ωt] includes the 7×1 vector εt
of structural macroeconomic shocks of our used DSGE and the 7×1 vector ωt of uncertainty
shocks affecting the volatility of εt. The 56 × 56 coefficient matrix T and the 56 × 14 time
varying covariance matrix Rt of the transition equation are specified as:

T =

[
Θ0 049×7

07×49 P

]
Rt =

[
Θ1 (σt) 049×7

07×49 Σσ

]
(4.48)

Drawing the structural DSGE model parameters

θTDSGE = [γ̄, α, λ, σc, β, ϕ, ψ, ιp,Φ, ξp, ιw, ξw, σl, ρ, rπ, ry, r∆y, ρg, ρb, ρi, ρa, ρp, ρw, ρr, π̄, l̄

σ∆GDP , σ∆CONS, σ∆INV , σ∆WAGE, σLABOUR, σINF , σECB, µ
a
σ, µ

b
σ, µ

g
σ, µ

i
σ, µ

r
σ, µ

p
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w
σ ,

ρaσ, ρ
b
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r
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p
σ, ρ
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σ , σ

a
σ, σ
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σ, σ

g
σ, σ

i
σ, σ

r
σ, σ

p
σ, σ

w
σ ]

is done by the Random-Block-Random-Walk-Metropolis-Hastings (RB-RW-MH) algorithm
where the likelihoods are evaluated by applying the Kalman filter on the state-space model
defined in 4.45 and 4.47. For drawing the series of the DSGE model implied state variables
{σ}t=1,2,...,T we apply the mentioned forward-backward Kalman filter and drawing algorithm
proposed by Carter and Kohn [1994] on the state-space model in 4.45 and 4.47.
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4.3.1.2 Second DSGE model state-space form conditional on st=1,2,...,T

Drawing the stochastic macroeconomic volatility factors {σt}t=1,2,...,T is done by using the
second state-space model conditional on the DSGE model implied state variables {st}t=1,2,...,T

drawn by using the first state-space model. Our second state-space model of the macroe-
conomic DSGE block by Sim’s rational equilibrium solution outlined in 4.34 as the second
state-space model’s measurement and the (log) VAR[1] process for σt expressed in 4.30 as
its transition equation. Filtering and drawing the series of volatility factors {σt}t=1,2,...,T is
done by applying our second state-space model to the Gibbs particle filter with conditional
resampling proposed by Andrieu, Doucet and Holenstein [2010] and the backward drawing
algorithm proposed by Whiteley [2010].

4.3.2 Structural ATSM block

As in the first block described in the foregoing section, for the estimation of our second block
in which the structural parameters as well as the yield and volatility factors of our stochastic
volatility ATSM are drawn, the MCMC procedure alternates between two statespace models
conditional on {gt}t=1,2,...,T and {ht}t=1,2,...,T respectively. The alternating Gibbs MCMC pro-
cedure for estimating the parameters and factors of the stochastic volatility ATSM outlined
in this section is similar to the estimation scheme of our used alternative implementation of
the USV-ATSM worked out by Creal and Wu [2017] outlined in detail in Appendix C.1.1.

4.3.2.1 First ATSM state-space form conditional on ht=1,2,...,T

Starting point of the estimation of the structural parameters

θTATSM = [µTg ,µ
T
h , vec(Ψg)

T , vec(Ψh)
T , vech(Σg)

T , vech(Σh)
T , µQ1 ,µ

QT
g ,

ψQ1,1, vec(Ψ
Q
g ), δT1 , diag(Σ)T ]

of our stochastic volatility ATSM is the (modified) state space model proposed by Chen and
Scott [1993] which relates the observed yields with the ATSM’s yield factors gt . For our
purposes we modify this state-space model in regarding our DSGE model component of the
first block in the estimation of our stochastic ATSM. We specify the first state-space model
of the second block as:

Yt = c+ Cf t + ηt (4.49)

with the 65×1 and 56×1 vectors of measurement YT
t =

[
sTt ,y

T
t ,σ

T
t ,h

T
t

]
and state variables

fTt =
[
sTt ,σ

T
t , g

T
t ,h

T
t

]
as outlined in section 4.2.3.1 c and C in the measurement equation

are specified as:

c =
[
0T49×1,a

T ,0T7×1,0
T
1×1

]
C =


I49×49 049×7 049×2 049×1

C̃ 06×7 B̃ 06×1

07×49 I7×7 07×2 07×1

01×49 01×7 01×2 I1×1

 (4.50)
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where B̃ and C̃ are specified as B̃ =
[
BL̃
]

and C̃r =
[
06×12,Bδ̃1,06×36

]
respectively.

BT =
[
bT6 , b

T
12, b

T
24, b

T
36, b

T
48, b

T
60,
]

contains the bond loadings from the arbitragefree recursive

pricing scheme outlined in 4.42. L̃T = [02×1, I2×2] is a selection matrix, selecting the loadings
of the two yield factors gt, whereas δ̃1 is a 3× 1 indicator vector with 1 at its first position
and zero else for selecting the bond loading for the ECB controlled short rate rt implied
by our DSGE model. aT = [a6, a12, a24, a36, a60] contains the maturity dependent constants
expressed in 4.41. The 6×1 vector yt of measurements contains the observed zero-coupon spot
rates yTt = [y(t, 6), y(t, 12), y(t, 24), y(t, 36), y(t, 60)] of the six maturities τ = 6, 12, 24, 36, 60
month. ηt ∼ N(0,E) is the Gaussian error where E is specified as:

E =


049×49 049×6 049×7 049×1

06×49 Ω 06×7 06×1

07×49 07×6 07×7 07×1

07×49 07×6 07×7 07×1

 (4.51)

Ω is the 6 × 6 diagonal containing the (squared) bond pricing errors. As distinguished
from the formulation originated by Chen and Scott [1993] all spot rates in yt are observed
with measurement errors. The transition equation of this first state-space model in the
ATSM block is equal to 4.35. Conditional on the series of stochastic ATSM volatility factors
{ht}t=1,2,...,T , the first state space model in this estimation block is Gaussian and linear
in f t so that we can apply the conventional Kalman filter for drawing the structural ATSM
parameters θATSM and the series of latent yield factors {gt}t=1,2,...,T to this state-space model.

4.3.2.2 Second ATSM state-space form conditional on gt=1,2,...,T

We derive the second state space model of the stochastic volatility ATSM block which is
conditional on the series of latent yield factors {gt}t=1,2,...,T from the VAR[1] process that
drives the latent yield factors. Therefore the measurement equation of the second state space
model of the ATSM block is:

gt = µg + Ψggt−1 + εg,t (4.52)

where the yield factor shocks εg,t ∼ N
(
0,ΣgΛ

2
g,tΣ

T
g

)
are Gaussian. The transition equation

of this system is given by the process of the ATSM’s stochastic volatility factor:

ht = µh + Ψhht−1 + εh,t (4.53)

with the Gaussian εh,t ∼ N
(
0,ΣhΣ

T
h

)
. Analogue to the filtering and drawing of the DSGE

stochastic volatility factors {σt}t=1,2,...,T we apply for the filtering and drawing of the series
of stochastic ATSM volatility factors {ht}t=1,2,...,T the Gibbs particle filter with conditional
resampling to our state-space system in 4.52 and 4.53.
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4.4 Empirical implications

4.4.1 Model estimation results

4.4.1.1 Structural DSGE component’s parameter estimates

In Appendix C.8 we list our used prior distributions of both the structural DSGE as well
as the USV-ATSM component of our combined model. In Appendix C.9 we list the esti-
mated parameters of our model for Germany and Italy. In C.9.2 and C.9.4 in the Appendix
we further outline MCMC diagnostics in showing the histograms of the structural parame-
ters of our DSGE component for both countries. In Figure 4.1 we show the observed and
DSGE-USV-ATSM implied dynamics of the macroeconomic state variables GDP, consump-
tion, investment, wage, labour (measured in working hours), GDP deflator based inflation
for Germany and Italy between Q1/2005 and Q1/2014. Details related to our used data and
their preparation for using them in our stochastic volatility DSGE estimation are given in
Appendix A.1. From Figure 4.1 it becomes clear that for both EMU countries our DSGE
component fits the observed data remarkable well.
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Table 4.1: Observed and model implied data of the stochastic volatility DSGE model for Germany evaluated at the
mode of the models posterior.

107



4.4.1.2 Structural USV-ATSM component’s parameter estimates

For the parameter estimation of the USV-ATSM part of our DSGE-USV-ATSM as well
as for our alternative term structure of interest rate model estimates implemented in this
chapter, we use zero-coupon yields estimated from German and Italian government bond
prices. For the estimation we use the parametric Nelson-Siegel-Svenson (NSS) approach
proposed by Nelson and Siegel [1987] and Svensson [1995]. We use quarterly bond data be-
tween Q1/2005 and Q1/2014. The composition of the German and Italian government bond
data are listed in more detail in Appendix A.2. In Appendix A.3 we outline in short the
zero-coupon rate extraction by the NSS approach. In Appendix C.9 we report the MCMC
estimates of the structural USV-ATSM parameters of our DSGE-USV-ATSM and its stan-
dard deviations at the mode of the model’s posterior. To get an impression about the fitting
quality of our DSGE-USV-ATSM we implemented and estimated a larger number of al-
ternative term structure of interest rate models. These models represent a broad range of
different term-structure of interest rate modeling frameworks discussed in the term struc-
ture literature. The Vasicek-model implemented for this paper in a more general three
factor version is originally proposed by Vasicek [1977]. The dynamical Nelson-Siegel (DNS)
models in their independent and correlated form as well as the more recent arbitrage-free
formulation of the DNS (AF-DNS) are proposed by Diebold and Li [2006] and Christensen,
Diebold and Rudebusch [2011] respectively. We further implement the MF-DNS introduced
by Diebold, Rudebusch and Aruoba [2006]. The MF-DNS extends the pure (latent) term
structure factor formulation of the DNS by regarding additional macroeconomic factors in
the term structure modeling. With the USV-Latent-DNS and USV-MF-DNS models we fur-
ther extend the latent DNS and MF-DNS models by endogenously regarding an (unspanned)
stochastic volatility structure for the modeled interest rates. In Appendix C.2 we shortly
outline the USV-Latent-DNS and USV-MF-DNS and the estimation and filtering routines
applied to these two models. The Latent-ATSM and the MF-ATSM are the yields-only
and macro-finance ATSM with pure (latent) term structure factors (yields-only) and addi-
tional macroeconomic factors (macro-finance) proposed by Ang and Piazzesi [2003], whereas
the USV-MF-ATSM is the macro-finance ATSM proposed by Creal and Wu [2017] already
mentioned in section 4.3.2 and described in more detail in Appendix C.1.1. The SW-DSGE-
ATSM combines the (medium- to large-scale) DSGE model proposed by Smets and Wouters
[2003, 2007] with an ATSM similar to Ang and Piazzesi [2003]. The BCM-DSGE proposed
by Beakert, Moreno and Cho [2010] combines a small-scale DSGE model with an ATSM. So
to summarize, our model implementations include seven term structure models which com-
bine pure term structure related factors with macroeconomic factors (MF-DNS, MF-ATSM,
USV-MF-ATSM, USVMF-DNS, SW-DSGE-ATSM, DSGE-USV-ATSM and BCM-DSGE).
Three of these seven macro-finance models model their macroeconomic components by an
implied (middle- to large-scale as well as a small-scale) DSGE modeling framework (SW-
DSGE-ATSM, DSGE-USV-ATSM and BCM-DSGE). Seven of our implementations include
term structure models with pure (latent) term structure factors (Latent-ATSM, independent
and correlated DNS and AFDNS, USV-Latent-DNS and Vasicek). From our overall set of
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implemented term structure models, four models are (unspanned) stochastic volatility models
(DSGE-USV-ATSM, USV-MF-ATSM, USV-Latent-DNS, USV-MF-DNS). Table 4.3 reports
the in-sample RMSYE of the implemented term structure models and Figure 4.2 shows the
model implied interest rates compared to the observed zero-coupon rates. Both the Table
and the Figure compare the interest rates with maturities of 12,24,48 and 60 month.
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Table 4.2: Comparison of the in-sample-fit for the maturities 12,24,48 and 60 month of 14 term structure of interest
rate model implementations for Germany and Italy over the time horizon Q1/2005 and Q1/2014. Ten of these term
structure models are constant volatility models and four models are (unspanned) stochastic volatility models.
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Germany

y(12M) y(24M) y(36M) y(48M) y(60M) y(12M) y(24M) y(36M) y(48M) y(60M)

SW-DSGE-ATSM 6.142 2.979 1.570 0.517 0.565 Corr. AFDNS 29.958 19.993 11.661 5.584 0.038

DSGE-USV-ATSM 26.939 2.648 5.152 4.773 19.228 MF-DNS 23.216 7.715 1.649 1.561 1.727

USV-MF-ATSM 30.300 19.346 0.188 7.368 0.258 USV-Latent-DNS 18.477 19.231 28.878 27.348 20.425

Latent-ATSM 0.000 4.854 0.000 4.680 7.030 USV-MF-DNS 7.532 34.040 39.325 35.150 27.732

MF-ATSM 0.020 13.548 0.009 17.245 25.975 Vasicek 91.264 47.510 14.613 14.962 11.728

Ind. DNS 36.346 23.543 11.730 5.238 1.882 BCM-DSGE 30.910 3.917 0.964 1.122 2.558

Ind. AFDNS 37.771 23.302 8.198 7.957 11.548

Corr. DNS 18.111 5.843 6.106 5.642 4.113

Italy

y(12M) y(24M) y(36M) y(48M) y(60M) y(12M) y(24M) y(36M) y(48M) y(60M)

SW-DSGE-ATSM 5.091 4.310 0.003 1.770 1.726 Corr. AFDNS 68.193 39.474 18.601 6.369 0.123

DSGE-USV-ATSM 0.205 20.561 22.192 12.129 5.282 MF-DNS 34.966 21.759 10.197 1.530 3.081

USV-MF-ATSM 59.179 40.410 11.631 1.134 0.009 USV-Latent-DNS 18.641 8.793 16.175 16.291 12.391

Latent-ATSM 0.000 6.744 0.000 7.203 10.015 USV-MF-DNS 8.400 31.855 37.728 33.697 25.266

MF-ATSM 0.022 12.016 0.065 27.825 42.737 Vasicek 49.843 36.081 30.450 24.352 20.497

Ind. DNS 67.777 51.201 27.364 11.155 3.522 BCM-DSGE 36.149 5.417 0.457 1.662 2.642

Ind. AFDNS 45.641 24.955 10.896 11.908 14.130

Corr. DNS 40.857 30.495 17.097 6.008 0.000

Table 4.3: RMSYE (in BP) of the DSGE-USV-ATSM and 13 alternative term structure
model implementations for Germany and Italy.

In summary Table 4.3 makes clear that for Germany our DSGE-USV-ATSM has good fitting
qualities especially in the maturity range between 24 and 48 month. Here our model partially
shows a better fitting than the Latent-ATSM which has a very good in-sample fitting quality
over the whole maturity range and the USV-MF-ATSM which has good fitting qualities
especially for maturities ranging from 36 to 60 month. For the maturities 12 and 60 month
our model is comparable to the constant and time-varying volatility term structure models
of the (dynamical) Nelson-Siegel class. For Italy our DSGE-USV-ATSM shows especially for
the maturities 12 and 60 month good fitting qualities. For the maturities 24,36 and 48 month
the fitting quality of our stochastic DSGE term structure model is comparable to the fitting
quality of the term structure models of the DNS class.

4.4.2 Volatility of economic fluctuations

4.4.2.1 Macroeconomic volatility

In Figure 4.4 we plot the estimated series of conditional stochastic macroeconomic volatil-
ity factors σTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t, ] at the posterior’s mode for Germany and
Italy. For Germany Figure 4.4 shows that all plotted volatilities show a peak in or near
the first recession phase between Q2/2008 and Q2/2009. The longer lasting second reces-
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sion phase between Q3/2011 and Q1/2013 reveals a similar pattern. There is a volatility
increase in productivity, in the risk premium component, in government spending activities
and in the German economy’s price component. The Italian economy shows a similar pattern
of macroeconomic uncertainty. As for Germany risk premium induced uncertainty shows a
peak in the first recession phase, where different to Germany risk premium uncertainty af-
fecting the Italian economy peaks here earlier in Q4/2008 immediately after the bankruptcy
of Lehman Brothers in September 2008. Comparing Germany and Italy a further interesting
aspect is that the Italian economy too is affected by high uncertainty related to risk pre-
miums and Italian government spending activities since 2011. Different are the high peaks
in the Italian risk premium and government spending related uncertainties in Q4/2011 and
Q1/2011 respectively. Monetary policy decisions derived from a Taylor-rule like heuristic ap-
plied to the German and Italian economy are also effected by increased uncertainty. A first
phase of German induced uncertainty on monetary policy decisions lies between Q1/2007 and
Q1/2008, whereas increased uncertainty affecting ECB’s monetary policy decisions induced
by the Italian economy is observed between Q2/2006 and Q3/2007. Both countries induce
peaked uncertainties on monetary policy decisions following the collapse of Lehman Broth-
ers. Here the German induced peak is in Q1/2009 and Q2/2009 whereas the Italian economy
reacts more sensitive inducing peaked uncertainty already in Q4/2008. A second phase of
increased uncertainty related to ECB’s monetary policy decisions is observed in Q2/2012 and
Q3/2012 and therefore in temporal proximity to Mario Draghi’s London speech in July 2012
and the discussions about more far-reaching ECB measures followed to this speech.
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Table 4.4: DSGE model implied stochastic volatilities for Germany and Italy evaluated at the mode of the models
posteriors (dashed lines show the 2σ band).
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4.4.2.2 Term structure of interest rates volatility

Figure 4.5 shows the interest rate volatilities for Germany and Italy with respect to the
six maturities 6,12, 24,36, 48 and 60 month from the DSGE-USV-ATSM, the alternative
USV-Macro-Finance-ATSM as well as from the restricted Student’s t-GAS[1,1] model. The
restricted Student’s t-GAS[1,1] is based on the work by Creal, Koopman and Lucas [2011]
and its implementation is outlined in short in Appendix C.3. Figure 4.5 shows the GAS
implied volatility structure of interest rates where the zero-coupon rates are adjusted by
their conditional mean estimated by a conventional VAR[1]. For all six maturities our DSGE-
USV-ATSM in Figure 4.5 reveals for Germany and Italy a volatility peak in Q1/2009 and
Q4/2008 and therefore immediately after the bankruptcy of Lehman brothers in September
2008. For Germany the interest rate volatilities estimated by the restricted Student’s t
GAS[1,1] model show a similar pattern, with the difference that the maturities 24 to 60
month show a first peak at the beginning of the recession phase Q2/2008. Compared to
the GAS[1,1] the volatilites implied by the DSGE-USV-ATSM are more homogeneous across
the various maturities. Further the volatilities of the DSGE-USVATSM are less fluctuating
than in the volatilities of the GAS. For Italy the DSGE-USVATSM and the GAS[1,1] show a
similar pattern in the first recession phase with a peak in Q4/2008. Different to the DSGE-
USV-ATSM volatilities the GAS reveals an increase in the Italian interest rate volatilities in
the sample’s second recession phase beginning in Q3/2011, similar to the volatility pattern
of the short term interest rate implied by the macroeconomic DSGE model component for
Italy shown in Figure 4.4. The DSGE-USVATSM shows a sharp peak a bit early in Q2/2011.
For both EMU countries the USV-MFATSM implied term structure of volatilities reveal a
longer lasting increase since the beginning of 2007 with a volatility peak at the beginning of
the sample’s first economic recession phase in Q2/2008.

4.4.3 Uncertainty shocks and their historical contributions

4.4.3.1 Macroeconomic uncertainty shocks

To get an understanding about the uncertainty shock pattern the German and Italian econ-
omy faces in our sample between Q1/2005 and Q1/2014 in Figure 4.6 we plot the empirical
macroeconomic uncertainty shocks implied by our DSGE-USV-ATSM at its posterior mode.
From Figure 4.6 it becomes clear that for both countries there is a phase between Q2/2006
and Q2/2009 with larger empirically measured macroeconomic uncertainty shocks related to
inflation, monetary policy as well as to government spending activities and the risk premium.
Compared to Germany the uncertainty shocks mainly induced by Italian government spend-
ing activities, ECB’s monetary policy and risk premiums demanded by investors financing
the Italian economy show two sharp peaks centered around Q2/Q3 2006 and Q1/Q2 2007
respectively. On the contrary the German economy is affected by increased uncertainties over
the whole range between Q2/2006 and Q2/2009, where the first half of this phase is domi-
nated by uncertainty shocks induced by monetary policy and government spending activities
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Table 4.5: Stochastic volatilities for the maturities 6,12, 24,36, 48 and 60 month implied
by the DSGE-USV-ATSM and USV-ATSM evaluated at the mode of the models posterior
and the restricted Student’s t GAS[1,1] model for Germany and Italy between Q1/2005 and
Q1/2014.
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Table 4.6: Empirical macroeconomic uncertainty shocks ω̂Tt =
[
ω̂at , ω̂
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]
implied by our DSGE-USV-ATSM at the posteriors mode for Germany and Italy between
Q1/2005 and Q1/2014.

and the risk premium. For Germany a second phase with larger macroeconomic uncertainty
shocks lies between Q1/2011 and Q3/2012. In this phase the main sources of uncertainty are
related to the risk premium and inflation. Beside these two uncertainty components, there
are higher measured uncertainty shocks related to government spending activities as well as
to the German real economy’s productivity. A similar pattern is revealed for the Italian econ-
omy. Here there are large shocks induced by Italian government spending in Q2/2011 and
from issues related to investor’s risk premiums in Q4/2011. In their magnitude uncertainty
shocks affecting the Italian economy are larger than uncertainty shocks effecting the German
economy.
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4.4.3.2 Uncertainty contribution to the macroeconomic development

In Figure 4.7 we show the DSGE-USV-ATSM implied historical contributions of volatility
shocks from the seven sources of macroeconomic uncertainty to the developments of the
three macroeconomic state variables GDP yt , firm’s investment activities it and the ECB
controlled short term rate rt for Germany and Italy between Q1/2005 and Q1/2014. The
historical decomposition of the observed macroeconomic variables with respect to the empir-
ical uncertainty shocks and their contributions to the macroeconomic development. Between
Q4/2006 and Q2/2008 the German GDP is positively effected by uncertainty related to
spending activities of the German government - a result which we will see again in 4.4.5
where we discuss the economies’ responses to various uncertainty shocks. Negative effects to
the German GDP at that time are mainly related to uncertainties induced by the German
inflation dynamics. The Italian GDP is also mainly effected by government spending activi-
ties. These effects are not as continuous as observed for Germany. Here earlier in Q2/2006
and in Q2/Q3 2007 uncertainties induced by Italian government spending activities reveal
stronger effects on the Italian GDP. Again both countries GDP is largely effected by uncer-
tainties from government spending in Q2/2011 where Italy shows a large peak and in the
phase ranging between Q1/2012 and Q3/2012.

Investment activities in both countries are mainly effected by uncertainties related to the
economies productivity and technology components - results also confirmed in our response
analysis in 4.4.5. Analogue to GDP negative effects on the firm’s investment decisions are
mainly related to uncertainties of the economies price dynamics. In Italy there is an interest-
ing point with respect to the government spending shock observed in Q2/2011. On contrary
to the Italian GDP the effect’s sign here becomes negative. The Taylor-rule like monetary
policy heuristic applied to the German economy reveals that ECB’s monetary policy decision
is mainly influenced by uncertainties related to the German inflation dynamics. Between
Q1/2007 and Q1/2008 when ECB’s main refinancing operations rate reached 4.00% ECB’s
decisions with respect to the German economic environment are also driven by uncertainties
related to their own monetary policy measures and decisions. The monetary policy heuris-
tic applied to the Italian economy reveals a similar pattern. Here ECB’s monetary policy
induced uncertainties related to the Italian economy on ECB’s monetary policy decisions
itself reveal larger effects as observed for Germany. Also different from Germany is the large
uncertainty effect related to the ECB’s monetary policy in Q2/2011 observed for the Italian
data.

4.4.3.3 Term structure of interest rate uncertainty shocks

Similar to the empirically measured macroeconomic uncertainty shocks
ω̂Tt =
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]
shown in Figure 4.5, in Figure 4.8 we show the empirical

term structure of interest rate uncertainty shock ε̂h,t. Obviously for both countries in the
first recession phase between Q2/2008 and Q2/2009 we measure a high uncertainty affecting
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Table 4.7: Historical contributions of macroeconomic uncertainty shocks in the DSGE-
USV-ATSM to the observed macroeconomic variables GDP yt, firm’s investment activities it
and the ECB controlled short term interest rate rt at the mode of the posterior for Germany
between Q1/2005 and Q1/2014.
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the term structure of interest rate volatilities. For Germany Figure 4.8 further points out
that there is a second phase of high interest rate uncertainty with its peak in Q4/2010, in
which the term structure of interest rates starts to increase after a two years lasting period
of decreasing interest rates and a few month before the ECB’s official decision to increase its
short term monetary policy rate for the EMU in April 2011. Italy shows a sharp uncertainty
shock in Q4/2012 with the announcement of the resigning of Mario Monti, who headed a
non-elected cabinet of economic experts since 2011 that launches the Italian austerity reform
programme and the dissolution of the Italian parliament that followed the resignation. In
Figure 4.8 we additionally plot the Economic Policy Uncertainty (EPU) index proposed by
Baker, Bloom and Davis [2016] measured for Germany and Italy. For Germany the EPU
index indicates a phase of higher economic policy uncertainty in the first recession phase
between Q2/2008 and Q2/2009 and the three quarters before this phase which is in line with
the macroeconomic uncertainty pattern shown in Figure 4.6 and the term structure related
uncertainty shock pattern in Figure 4.8. The peak of the German EPU index at the beginning
of the second recession phase in Q3/2011 reflects the political discussions related to the 50%
writedown of the value of Greek government debt held by private investors announced in
October 2011. The uncertainty pattern revealed for the German term structure of interest
rates developments shows an increased uncertainty one to two periods before the German
EPU index peaks. For Italy the interest rates uncertainty shock ε̂h,t peaks at the end of 2012
whereas the Italian EPU index peaks at the beginning of 2013 with the Italian election in
February 2013.

4.4.3.4 Historical uncertainty contribution to term structure development

To get an understanding about the impact of the various sources of economic uncertainty
on the term structure of interest rates, in Figure 4.9 we plot the historical decomposition
of the term structure of volatility. The decomposition shows the historical contribution of
empirically determined volatility shocks - interpreted in our context as uncertainty shocks
- to the historical dynamics of yield volatilities with different maturities. Our methodology
for calculating the historical decomposition of the term structure of volatility into the var-
ious historical volatility shock contributions is derived in Appendix C.4. Figure 4.9 shows
that the bond market specific uncertainty shocks coming from the two latent term structure
factors have the largest historical contributions to the term structure of volatilities. Here
the first peak lies in the recession phase between Q2/2008 and Q2/2009 with the sharp de-
crease of the ECB’s main refinancing operations rate from 3.25% to 1.00% between Q4/2008
and Q2/2009. The second peak of bond market uncertainty lies in the period Q4/2010 and
Q1/2011 immediately before the ECB’s short term restrictive/expansive monetary policy
decisions, with the increase in the main refinancing operations rate from 1.00% in Q1/2011
to 1.50% in Q3/2011 and the decrease back to 1.00% at the end of Q4/2011. Macroeconomic
uncertainty shocks only have an impact on the short term yield volatilities with maturities
ranging from 6 to 12 month. Here we can see that there is a phase between Q4/2007 and
Q2/2008, immediately before the first recession phase in our sample, in which monetary pol-
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Table 4.8: Empirical term structure of interest rates uncertainty shock ε̂h,t implied by the
DSGE-USV-ATSM evaluated at the posteriors mode and the Economic Policy Uncertainty
Index between Q1/2005 and Q1/2014 for Germany and Italy.

icy uncertainty contributes significantly to the composition of 6 and 12 month short term
yield volatilities. In Figure 4.10 we plot the historical contributions of volatility shocks from
the seven sources of macroeconomic uncertainty and the bond market uncertainty shocks to
the term structure of interest rate volatilities for Italy. Compared to the German volatility
decomposition in Figure 4.9 the Italian decomposition reveals an interesting and different
pattern. There is a very singular uncertainty shock contribution to the volatilities especially
of Italian short term interest rates induced from sources of monetary policy in Q2/2007. The
beginning of 2007 denotes a crucial point in the U.S. subprime crisis, where in Q1/Q2 2007
U.S. home prices starts sharply to decline. In reaction the FED decreases its federal funds
rate in September 2007 from 5.25% to 4.75% and initiates its interest rates decreasing path
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Table 4.9: Historical contributions of volatility shocks from the seven sources of macroe-
conomic uncertainty and of the bond market uncertainty coming from the two latent yield
factor volatilities to the yield volatilities with maturities 6,12, 24,36, 48 and 60 month implied
by the DSGE-USV-ATSM evaluated at the mode of the models posterior for Germany.

reaching its historical minimum of 0.25% in December 2008 which lasts until December 2015.
The second large contribution to the Italian interest rate volatilities also comes from sources
of monetary policy. Similar to Germany the Italian volatilities increasingly react to ECB’s
Q2/2011 decision to increase its main refinancing operations rate from 1.00% in Q1/2011 to
1.25% in Q2/2011 and finally to 1.50% in Q3/2011.

For validating the robustness of our findings we compare our results with the historical de-
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Table 4.10: Historical contributions of volatility shocks from the seven sources of macroe-
conomic uncertainty and of the bond market uncertainty coming from the two latent yield
factor volatilities to the yield volatilities with maturities 6,12,24,36,48 and 60 month implied
by the DSGE-USV-ATSM evaluated at the mode of the models posterior for Italy.

composition of the term structure of interest rate volatilities implied by the USV-MF-ATSM
proposed by Creal and Wu [2017]. As outlined in detail in Appendix C.2 the latent term
structure of interest rate factors gt of the USV-MF-ATSM are interpreted as the current
short term rate rt, the expected n∗ periods ahead short term rate Et[rt+n∗ ] and the term pre-
mium implied by the model’s n∗ period maturity zero-coupon rate TP (t, t+ n∗). According
to Creal and Wu [2017] we set in our implementation of the USV-MF-ATSM n∗ = 60 month.
Beside gt the USV-MF-ATSM contains with the GDP growth rate ln(∆GDPt) and the GDP
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deflator based inflation ln(INFt) (both in logs) two additional observed macroeconomic fac-
tors. In Figure 4.11 we show the historical contributions of the volatility shocks implied by
the alternative USV-MF-ATSM to the yield volatilities with maturities 6,12,24,36,48 and
60 month. Obviously uncertainty coming from the latent term structure factor which is
interpreted as the expected 60 month ahead short term rate has the largest historical contri-
bution to term structure of interest rate volatilities. This confirms our findings implied by
our DSGE-USV-ATSM. In Figure 4.11 the observed macroeconomic factors do not show any
significant contribution to the yield volatilities.

Table 4.11: Historical contributions of volatility shocks from the two sources of macroeco-
nomic uncertainty and of the bond market uncertainty coming from the three latent yield
factor volatilities to the yield volatilites with maturities 6,12, 24,36, 48 and 60 month implied
by the alternative USV-Macro-Finance-ATSM evaluated at the mode of the models posterior
for Germany.
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4.4.4 Structural macroeconomic shock transition in the EMU
economies

In Figure 4.12 we show the DSGE-USV-ATSM implied innovations of the structural macroe-
conomic shock variables ε̂t =

[
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for Germany and Italy. Obviously in

our estimated model for Germany the innovations of the technology shock component and
the productivity component reveal the largest amplitudes in their fluctuations. Especially in
the first recession phase between Q2/2008 and Q2/2009 both shock components show large
changes, with a sharp decrease in the second half of the recession phase, leading to nega-
tive technology and productivity shocks. Both shocks very rapidly change their signs from
Q2/2009 to Q3/2009 becoming positive shocks from the economy’s sources of technology
and productivity. Figure 4.12 is in line with the extracted patterns of stochastic volatilities
implied by the DSGE modeling component’s structural shock processes of Germany shown in
Figure 4.6, where five of the six figured volatilities show a peak in or near the first recession
phase between Q2/2008 and Q2/2009. We further compare the innovations shown in Figure
4.12 with the innovation pattern implied by the SW-DSGE-ATSM (not shown here), which
confirms in general the innovations of the structural macroeconomic shocks shown in Figure
4.12. For Italy we find larger structural macroeconomic shocks related to Italian wage and
price developments in the first recession phase between Q2/2008 and Q2/2009. After the
bankruptcy of Lehman Brothers there is a large risk premium related shock in Q1/2009.
Exogenous risk premium shocks disturb the Italian economy again in a phase beginning in
Q4/2011 with high fluctuations in the risk premium shock component in before the Italian
election in Q1/2013 after the resignation of Mario Monti and its cabinet of economic experts
in Q4/2012 and the dissolution of the Italian parliament following the resignment.

4.4.5 Macroeconomic responses to uncertainty shocks

To become a deeper understanding about the economic uncertainty transmission, in this
section we look at uncertainty shocks affecting the vector of macroeconomic volatilities
σTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t] and the corresponding responses of the macroeconomic
variables to these uncertainty shocks. In Figure 4.13 we plot the responses of GDP yt, in-
vestment it and the ECB’s short term rate rt to a one standard deviation uncertainty shock
to each of the 7 volatility terms σTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t]. Therefore we simulate
1000 impulse responses from the parameters of the posterior of our MCMC. Beside the median
(black) Figure 4.13 shows the mean (green) as well as the 40% and 80% confidence intervals
for Germany. In Appendix C.9.7 we further show the simulated macroeconomic responses
to various economic uncertainty shocks for the Italian economy. Looking at the German
responses of GDP in Figure 4.13 shows that uncertainty shocks in government spending ac-
tivities, technology and productivity have a positive impact on GDP. A negative impact from
an increase in the macroeconomic environment comes from price and wage mark-up shocks as
well as from uncertainty shocks to the term-premium and monetary policy. Interesting is the
strength of the impact. Here an increasing uncertainty about government spending activities,
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Table 4.12: DSGE-USV-ATSM implied innovations of the structural macroeconomic shock
variables ε̂t =

[
ε̂at , ε̂

b
t , ε̂

g
t , ε̂

i
t, ε̂

r
t , ε̂

p
t , ε̂

w
t

]
for Germany and Italy at the mode of the models

posteriors.

the technological development and the development of the economy’s productivity reveal the
largest impacts. A similar pattern is revealed by the responses in the firm’s investment activ-
ities. Here the negative impact of an increase in the uncertainty about government spending
activities is interesting. Uncertainty about prices and wages also leads to decreasing invest-
ment activities in the firms sector. Uncertainty in the price- and wage-components leads
to an increase of the ECB’s controlled short term interest rate. Further interesting is the
reaction of the ECB to an increase of the uncertainty about German government spending
activities. Here the ECB’s response shown in Figure 4.5 reveals a more restrictive monetary
policy reaction. The response patterns of the Italian economy shown in the Appendix C.9.7
are very similar to the responses of the German economy. As shown in Figure 4.4 the uncer-
tainty about German and Italian government spending activities shows larger peaks in the
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two recessive phases in which governments in the EMU increased their spending activities for
stimulating their economies and stabilizing their banking and financial sectors. Obviously
an increase in the uncertainty about government spending activities in these phases seems
to be related with the increased spending activities of the governments. This argumentation
is in line with the decrease in the firm’s investments. Here an increase in the uncertainty
of government spending activities is related to an uncertain outlook of the economy’s future
path. In such a situation firms decrease (in real terms) their investment activities. With
respect to the current and future price stability uncertainty about government spending ac-
tivities weakens the stability of the economies prices. Here there is a more indirect transition
path leading from an increase of the uncertainty about government spending activities to
the revealed restrictive monetary policy reaction pattern observed for the ECB in response
to an increase of the current and expected future price level πt and Et[πt+1] . The current
and expected price responses on an increase in the uncertainty about government spending
activities for Germany and Italy are shown in the Figure of Appendix C.9.8.
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Table 4.13: Macroeconomic responses to one standard deviation uncertainty shocks to σTt =
[σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t]. We show the responses of GDP yt, investment it and ECB’s short term rate rt
for Germany. Based on the models posterior distribution we calculate 1000 responses and show the median (black),
the mean (green) and the 40% and 80% confidence intervals.
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4.5 Conclusion

In combining two newer strands of economic research in this chapter we have introduced
and applied a new medium- to large-scale modeling framework that integrates the medium-
to large-scale structural modeling of the macroeconomy affected by stochastic economic un-
certainty on the one hand with the term structure of interest rate dynamics which itself is
effected by the macroeconomy and therefore by the macroeconomy’s uncertainty and by its
specific bond market related uncertainty on the other hand. In our period between Q1/2005
and Q1/2014 our model estimations for Germany and Italy reveal a pattern of high macroe-
conomic and term structure of interest rates volatilities in the first recession phase between
Q2/2008 and Q2/2009 with the Lehman bankruptcy at the beginning of this economic reces-
sion. The macroeconomic state variables further show high volatilities in the second reces-
sion phase of our data sample between Q3/2011 and Q1/2013. To deepen our understanding
we extract and decompose the macroeconomic uncertainty shock components driving the
idiosyncratic part of the economic volatilities. Here we find that for both countries macroe-
conomic uncertainty shocks are very high in the second half of 2006 and in 2007. Especially
the Italian economy strongly reacts to the singular event of the sharp decline in U.S. housing
prices in Q1/Q2 2007. For both countries we further reveal an increase in the uncertainties
related to issues concerning ECB’s monetary policy at the time of the decline in U.S. housing
prices and the FED’s reaction in September 2007 following this decline. Between Q1/2011
and Q2/2012 both countries show high uncertainties related to economic shocks induced by
government spending and risk premium issues. Looking at the term structure volatilities
beside the high volatilities in the recession phase between Q2/2008 and Q2/2009 both EMU
countries show high interest rate volatilities in the first half of 2011 when the ECB increases
its main refinancing operations rate from 1.00% to 1.25%. More interesting are the bond
market induced uncertainty shocks to the term structure of interest rate volatilities. For
Germany there is a sharp peak in the middle of 2011 close to a sharp peak in the Economic
Policy Uncertainty index in Q3/2011 related to the discussions about the haircut of Greece’s
government debt held by private investors announced in October 2011. In Italy the term
structure is effected by a sharp uncertainty shock at the end of 2012 reflecting the increased
political uncertainty in Italy in December 2012 when Mario Monti resigned and the Italian
parliament was dissolved. Because of the outstanding economic environment reflected by
our data sample, beside our large-scale DSGE-USV-ATSM we implement a broad range of
alternative pure and macro-finance term-structure of interest rate models for evaluating the
quality and robustness of our estimation. Here for both countries we find, that our model
shows a good fit and is comparable to the recently introduced stochastic ATSM with implied
macroeconomic modeling proposed by Creal and Wu [2017] and to the latent- and MF-ATSM
by Ang and Piazzesi [2003] one of the benchmark models in the term structure of interest
rates literature.
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5. Economic uncertainty in the EMU

5.1 Introduction

What are the sources of economic uncertainty of the European Monetary Union (EMU)?
And when was the EMU affected by higher uncertainties? These crucial questions are the
key questions of this chapter. To answer these two questions, we have to differentiate our
view on the economy of the EMU and on the economic processes driving the EMU’s econ-
omy in particular. Therefore at first we keep the EMU’s economy as a whole and divide
the economy into various processes for which we identify the sources of uncertainty lying
behind these processes. Our result is the extraction of uncertainty patterns induced by 21
sources of macroeconomic uncertainty. For an observation sample ranging from the Q1/1987
to Q1/2014 we find that between Q4/2005 and Q3/2008 the uncertainty related to EMU’s
monetary policy sharply increased. This phase of high monetary policy uncertainty is domi-
nated by the overheating of the U.S. housing market and the upcoming of the U.S. subprime
crisis starting with the sharp decline in U.S. housing prices in the beginning of 2007 and the
reaction of the FED in decreasing its federal funds rate since September 2007. We further find
that the ECB’s short term interest rates decrease initialized after the bankruptcy of Lehman
Brothers in September 2008 where the ECB’s main refinancing operations rate decreased
from 4.25% to 1.00% between September 2008 and May 2009 reduced the monetary policy
related uncertainty in the EMU. Nevertheless we find that monetary policy uncertainty in
the EMU still remains historically high. From a more global perspective on monetary policy
activities we find that uncertainty more or less continuously increases since the default of
Lehman Brothers in September 2008. With respect to the Euro and its introduction - first as
accounting currency in 1999 and later as the day-to-day operating currency in 2002 - we find
that beside the economic convergence - especially the convergence of interest rates - among
the EMU countries until 2006 the introduction of the Euro lead to historically low uncertain-
ties related to financial risk premiums demanded by investors in the EMU. In 2006 the risk
premium uncertainty in the EMU began gradually to increase until peaking in Q1/2012, with
the agreement of the EMU’s finance ministers on the second rescue program for Greece in
February 2012 implying the 50% ”haircut” of Greece’s government debt. In a global context
there was a phase of a high global risk premium uncertainty between Q2/1989 and Q2/1992
with the fall of the Berlin wall in November 1989, the German reunification in 1990 and
the dissolution of the Soviet Union in December 1991. After that the uncertainty related to

129



the global risk premium declines until the beginning of 2006, when the premium’s volatility
starts again to increase. A further interesting finding is that since the introduction of the
Euro the uncertainty related to the EMU countries’ government spending activities steadily
increased until reaching a plateau of high uncertainty in the beginning of 2005. To make our
perspective a bit broader we extend our perspective in also regarding uncertainties related
to the EMU’s financial markets. We extract from more than one hundred companies listed
in the stock indices DAX 30, CAC 40, AEX 25, FTSE MIB and in the IBEX 35 of Germany,
France, Netherlands, Italy and Spain the volatility patterns of their respective stock price
movements. Using a data period between Q1/2005 and Q1/2014 - a phase where the Euro
and the EMU institutions become more settled and before ECB initializes its unconventional
expanded asset purchase program (EAPP) in Q4/2014 and the public sector purchase pro-
gram (PSPP) in Q1/2015, we find that the EMU based company stocks especially in the
recession phase ranging for the five EMU countries between Q1/2008 and Q2/2009 show
high volatilities. Here especially the stock markets of Germany and France reveal exception-
ally high volatilities. There is a second phase of high financial markets uncertainty at the
beginning of the recession phase around October 2011 when the state representatives of the
17 EMU countries announced the 50% ”haircut” for Greece on October 27th 2011. Here,
Germany too shows the largest reaction with a sharp increase in its stock markets volatility
dominated by an increase of the volatilities of stock price movements of German insurance
and banking companies.

Because of the international financial crisis becoming a sovereign debt crisis in the EMU
since 2010 in this chapter we show the uncertainty patterns in the market for government
bonds of the EMU countries Germany and Italy - as two EMU country representatives -
between Q1/2005 and Q1/2014 revealed in the foregoing chapter. Here the volatilities of the
term structure of interest rates sharply increase after the bankruptcy of Lehman Brothers
and ECB’s interest rate decreasing reaction. The German term structure also reveals higher
uncertainty in the phase around Q4/2010 in which the ECB after two years of decreasing
interest rates tried to increase again its short term interest rates. For Italy we further find
that the resignation of Mario Monti in Q4/2012 who implemented the Italian austerity policy
lead to a larger uncertainty shock.

From a methodological point of view in the first part of this chapter we implement and
estimate a large-scale second generation New-Keynesian open economy DSGE model with
stochastic volatilities for modeling the economy and the economic uncertainties of the EMU
as a whole. For our macroeconomic modeling framework we use the New Area Wide Model
(NAWM) proposed by Christoffel, Coenen and Warne [2008]. The modeling of the domes-
tic decision problems of the EMU’s households and firms as well as of the ECB’s decision
finding in the NAWM are close to the economic modeling by Smets and Wouters [2003,
2007] and Christiano, Eichenbaum and Evans [2005] with monopolistic competition in the
intermediate and final goods sectors as well as the non-neutrality of money through price
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and wage stickiness. Monetary policy measures are implemented by a Taylor rule like mon-
etary policy decision rule. Due to its open economy formulation the NAWM internalizes
global state variables like the oil price or the global income into its modeling of the EMU’s
economy. As in ECB [2016] the NAWM is of high practical relevance for ECB’s monetary
policy decisions and is in direct line with the large-scale open economy models GEM (Global
Economy Model by the IMF, cf. Bayoumi, Laxton and Pesenti [2004]) and the Federal Re-
serve Board’s SIGMA model (cf. Erceg, Guerrieri and Gust [2006]). In implementing and
estimating our large-scale open economy stochastic volatility DSGE model we are the first
who reveal insights about a broad range of different sources of economic uncertainty and
the temporal occurrence of phases of higher uncertainty in the EMU. Our work is directly
related to the work concerning economic uncertainty in more general by Bloom, Floetotto,
Jaimovich, Saporta-Eksten and Terry [2018], Baker, Bloom and Davis [2016] and Bloom
[2009] and to more specific non-linear macroeconomic DSGE models implying time-varying
stochastic volatilities. Here our approach is related to the work by Justiano and Primiceri
[2008], Fernandez-Villaverde Guerron-Quintana, RubioRamirez and Uribe [2011], Fernandez-
Villaverde and Rubio-Ramirez [2013] and Curdia, Del Negro and Greenwald [2014], Born and
Pfeifer [2014], Diebold, Schorfheide and Shin [2017] and Basu and Bundick [2017]. Estima-
tion of our stochastic volatility area wide DSGE model is very similar to the estimation
procedure applied by Justiano and Primiceri [2008]. We apply a Markov-Chain-Monte-Carlo
Gibbs sampling procedure where we alternate between two large modeling blocks described
by two state-space models. Because of the non-linear character of our open economy DSGE
we apply a forward Gibbs particle filter with conditional resampling and backward drawing
for extracting the volatility patterns induced by the 21 sources of economic uncertainty of
our EMU wide macroeconomic model.

For revealing the EMU’s financial markets uncertainties in focusing on the EMU’s major
stock markets we use the theoretical background of the intertemporal capital asset pricing
model (iCAPM) proposed by Merton [1973] and more recently empirically investigated by
Bali and Engle [2010], where Bali and Engle [2010] use the mean-reverting dynamical condi-
tional correlation model by Engle [2002] for estimating time-varying conditional covariances
between company stock’s excess returns and the market portfolio. In this paper we use
the generalized autoregressive score model recently proposed by Creal, Koopman and Lucas
[2011] for estimating the time-varying covariances where the stock’s excess returns and the
market risk factor are described by a multivariate Student’s t-distribution - taking into ac-
count more extreme financial risks in the fat tails of the multivariate t-distribution.

This chapter is organized as follows: In section 5.2 we outline in detail the economic decision
problems the households, firms, the government and the monetary authority in the EMU and
abroad face. We further outline the stochastic processes of the time varying macroeconomic
volatilities as well as the rational expectations building in this modeling framework. In sec-
tion 5.3 we outline in detail our estimation procedure for both the estimation of the model’s
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parameters as well as the extraction of the 21 dynamical volatility patterns. In section 5.4
we discuss the estimation results of our stochastic volatility NAWM. First we focus on the
model’s in-sample-fitting performance. After that we discuss the extracted EMU uncertainty
patterns. In section 5.5 we draw our attention to the uncertainty patterns extracted for the
EMU’s major stock markets. Beside stock market uncertainties in 5.5 we further discuss
term structure of interest rates uncertainty patterns. The conclusion in section 5.6 closes the
chapter.

5.2 The macroeconomy of the EMU

To model the EMU wide aggregated macroeconomic development we use the large-scale open
economy New Area-Wide Model (NAWM) proposed by Christoffel, Coenen and Warne [2008].
In the next sub-section 5.2.1 we outline in detail the agents intertemporal decision problems
implied by the NAWM. In 5.2.2 we describe the processes driving the stochastic volatility
terms of our NAWM extension. 5.2.3 outlines the calibration and the rational expectations
form of the NAWM.

5.2.1 EMU’s economic decision problems

5.2.1.1 Households

The continuum of households indexed by h ∈ [0, 1] maximizes its lifetime expected utility
where household’s h lifetime utility function is defined as:

Uh (Ch,t, Ch,t+1, ..., Nh,t, Nh,t+1, ...) =

Et

[
∞∑
k=0

βk
(
εct+kln (Ch,t+k − κCh,t+k−1)−

εNt+k
(1 + ζ)

N
(1+ζ)
h,t+k

)]
(5.1)

Depending on the household’s h future consumption and labor path Ch,t, Ch,t+1, ... and
Nh,t, Nh,t+1, ... where Ch,t and Nh,t denotes household’s h time t purchases of consumption
goods and hours worked respectively. β is the household’s discount factor for discounting
future flows of income and expenditures. ζ denotes the inverse of the Frisch elasticity of labor
supply. κ expresses the degree of external habit formation in consumption. εct and εNt express
consumption preference and labor supply side shocks effecting the households lifetime utility.
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At every t household h faces the following budget constraint:

(1 + τCt )PC,tCh,t + PI,tIh,t +
(
εRPt Rt

)−1
Bh,t+1 +

[(
1− ΓB∗

(
sB∗,t+1, ε

RP ∗

t

))
R∗t
]−1

StBh,t+1

+ ΓSCh,t + Ξt

=
(

1− τNt − τ
Wh
t

)
Wh,tNh,t +

(
1− τKt

)
[RK,tuh,t − Γu (uh,t)PI,t]Kh,t

+ τKt δPI,tKh,t +
(
1− τDt

)
Dh,t − Tt +Bh,t + StB

∗
h,t

(5.2)

where the household’s consumption expenditures, saving and investment activities are listed
on the LHS and the (after-tax) income composed of labor income, capital and dividend
income as well as income from holding domestic and foreign bonds on the RHS. In 5.2 PC,t
and PI,t are the prices for consumption and investment goods respectively. Wh,t denotes
household’s h wage rate. RK,t is the rental rate for the effective capital service households
rented to firms. uh,tRK,t and Dh,t are the dividends households receive from their owned
firms. Rt and R∗t respectively indicate the risk-less returns on domestic and internationally
traded government bonds households receive on their time t − 1 held bond volumes Bh,t−1

and St−1B
∗
h,t−1 respectively. St is the nominal exchange rate (where the domestic currency

is expressed in units of the foreign currency). On the income side of 5.2 the NAWM’s fiscal
authority absorbs parts of the households incomes by levying tax rates τNt , τ

K
t and τDt on

households wage, captial and dividend income Wh,t, Nh,t, RK,t, Kh,t and Dh,t. τ
Wh
t denotes the

household’s wage income contribution to social security programs. δPI,tKh,t expresses the cost
of physical capital depreciation, where δ denotes the economy’s depreciation rate households
are facing in t. Multiplying δPI,tKh,t with the capital income tax rate τKt reduces households
capital income tax payments by the amount of depreciation costs. Tt is an additional lump-
sum tax households face. The Households budget restriction is effected by the risk premium
shocks εRPt and εRP

∗
t investor’s demand for their holdings of domestic and foreign government

bonds. The risk premium εRP
∗

t on internationally traded foreign bonds effects the return of
these bonds by:

ΓB∗
(
sB∗,t+1, ε

RP ∗

t

)
= γB∗

[(
εRP

∗

t

) 1
γB∗ exp

(
sB∗t +1

)
− 1
]

(5.3)

where (sB∗t +1 = StB
∗
t+1/PY,tYt are the EMU’s net holdings of internationally traded foreign

bonds StB
∗
t+1 in domestic currency relative to domestic nominal output, where Yt and PY,t

denote EMU’s real output and output’s price index respectively. γB∗ > 0 denotes the sensi-
tivity of the rate of return on foreign bond with respect to risk premium shocks. From 5.2 and
5.3 it follows, that for the EMU as a net debtor a positive risk premium shock demanded by
investors outside the EMU leads to an increase in the rate of return on internationally traded
government bonds issued by EMU countries. Ξt is a lump-sum intermediation premium en-
couraging investors for holding foreign bonds in the non-stochastic steady-state. ΓSCh,t is a
state-contingent security household h holds as an insurance against household-specific wage
income risk. These securities are traded among the households and technically guarantees,
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that the marginal utility of consumption out of wage income is identical across the households
so that in equilibrium households will choose identical allocations. Capital utilization uh,t
leads to utilization costs described by the following cost function:

Γu (uh,t) = γu,1 (uh,t − 1) +
γu,2
2

(uh,t − 1)2 (5.4)

with γu,1, γu,2 > 0. Beside the budget constraint households face in their consumption and
working decisions the capital sock’s law of motion given by:

Kh,t+1 = (1− δ)Kh,t + εt,I [1− ΓI (Ih,t/Ih,t−1) Ih,t] (5.5)

which defines the capital accumulation of the capital stock owned by household h. ΓI (Ih,t/Ih,t−1)
is the adjustment cost function depending on investment’s gross growth rate Ih,t/Ih,t−1 and
is defined as:

ΓI (Ih,t/Ih,t−1) =
γI
2

(
Ih,t
Ih,t−1

− gz
)

(5.6)

with γI > 0 and gz denoting the economy’s trend growth rate in the non-stochastic steady
state.

5.2.1.2 Labor market

Similar to the economy proposed by Smets and Wouters [2003, 2007] wage setting in the
NAWM is done by applying the Calvo scheme proposed by Calvo [1983] where only a fraction
(1−ξw) with 0 ≤ ξw ≤ 1 of households set there required wages actively in renegotiating their
wage contracts in requiring wage markups above the general development of productivity and
inflation. For all actively setting households these wages are equal:

W̃t = W̃h,t (5.7)

The fraction of passively wage adjusting households ξw lags behind the actively setting house-
holds by adjusting their wages only with respect to the economy’s productivity and inflation
development:

Wh,t = gz,tΠC,tWh,t−1 (5.8)

where gz,t defines the gross rate of labor productivity growth and Π̃C,t = Πχw
C,t−1Π̄

(1−χw)
t is

the geometric mean of past consumer price inflation ΠC,t−1 = PC,t−1/PC,t−2 and the inflation
target Π̄t communicated by the ECB. χw indicates the factor with which past inflation is
weighted in the wage adjustments of households fraction ξw. In consequence these backward
looking passive wage adjustments lead to sticky wages in the NAWM economy. For the
active wage setting households the wage setting immediately effects their optimal lifetime
utility such that from maximizing the households lifetime expected utility we can derive the
following first order condition (FOC) with respect to the wage W̃t:

Et

[
∞∑
k=0

ξkwβ
kNh,t+k

(
Λt+k

(
1− τNt+k − τ

Wh
t+k

)
gz,t:t+k

Π̃C,t:t+k

ΠC,t:t+k

W̃t

PC,t
− ϕWt+kεNt+k (Nh,t+k)

ζ

)]
= 0

(5.9)
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gz,t:t+k =
k∏
s=1

gz,t+s

Π̃C,t:t+k =
k∏
s=1

Πχw
C,t+s−1Π̄

(1−χw)
t+s

ΠC,t:t+k =
k∏
s=1

ΠC,t+s−1

The FOC in 5.9 implies that in optimum the wage renegotiating households choose their
wage in a way that the (discounted) expected marginal (after-tax) revenues (in consumption
based utility) Λt+k equal the (discounted) expected marginal disutility of labor N ζ

h,t.

In the absence of passive wage adjusting households ξw = 0 from the FOC in 5.9 it fol-
lows that:

ϕWt =
(

1− τNt − τ
Wh
t

) W̃t

PC,t
− εNt

N ζ
h,t+k

Λt

(5.10)

where ϕWt expresses the wage-markup households require in addition to the compensation of
their marginal costs of labor received in a perfectly competitive labor market, such that the
wage markup reflects ϕWt the household’s monopolistic power in the NAWM’s labor market.
The aggregated wage consisting of the fractions ξw and (1− ξw) simply is:

Wt =

[
ξw

(
gz,tΠ̃C,tWt−1

) 1
(1−ϕwt )

+ (1− ξw) W̃
1

(1−ϕwt )

t

](1−ϕWt )

(5.11)

5.2.1.3 Firms

In the NAWM there are four different types of firms differentiated according to their location
and the place the respective firm is located in the EMU’s value chain. Differentiation starts
in the EMU’s intermediate-goods producing sector organized under monopolistic competi-
tion where a continuum of EMU settled firms indexed by f ∈ [0, 1] selling their products
domestically and abroad compete with a continuum of foreign intermediate goods producing
firms indexed by f ∗ ∈ [0, 1] selling their products in the EMU. The domestically produced in-
termediate goods are combined with imported intermediate goods produced abroad by three
types of representative EMU final goods producing firms, which produce non-tradable private
consumption, private investment and public consumption goods respectively. Additionally
there is a representative export oriented retail firm that combines domestically produced
intermediate goods for selling them abroad.

Domestic intermediate-goods producing firms
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EMU’s intermediate-goods producing firms f minimize their costs:

[Kf,t, Nf,t] = arg max
[Kf,t,Nf,t]

RK,tKf,t +
(

1 + τ
Wf

t

)
WtNf,t (5.12)

by using a Cobb-Douglas production technology:

Yf,t = max
(
εt
(
KS
f,t

)α
(ztNf,t)

(1−α) − ztψ, 0
)

(5.13)

where firm’s f used production factors are the homogenous capital services KS
f,t rented from

the households under perfect competition and household specific differentiated labor h com-
posed in f ’s labor demand Nf,t:

Nf,t =

∫ 1

0

((
Nh
f,t

) 1

ϕWt

)ϕWt
dh (5.14)

εt and zt in the firm’s production function indicate the economy’s transitory and permanent
technology shock effecting the NAWM’s implied total factor and labor productivity respec-
tively. ψ are the fixed costs of production equal across all EMU settled intermediate goods

producers, where these costs are scaled by the permanent technology shock. τ
Wf

t is the tax
rate levied on wage payments reflecting the firm’s contribution to social security programs.
From the FOC of the firms cost minimization the firms nominal marginal cost MCf,t are:

MCt = MCf,t (5.15)

with:

MCt =
1

εtz
(1−α)
t αα(1− α)(1−α)

(RK,t)
α
[
(1 + τ

Wf

t )Wt

](1−α)

(5.16)

where the marginal cost of domestic intermediate goods production are equal across the firms
because of the same production technology all firms in the intermediate goods sector use and
the same factor prices all firms face. Taking the wages of their demanded specific labor
h as given, minimizing their costs with respect to their labor costs the firm’s demand for
household-specific labor h is:

Nh
f,t =

(
Wh,t

Wt

)− ϕWt
(ϕWt −1)

Nf,t (5.17)

Integrating over the continuum of domestic intermediate-goods producing firms f , the ag-
gregated demand for the household-specific labor h is:

Nh
t =

∫ 1

0

Nh
f,tdf =

(
Wh,t

Wt

)− ϕWt
(ϕWt −1)

Nt (5.18)
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where ϕWt /(ϕ
W
t − 1) expresses the wage elasticity of the labor demand. Integrating over the

continuum of households h leads to the aggregated wage expression:

Wt =

∫ 1

0

W

ϕWt
(1−ϕWt )

h,t dh

(1−ϕWt )

(5.19)

With respect to their costs the firms f are price takers, whereas in selling their products Yf,t
parts of the firms f are active price setters. The firms sell their products on the domestic
markets in the EMU and abroad. Similar to the labor markets there are sluggish prices due
to staggered price contracts, such that price setting in both the domestic and the foreign
intermediate-goods markets is described by applying the Calvo scheme, proposed by Calvo
[1983], where the fractions (1−ξH) and (1−ξX) are active price setting firms in their domestic
and foreign markets respectively. The prices of the passive price adjusting firms are PH,f,t
and PX,f,t where these firms adjust their prices with respect to the ECB’s inflation objective
and the intermediate goods inflation the firms face domestically and abroad according to the
geometric average:

PH,f,t = ΠχH
H,t−1Π̄(1−χH)PH,f,t−1 (5.20)

PX,f,t = ΠχH
X,t−1Π̄(1−χH)PX,f,t−1 (5.21)

with the intermediate-goods domestic and abroad inflation ΠH,t−1 = PH,t−1/PH,t−2 and
ΠX,t−1 = PX,t−1/PX,t−2 respectively. χH is the weighting factor for the past inflation in
the geometric mean the firms uses for their passive price adjustments. Intermediate-goods
producing firms actively setting their prices domestically and abroad maximize their expected
nominal profits:

Et

[
∞∑
k=1

Λt,t+kξ
k
H (PH,f,tHf,t −MCtHf,t) + Λt,t+kξ

k
X (PX,f,tXf,t −MCtXf,t)

]
(5.22)

where the expected profit is composed of the domestically generated profit and the profit
generated abroad. Hf,t and Xf,t express the domestic and the foreign demand firm f faces in
t . Λt,t+k is the stochastic discount factor derived from the consumption Euler equation of the
households. The profits firms yielded domestically and abroad are distributed as dividends
to the households. From the expected profit maximization the following FOCs for the active
price adjusting firm with respect to its optimal price decisions domestically and abroad PH,f,t
and PX,f,t can be derived:

Et

[
∞∑
k=0

Λt,t+kξ
k
H

(
Π̃H,t:t+kP̃H,t − ϕHt+kMCt+k

)
Hf,t+k

]
= 0 (5.23)

Et

[
∞∑
k=0

Λt,t+kξ
k
X

(
Π̃X,t:t+kP̃X,t − ϕXt+kMCt+k

)
Xf,t+k

]
= 0 (5.24)

137



where P̃H,t = P̃H,f,t and P̃X,t = P̃X,f,t are the prices the active price setting fractions of
intermediate goods producers (1− ξh) and (1− ξX) demand for their products with:

PH,f,t+k = Π̃H,t:t+kP̃H,t

Π̃H,t:t+k =
k∏
s=1

ΠχH
H,t+s−1Π̄

(1−χH)
t+s

PX,f,t+k = Π̃X,t:t+kP̃X,t

Π̃X,t:t+k =
k∏
s=1

Πχx
X,t+s−1Π̄

(1−χx)
t+s

respectively. Similar to the active wage setting outlined 5.2.1.2 optimal prices equate the sum
of expected discounted revenues to the sum of expected discounted marginal costs, where ϕHt
and ϕXt expresses the price-markups the intermediate goods producing firms can demand
domestically and abroad above their marginal costs. Analogue to the aggregated wage the
aggregated price indices PH,t and PX,t are determined by:

PH,t =

[
(1− ξH)

(
P̃H,t

) 1

(1−ϕHt ) + ξH

(
ΠχH
H,t−1Π̄

(1−χH)
t PH,t−1

) 1

(1−ϕHt )

]
(5.25)

PX,t =

[
(1− ξX)

(
P̃X,t

) 1

(1−ϕXt ) + ξX

(
Πχx
X,t−1Π̄

(1−χx)
t PX,t−1

) 1

(1−ϕXt )

]
(5.26)

Foreign intermediate-goods producing firms

The exporting foreign intermediate-goods producing firms f ∗ sell their differentiated prod-
ucts Y ∗f∗,t in the monopolistically competitive domestic markets of the EMU, setting their
prices in their local currency as described by Betts and Devereux [1996]. Analogue to their
EMU competitors the continuum of foreign firms is divided into a fraction (1− ξ∗) of active
price setting firms and a fraction of firms ξ∗ which only passively adjust their prices PIM,f∗,t

according to the acquainted scheme:

PIM,f∗,t = Πχ∗

IM,t−1Π̄
(1−χ∗)
t PIM,f∗,t−1 (5.27)

with: PIM,f∗,t = P ∗X,f∗,t and ΠIM,t−1 = PIM,t−1/PIM,t−2 with PIM,t = P ∗X,t. Here it is assumed
that the import price the product is sold in the domestic market of the EMU is equal to
the price the exporting foreign firm f ∗ P ∗X,f∗,t demands for its products. The prices here
are expressed in terms of the domestic currency. The active price setting firms maximize
their expected profits with respect to their decisions concerning their price adjustments. The
expected nominal profit the firm f ∗ maximizes is expressed as:

Et

[
∞∑
k=0

(ξ∗)k Λ∗t,t+k (PIM,f∗,tIMf∗,t −MC∗t IMf∗,t) /St+k

]
(5.28)
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with IMf∗,t = X∗f∗,t. Firm’s f ∗ marginal cost MC∗t are:

MC∗t = St (PO,t)
ω∗ (P ∗Y,t)(1−ω∗)

(5.29)

such that the marginal cost are the geometric mean of the price of oil PO,t and the foreign
prices P ∗Y,t, where ω∗ determines the share of oil in EMU imports. Similar to the domestic
firms the FOC with respect to the exporting firm’s f ∗ optimal price setting decision can be
derived as:

Et

[
∞∑
k=0

(ξ∗)k Λ∗t,t+k

(
Π̃IM,t:t+kP̃IM,t − ϕ∗t+kMC∗t+k

)
IMf∗,t+k/St+k

]
= 0 (5.30)

with PIM,f∗,t+k = Π̃IM,t:t+kP̃IM,t and Π̃IM,t:t+k =
∏k

s=1 Πχ∗

IM,t+s−1Π̄
(1−χ∗)
t+s . The aggregate price

index of foreign intermediate goods imported into the EMU is given by:

PIM,t =

[
(1− ξ∗)

(
P̃IM,t

) 1
(1−ϕ∗t )

+ ξ∗
(

Πχ∗

IM,t−1Π̄
(1−χ∗)
t PIM,t−1

) 1
(1−ϕ∗t )

](1−ϕ∗t )

(5.31)

where ϕ∗t is the price markup required by foreign firms in the market of imported intermedi-
ate goods.

Domestic final-goods producing firms

As mentioned above the NAWM implies three different types of (representative) finalgo-
ods firms combining domestic and foreign imported intermediate goods into final private and
public consumption goods and private investment goods QC

t , Q
G
t and QI

t respectively. The
production of the private goods QC

t and QI
t is very similar. Both representative firms use for

their respective productions the returns-to-scale CES production technologies:

QC
t =

[
v

1
µc
c,t

(
HC
t

)(1− 1
µc

)
+ (1− vc,t)

1
µc

(
1− ΓIMc

(
IMC

t /Q
C
t , ε

IM
t

)
IMC

t

)(1− 1
µc

)
] µc

(µc−1)

(5.32)

and

QI
t =

[
v

1
µI
I,t

(
HI
t

)(1− 1
µI

)
+ (1− vI,t)

1
µI

(
1− ΓIMI

(
IM I

t /Q
I
t , ε

IM
t

)
IM I

t

)(1− 1
µI

)] µI
(µI−1)

(5.33)

where HC
t and HI

t denotes the bundle of domestic intermediate goods the final private con-
sumption and investment goods producing firms use and IMC

t and IM I
t represent the foreign

intermediate goods they need for their final-goods production. vc,t and vI,t indicate the share
of domestic goods (home bias) in the production of the private consumption and investment
goods respectively. The CES parameters µc and µI denote the intertemporal elasticity of
substitution between the distinct bundles of intermediate goods produced domestically and
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abroad. Variations in the share of imported goods IMC
t /Q

C
t and IM I

t /Q
I
t lead to costs in

the production of the final goods QC
t and QI

t expressed by the cost functions:

ΓIMC

(
IMC

t /Q
C
t , ε

IM
t

)
=
γIMC

2

[(
εIMt
)− 1

γ
IMC

IMC
t /Q

C
t

IMC
t−1/Q

C
t−1

− 1

]2

(5.34)

and ΓIMI

(
IM I

t /Q
I
t , ε

IM
t

)
, where ΓIMI

(
IM I

t /Q
I
t , ε

IM
t

)
is analogue to 5.34. γIMC , γIMI > 0

effect the private consumption and investment goods import adjustment costs respectively.
εIMt denotes an import demand shock. The aggregated quantities HC

t and IMC
t demanded

by the private consumption goods producer from the domestic and foreign firms f and f ∗

are expressed as:

HC
t =

[∫ 1

0

(
HC
f,t

) 1

ϕHt df

]ϕHt
(5.35)

IMC
t =

[∫ 1

0

(
IMC

f∗,t

) 1
ϕ∗t df ∗

]ϕ∗t
(5.36)

HI
t and IM I

t are aggregated in an analogous manner. In their profit maximization the final-
goods firms take the prices of the domestic and foreign intermediate goods PH,f,t and PH,f∗,t
as given and choose their optimal use of the differentiated goods produced by the firms f
and f ∗, such that the final-goods producers’ demand functions with respect to each of the
differentiated intermediate-goods f and f ∗ are:

HC
f,t =

[
PH,f,t
PH,t

]− ϕHt
(ϕHt −1)

HC
t (5.37)

IMC
f∗,t =

[
PIM,f∗,t

PIM,t

]− ϕ∗t
(ϕ∗t−1)

IMC
t (5.38)

where the aggregated price indices for the bundles of domestic and foreign intermediate goods
PH,t and PIM,t are:

PH,t =

[∫ 1

0

(PH,f,t)
1

(1−ϕHt ) df

](1−ϕHt )

(5.39)

PIM,t =

[∫ 1

0

(PIM,f∗,t)
1

(1−ϕ∗t ) df ∗
](1−ϕ∗t )

(5.40)

With respect to HI
f,t and IM I

f,t the respective demand functions have an analogue form.
Beside the choice of the optimal use of each differentiated intermediate good f and f ∗ re-
spectively, the final goods producer has to decide about the optimal combination of domestic
and foreign intermediate-good bundles HC

t and IMC
t . Here the final-goods producers face

the optimization problem:

[HC
t , IM

C
t ] = arg min

[HC
t ,IM

C
t ]
PH,tH

C
t + PIM,tIM

C
t (5.41)
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subject to their CES production technology in 5.32 which leads to their demand functions:

HC
t = vc,t

(
PH,t
PC,t

)−µc
QC
t (5.42)

IMC
t = (1− vc,t)

[
PIM,t

PC,tΓ̃IMC (IMC
t /Q

C
t , ε

IM
t )

]−µc
QC
t

(1− ΓIMC (IMC
t /Q

C
t , ε

IM
t ))

(5.43)

with

Γ̃IMC

(
IMC

t /Q
C
t , ε

IM
t

)
= 1− ΓIMC

(
IMC

t /Q
C
t , ε

IM
t

)
− Γ′IMC

(
IMC

t /Q
C
t , ε

IM
t

)
IMC

t

5.42 and 5.43 in the CES technology leads to the price equation:

PC,t =

[
vc,t (PH,t)

(1−µc) + (1− vc,t)
(

PIM,t

Γ̃IMC (IMC
t /Q

C
t , ε

IM
t )

)] 1
(1−µc)

(5.44)

The final-goods producers in the market for private investment goods face a similar minimiza-
tion problem as in 5.41 leading to demand equations for HI

t and IM I
t and a price equation

for PI,t analogue to the equations in 5.42, 5.43 and 5.44.

Different to the production of the private consumption and investment good the production
of the public consumption good only uses a bundle of domestically produced differentiated
intermediate goods. Here, the production function simply is:

QG
t = HG

t (5.45)

The bundle of intermediate goods HG
t used for the production of QG

t is determined by the
aggregation rule applied across the differentiated intermediate goods f :

HG
t =

[∫ 1

0

(
HG
f,t

) 1

ϕHt df

]ϕHt
(5.46)

where the public consumption goods producer chooses its optimal quantity of specific inter-
mediate goods f similar to the private consumption and investment goods producing firms
according to:

HG
f,t =

(
PH,f,t
PH,t

)− ϕHt
(ϕHt −1)

(5.47)

With respect to the production function in 5.45 the price of the public consumption good
PG,t is given by:

PG,t = PH,t (5.48)
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with the optimal quantities HC
f,t, H

I
f,t and HG

f,t the aggregated demand for the domestically
produced differentiated intermediate goods f is given by:

Hf,t = HC
f,t +HI

f,t +HG
f,t

=

(
PH,f,t
PH,t

)− ϕHt

(ϕHt −1)
Ht

(5.49)

whereas with IMC
f∗,t, IM

I
f∗,t and IMG

f∗,t the aggregated demand for the differentiated inter-
mediate goods produced by the foreign firms f ∗ is:

IMf∗,t = IMC
f∗,t + IM I

f∗,t

=

(
PIM,f∗,t

PIM,t

)− ϕ∗t
(ϕ∗t−1)

IMt

(5.50)

with Ht = HC
t +HI

t +HG
t and IMt = IMC

t + IM I
t .

Domestic export oriented firms

In the NAWM economy the fourth type of firm is a retail firm settled abroad that bun-
dles the differentiated intermediate goods Xf,t produced by EMU firms f for their markets
abroad, using the following CES production technology:

Xt =

[∫ 1

0

(Xf,t)
1

ϕXt df

]ϕXt
(5.51)

The retailer purchases the domestic intermediate goods in a monopolistially competitive
market, so that the foreign retail firm takes the prices PX,f,t/St as given. Therefore the
retailer minimizes the cost in choosing the optimal quantity of each differentiated intermediate
good Xf,t given PX,f,t/St and the aggregation rule 5.51. This cost minimization leads to the
retailers demand for the differentiated intermediate good f :

Xf,t =

(
PX,f,t
PX,t

)− ϕXt

(ϕXt −1)
Xt (5.52)

with the aggregated price index for the bundle of exported domestic intermediate goods:

PX,t =

[∫ 1

0

(PX,f,t)

1

(1−ϕXt ) df

](1−ϕXt )
(5.53)

which takes the exporting retail firm as given and supplies the quantity Xt satisfying foreign
demand, that is determined by a world demand function similar to the domestic demand
function for import goods in 5.43:

Xt = v∗t

[
PX,t/St

PC ∗
X,t Γ̃X

(
Xt/Y d ∗

t , εXt
)]−µ∗ Y d ∗

t(
1− ΓX

(
Xt/Y d ∗

t , εXt
)) (5.54)
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with:
Γ̃X
(
Xt/Y

d ∗
t , εXt

)
= 1− ΓX

(
Xt/Y

d ∗
t , εXt

)
− Γ′X

(
Xt/Y

d ∗
t , εXt

)
Xt (5.55)

where µ∗ indicates the export’s price elasticity. v∗t expresses the export share of domestic in-
termediate goods, that captures the foreign non-price related preferences for domestic goods.
PC ∗
X,t denotes the price of foreign firms competing with the EMU firms in their export mar-

kets. Y d ∗
t indicates foreign (world) demand and similar to the NAWM’s imports, exports

also faces adjustment costs in their variation relative to the demand Y d ∗
t expressed by:

ΓX
(
Xt/Y

d ∗
t , εXt

)
=
γ∗

2

[(
εXt
)− 1

γ∗ Xt/Y
d ∗
t

Xt−1Y d ∗
t−1

− 1

]2

(5.56)

5.2.1.4 Fiscal and Monetary Authorities

Fiscal authority and its budged constraint

In the NAWM the fiscal authority purchases the quantity of public consumption goods Gt.
The fiscal authority’s financial sources for its activities are taxes on wage income, on pri-
vate consumption spending on capital and dividends income as well as from lumpsum taxes.
Deficits in the fiscal budget are financed by issuing sovereign bonds Bt, such that the fiscal
authority faces the following budget constraint:

PG,tGt +Bt = τCt PC,tCt +
(
τNt + τWh

t

)(∫ 1

0

Wh,tNh,tdh

)
+ τ

Wf

t WtNt

+ τKt [RK,tut − (Γu (ut) + δ)PI,t]Kt + τDt Dt + Tt +R−1
t Bt+1

(5.57)

For financing budget deficits it is assumed that Riccardian equivalence holds such that in
the long run there is no difference in financing the budget deficit by issuing new bonds or
levying lump-sum taxes. In the NAWM without loss of generality it is assumed that the
fiscal authority closes its budget deficits by raising lump-sum taxes.

Monetary authority and its monetary policy decision rule

Monetary policy decisions in the NAWM are based on a Taylor-rule like (log) reaction func-
tion:

ln

(
Rt

R

)
= φR ln

(
Rt−1

R

)
+ (1− φT )

[
ln

(
Πt

Π̄

)
+ φπ

(
ln

(
ΠC,t−1

Π̄

)
− ln

(
Πt

Π̄

))]
+ ln

(
Ỹt
Y

)
+ φ∆Π

(
ln

(
Π̄C,t

Π̄

)
− ln

(
Π̄C,t−1

Π̄

))

+ φ∆Y

(
ln

(
Ỹt
Y

)
− ln

(
Ỹt−1

Y

))
+ ln

(
ηRt
)

(5.58)
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where Ỹt = Yt/zt denotes the aggregated output Yt scaled by the permanent technology shock
lastingly effecting the economy’s labor productivity. R,Π and Y are the steady-state values
of the nominal short term interest rate, the ECB’s long-run inflation target and the (produc-
tivity scaled) aggregated output. ln

(
Π̄t/Π̄

)
in 5.58 expresses a temporal (log) deviation of

the inflation objective from its long-run target Π̄. In our specification of the NAWM we allow
a time-variation in the ECB’s inflation target (relative to its long-term target) described by:

ln

(
Π̄t

Π̄

)
= ρΠ ln

(
Π̄t−1

Π̄

)
+ ln

(
ηΠ
t

)
(5.59)

such that in total monetary policy is effected by the two shock variables ηRt directly affecting
the monetary policy rate Rt and ηΠ

t indirectly affecting Rt.

5.2.1.5 Net foreign Assets, Trade Balance and Terms of Trade

In the NAWM unbalances with the international trade partners are financed by the domestic
economy’s net holdings of foreign bonds:

B∗t+1

R∗t
= B∗t

TBt

St
(5.60)

where the LHS are the foreign bonds with redemption in t + 1 financing (possible) trade
surpluses in the trade balance:

TBt = PX,tXt − PIM,tIMt (5.61)

in refinancing maturing bonds B∗t in t. The economy’s terms of trade, expressing the domestic
prices of imports PIM,t relative to the prices of exports PX,t payed to firms abroad, are
expressed as:

ToTt =
PIM,t

PX,t
(5.62)

In Appendix D.2 we further outline the DSGE model’s market clearing and aggregate resource
constraints.

5.2.2 Shocks and uncertainty in the EMU wide economy

In our NAWM implementation the 21 structural shocks:

ϑ̂
T

t = [ε̂ct , ĝz,t, ε̂
i
t, ε̂

RP
t , ε̂RP

∗

t , ϕ̂wt , ε̂
N
t , ϕ̂

h
t , ϕ̂

x
t , ϕ̂

∗
t , ε̂

im
t , η̂

r
t ,

η̂πt , ε̂
x
t , ε̂t, v̂

∗
t , ε̂

y∗

t , ε̂
r∗

t , ε̂
POIL
t , ε̂

p∗y
t , ε̂

g
t ]

are independently but autocorrelated and evolve according to:

ϑ̂t = Pϑ̂t−1 + Σϑ,tεt (5.63)
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where:

εTt =
[
εct , ε

gz
t , ε

i
t, ε

RP
t , εRP

∗

t , εϕ
w

t , εNt , ε
ϕh

t , ε
ϕx

t , ε
ϕ∗

t , ε
im
t , ε

r
t , ε

π̄
t , ε

x
t , εt, ε

v∗

t , ε
y∗

t , ε
r∗

t , ε
pOIL
t , ε

p∗y
t , ε

g
t ,
]

defines the vector of economic disturbances, P is a diagonal 21 × 21 matrix expressing the
first order autoregression and Σϑ,t is a diagonal matrix with the 21 time-varying stochastic
volatilities:

σTt = [σct , σ
gz
t , σ

i
t, σ

RP
t , σRP

∗

t , σϕ
w

t , σNt , σ
ϕh

t , σϕ
x

t , σϕ
∗

t , σ
im
t , σrt , σ

π̄
t , σ

x
t , σt, σ

v∗

t ,

σy
∗

t , σ
r∗

t , σ
pOIL
t , σ

p∗y
t , σ

g
t ]

(5.64)

on its diagonal. The dynamics of the second moments in σt follow the VAR[1] process:

ln (σt) = µσ + Pσln (σt−1) + Σσεσ,t (5.65)

where µσ is the 21×1 conditional mean of the (log) volatilities, Pσ is the 21×21 autoregressor
matrix and the 21 × 21 covariance matrix Σσ,t is diagonal. The idiosyncratic term of the
time-varying volatilities interpreted as uncertainty shocks to the EMU economy is Gaussian
with εσ,t ∼ N(0, I21×21).

5.2.3 Calibration and rational expectations form

5.2.3.1 Calibration and steady state

In line to Kydland and Prescott [1982] parts of the NAWM’s parameters are calibrated. In
the calibration of the NAWM we follow Christoffel, Coenen and Warne [2008]. Similar to
Christoffel, Coenen and Warne [2008] we reduce the steady-state version of the NAWM to
a system consisting of four equations expressing the equilibrium relations in the labor-, the
capital-, and the goods-markets with their relative prices respectively. We simultaneously
solve this equation system, receiving the steady-state values of k, c,N and pi where the last
one is the price of the investment good expressed relative to the price of the consumption good.
For the dynamics of the foreign global economy state variables ŝ∗ Tt = [ŷ∗t , r̂

∗
t , p̂OIL,t, p̂y∗,t] and

we define:
ŝ∗t = Aŝ∗t−1 + ε̂∗t (5.66)

with ε̂∗ Tt =
[
ε̂y
∗

t , ε̂
r∗
t , ε̂

pOIL
t , ε̂

p∗y
t

]
in ϑ̂t where ϑ̂t follows the dynamics defined in 5.63. A is a

4× 4 lower triangular matrix. The process of government spending activities is defined by:

ĝt = aĝt−1 + εgt (5.67)

with εgt also in ϑ̂t which follows the dynamics in 5.63.
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5.2.3.2 Canonical rational expectations form of the implemented NAWM

Following Herbst and Schorfheide [2016] or Dejong and Dave [2011] to determine the agent’s
rational expectations in a first step the 62 log-linearized equations of 5.2.1 and Appendix
D.2 combined with 55 additional necessary (log) linear equations for the 117 endogenous
macroeconomic variables of our stochastic volatility NAWM are transferred into the DSGE’s
canonical linear rational expectations form:

Γ0ŝt = Γ1ŝt−1 + Ψεt + Πηt (5.68)

where:

ŝTt = [λ̂t, ĉt, Q̂t, p̂i,t, p̂k,t, p̂x,t, p̂y,t, p̂im,t, p̂c,t, p̂g,t, p̂
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defines the 117× 1 state vector.
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is the 21× 1 vector of innovations and

ηTt = [λ̂t − Et−1

[
λ̂t

]
, ĉt − Et−1 [ĉt] , Q̂t − Et−1
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is the 19× 1 vector of expectation errors. Γ0 and Γ1 are 117× 117 matrices, and Ψ and Π
are 117× 21 and 117× 19 matrices relating the vectors of innovations and expectation errors
to the dynamics of the state variables.

5.3 Estimation

Estimation of our large-scale stochastic volatility macroeconomic model is very similar to
the estimation procedure Justiano and Primiceri [2008] apply. Here too, the solution of the
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model is done by log-linearizing the DSGE model implied laws of motion of the economic
state variables. Referred to Born and Pfeifer [2014] or Basu and Bundick [2017] this pro-
cedure is not as accurate as the application of second or third order Taylor series, but the
effort related to the model’s implementation and computation is much lower than for the
alternative procedures. Nevertheless estimation of our large-scale stochastic volatility DSGE
model remains computational challenging. Therefore we divide our estimation into two runs
- a pre-estimation run where we estimate the constant, non-stochastic volatility version of our
DSGE model by applying a Markov Chain Monte Carlo (MCMC) procedure, where we draw
the model’s parameters with the random walk Metropolis-Hastings algorithm. From this first
run we use the posteriors mode to start our second run for estimating and extracting the
parameters and volatilities of the stochastic volatility version of our large-scale DSGE model.
In more technical terms this means that we use the region around the mode of the constant
volatility NAWM in the search space for our estimation of the stochastic volatility NAWM.
Estimation and extraction in this second run is based on a Gibbs sampling MCMC procedure
alternating between two different state-space models - a first state space model that is con-
ditional on the macroeconomic volatilities {σt}t=1,2,...,T from which the model’s parameter
vector θ and the state variables {ŝt}t=1,2,...,T are drawn. Here we also draw the parameters
with the random walk Metropolis-Hastings algorithm, whereas {ŝt}t=1,2,...,T is drawn from
the Kalman filter as described in Carter and Kohn [1994]. The second state-space model is
conditional on {ŝt}t=1,2,...,T . From this state-space model the time series of macroeconomic
volatilities {σt}t=1,2,...,T are drawn. Drawing {σt}t=1,2,...,T is done by applying the Gibbs par-
ticle filter with conditional resampling proposed by Andrieu, Doucet and Holenstein [2010]
and the backward drawing algorithm proposed by Whiteley [2010]. We formulate the particle
filter in its bootstrap form described in Creal [2012] or Saerkkae [2013].

5.3.1 First DSGE state space model conditional on σt=1,2,...,T

Our DSGE model’s first state-space model conditional on {σt}t=1,2,...,T is specified by the
measurement equation:[

yt
ln (σt)

]
=

[
c18×1
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]
+

[
M18×117 018×21

021×117 I21×21

] [
ŝt

ln (σt)

]
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]
(5.69)

with Gaussian measurement errors:[
ϑy,t
ϑσ,t

]
∼ N

([
018×1
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]
,

[
Σ18×18 018×21

021×1 021×21

])
(5.70)

where the covariance Σ is diagonal. The 18× 1 vector:

yTt = [∆GDPEMU
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contains the measurements of (EMU) GDP, consumption, investment, government spending
expenditures, exports, imports, GDP-, consumption- and import-deflator based inflation
rates, labor (measured in total employment), per head wages, the monetary policy rate set
by the ECB (approximated by the one month EONIA swap rate), the effective exchange rate,
(world) GDP and (world) GDP-deflator based inflation, the USD-LIBOR, export-deflator
based inflation and the oil price (UK-Brent). Data details and details relating the preparation
and transformation of the data are outlined in Appendix A.2 and A.3. The constants in c are
the state-variables’ steady-state values and M is a specified 18 × 117 matrix. The rational
expectation model expressed in the foregoing section 5.2.3.2 is solved by applying Sim’s QZ
algorithm, which leads to the form:

ŝt = θc + Θ0ŝt−1 + Θ1(σt)εt (5.71)

such that we can formulate the system’s transition equation for describing the dynamics of
the state variables as:[

ŝt
ln (σt)

]
=

[
θc
µσ

]
+

[
Θ0 0117×21

021×117 Pσ

] [
ŝt−1

ln (σt−1)

]
+

[
Θ1(σt) 0117×21

021×117 Σσ

] [
εt
εσ,t

]
(5.72)

with µσ,Pσ and Σσ from the VAR[1] process of the time varying (log) volatilities in 5.65.
The solution routine proposed by Sims [2001] is outlined in more detail in Sim’s solution
algorithm.

5.3.2 Second DSGE state space model conditional on ŝt=1,2,...,T

Our second state-space model conditional on the state variables {ŝt}t=1,2,...,T is specified by
5.65 and 5.71 where 5.71 defines the measurement equation and 5.65 the transition equation.
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RMSE

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INVY INFC INFι LABOR ∆WAGE ECB FX

Const. Vola 0.380 0.150 0.328 1.509 0.023 0.094 0.041 0.186 0.412 0.007 0.962 0.383 0.005

Stoch. Vola 0.317 0.047 0.003 0.023 0.024 0.062 0.065 0.148 0.200 0.019 0.011 0.033 0.007

Table 5.1: RMSE comparison of constant and stochastic volatility NAWM estimations.
(The RMSEs are calculated at the mode of the models’ posteriors).

Sample Mean (Q1/1987 – Q1/2014)

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INVY INFC INFι LABOR ∆WAGE ECB FX

Obs. 0.436 0.388 0.397 3.936 1.246 1.220 0.588 0.613 0.322 0.357 0.208 4.865 -0.415

Const. Vola 0.055 0.538 0.725 5.445 1.269 1.127 0.630 0.799 0.734 0.363 1.170 4.482 -0.410

Stoch. Vola 0.118 0.436 0.394 3.913 1.270 1.158 0.653 0.761 0.522 0.337 0.219 4.898 -0.408

Sample Standard Deviation (Q1/1987 – Q1/2014)

∆GDP ∆CONS ∆INV GOV ∆EXP ∆IMP INVY INFC INFι LABOR ∆WAGE ECB FX

Obs. 0.626 0.502 1.473 1.880 1.951 1.820 0.353 0.392 1.166 2.073 0.334 3.364 26.371

Const. Vola 0.492 0.515 0.914 1.936 1.946 1.731 0.458 0.455 0.540 2.073 0.566 3.144 26.370

Stoch. Vola 0.619 0.466 1.423 1.866 1.942 1.711 0.352 0.569 0.626 2.125 0.349 3.320 26.373

Table 5.2: Observed and constant/ stochastic volatility NAWM implied unconditional first
and second moments. (First and second moments of the NAWM are calculated at the mode
of the models’ posteriors).

5.4 Empirical implications of the EMU macroeconomic

framework

5.4.1 In-sample-fit

In Appendix D.3 we outline our used prior distributions and their parametrizations as well
as our estimated posterior distributions of our constant and stochastic volatility NAWM
estimations. Our stochastic volatility NAWM estimation reveals good in-sample-fitting qual-
ities. In Table 5.1 we list the root mean squared errors (RMSE) of the constant volatility
and our stochastic volatility NAWM. In total the RMSEs of our stochastic volatility NAWM
are lower than the RMSEs of the constant volatility NAWM. The observed and stochastic
volatility NAWM implied macroeconomic state variables are shown in Figure 5.3. In Table
5.2 we additionally compare the unconditional first and second moments of the observed and
constant and stochastic volatility NAWM implied macroeconomic variables. Table 5.2 also
reveals that in total our stochastic volatility NAWM implied unconditional first and second
moments are closer to the observed unconditional first and second moments than moments
implied by the constant volatility NAWM.
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Table 5.3: Observed and stochastic volatility NAWM implied macroeconomic variables between Q1/1987 and Q1/2014
at the posterior’s mean.
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5.4.2 Macroeconomic uncertainty

In Figure 5.4 we plot the time varying volatilities of the EMU countries’ consumption and
total employment, world GDP and the oil price. Additionally in Figure 5.5 we plot the time
varying volatilities of global and EMU related monetary policy as well as of financial market
induced structural shock variables. In Figure 5.4 both EMU’s consumption and the world
GDP reveal low uncertainty between 1998 and 1999. With the burst of the dot-com bubble
starting in the beginning of 2000 reinforced by the terrorist attacks at 09/11 and the following
wars lead by the U.S. in Afghanistan in 2001 and in Iraq in 2003 the volatility of EMU’s con-
sumption and global income sharply increased. A further interesting aspect is the historically

Table 5.4: DSGE model implied stochastic volatilities of consumption, employment, world
income as well as oil related structural shock components evaluated at the mode of the models
posteriors (dashed lines show the 2σ band).

high uncertainty related to EMU’s total employment between 1999 and 2003. At that time
especially France and Germany faced low economic growth and high unemployment rates.
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Germany at that time called - the sick man of Europe - governed by the Social Democrats
and the Green Party under chancellor Gerhard Schroeder reacted to these economic circum-
stances in introducing the Agenda 2010 - a series of economic and social reforms with the aim
to reform the German welfare state and the German labor relations. In Figure 5.5 between
Q4/2005 and Q3/2008 the volatility related to EMU’s monetary policy sharply increased.
This phase of high monetary policy uncertainty is dominated by the overheating of the U.S.
housing market and the upcoming of the U.S. subprime crisis starting with the sharp decline
in U.S. housing prices in the beginning of 2007 and the reaction of the FED in decreasing
its federal funds rate in September 2007 from 5.25% to 4.75%, initiating the FED’s interest
rates decreasing path reaching its historical minimum of 0.25% in December 2008 lasting
until December 2015. With the bankruptcy of Lehman Brothers in September 2008 the ECB
decreased its main refinancing operations rate from 4.25% to 1.00% between September 2008
and May 2009 with the result in reducing the monetary policy related uncertainty in the
EMU.

Taking into account our overall horizon between Q1/1987 and Q1/2014 uncertainty related
to monetary policy in the EMU remains high still after the short term interest rate lowering
initialized by the ECB since September 2008. Looking at the volatility of the 1M USD LI-
BOR uncertainty of this global short term interest rate more or less continuously increased
since the second half of 2008. The EMU countries’ risk premium uncertainty peaks in the
years 1996, 1997 and 1998 - the years of the Asian and Russian economic crisis. With the
introduction of the Euro - first as accounting money in 1999 and later in 2002 as day-to-
day operating currency - the uncertainty related to the risk premiums of the EMU were
historically low until the beginning of 2006. Then EMU’s risk premium uncertainty gradu-
ally increases until peaking in Q1/2012, with the agreement of the EMU finance ministers
on the second rescue program for Greece in February 2012 implying the 50% ”haircut” of
Greece’s government debt already announced in October 2011. There is a phase of a high
global risk premium uncertainty between Q2/1989 and Q2/1992 with the fall of the Berlin
wall in November 1989, the German reunification in 1990 and the dissolution of the Soviet
Union with the Alma-Ata protocol in December 1991. After that the global risk premium
uncertainty declines until the beginning of 2006, when the premium’s volatility starts again
to increase. In section 5.2. we show the estimates of the stochastic volatility DSGE with
an integrated term structure of interest rate proposed in the foregoing chapter. This DSGE
economy is very similar to the economy proposed by Christiano, Eichenbaum and Evans
[2005] and Smets and Wouters [2003, 2007] with disturbing shocks related to monetary pol-
icy and the financial risk premium. For both shocks the time varying volatility patterns are
similar to the volatility patterns of the EMU’s/ ECB’s short term interest rate and EMU’s
risk premiums shown in Figure 5.5. In Figure 5.6 we plot the volatility related to EMU’s
government spending activities. Figure 5.6 reveals that since the introduction of the Euro as
EMU’s common accounting currency uncertainty related to the countries’ spending activities
increases, reaching in the beginning of 2005 a plateau of high uncertainty interrupted by two

152



Table 5.5: DSGE model implied stochastic volatilities of EMU countries monetary policy,
international interest rate , EMU risk premium as well as international risk premium related
structural shock components evaluated at the mode of the models posteriors (dashed lines
show the 2σ band).

sharp peaks. The first peak of high uncertainty - historically the highest - is in Q4/2007
after the FED started to decrease its monetary policy rate for stabilizing the U.S. economy.
The second sharp peak of uncertainty is in Q4/2008 after the collapse of Lehman Brother
and ECB’s reaction in decreasing its main refinancing operations rate. In Appendix D.3.3 we
show the time varying volatilities for the remaining shock variables of our large-scale DSGE.
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Table 5.6: DSGE model implied stochastic volatility of EMU countries government spending
activities related structural shock component evaluated at the mode of the models posteriors
(dashed lines show the 2σ band).

5.5 Financial market uncertainties

5.5.1 Stock market uncertainties

Beside the macroeconomic uncertainty we have a look at the uncertainty observed for the
financial markets. Therefore we have estimated on a monthly basis between 03/2005 and
02/2014 the time varying volatilities of the stocks listed in the DAX 30, CAC 40, AEX
25, FTSE MIB and in the IBEX 35 for Germany, France, the Netherlands, Italy and Spain
respectively. The stock data we used for our volatility estimations are listed in Appendix D.1.
For estimating the stock volatilities we have used the generalized autoregressive score (GAS)
model proposed by Creal, Koopman and Lucas [2011]. From a theoretical point of view our
estimation is based on the intertemporal capital asset pricing model (iCAPM) proposed by
Merton [1973] and more recently empirically investigated by Bali and Engle [2010]. We use
for our volatility estimations the stock’s excess returns:

xrt = (Pt/Pt−1) 100− rf,t (5.73)
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where Pt and Pt−1 are the stock’s prices at t and t−1 and rf,t denotes the risk free rate - in our
case the 1M EONIA swap rate. We outline our implementation of the GAS estimation in more
detail in Appendix C.3. The GAS estimated volatilities of the excess returns of the stocks for
the five EMU countries are shown in Appendix D.4. Because of the high dimensionality of
our generated volatility data set we dissolve the implied curse of dimensionality by extracting
principal components (PCs) from the countries stock volatilities. Beside the countries stock
indices DAX 30, CAC 40, AEX 25, FTSE MIB and in the IBEX 35, the dynamics of the first
six PCs are shown in Figure 5.7. For purposes of interpretation in Appendix D.4 we also
show for each country the (percentage) contributions of the countries stocks to the six PCs.
In absolute terms for all five EMU countries in Figure 5.7 we see large volatility components
in the countries first recession phase ranging from 02/2008 to 06/2009. Even earlier since
the beginning of 2007 the stock markets of France and the Netherlands show an increase -
in absolute terms - in their stock market’s volatility components. In the first recession phase
Germany and France show the highest volatilities. A second phase of high volatility is at
the beginning of the second recession phase of our stock prices sample around October 2011
when the state representatives of the 17 EMU countries announced on October 27th 2011 the
50% ”haircut” for Greece. Especially Germany shows a sharp increase - in absolute terms
- in temporal proximity to this announcement. The contributions of the countries stocks to
their PCs shown in sections D.4.6 to D.4.10 in the Appendix D.4 reveal, that the German
insurance company Allianz and Germany’s largest bank the Deutsche Bank largely impact the
dominant first PC in 09/2011 and 10/2011. Surprisingly the Spanish stock market volatility
not directly reacts on the decision of the ”haircut” for Greece. The Spanish stock market
volatilities sharply increases - in absolute terms - between 05/2012 and 07/2012 when the
Spanish government nationalized the Spanish Bankia and the EMU finance ministers agreed
about a 100 bn financial support program for stabilizing the Spanish banking sector. From
Appendix E it becomes clear that the Spanish Banco Santander has a large impact on the
first volatility PC. Later in 09/2012 Banco Sabadell also has a large (30%) impact on the
first PC.
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Table 5.7: EMU’s stock market indices DAX 30, CAC 40, AEX 25, FTSE MIB and IBEX 35 and the 6 principal
components of the time varying GAS volatilities estimated for the countries companies listed in the respective sock
market indices between 03/2005 and 02/2014.
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5.5.2 Bond market uncertainties

Focusing on the upcoming sovereign debt crisis in the EMU since 2010 in this chapter we
use the insights of the medium- to large-scale stochastic volatility New-Keynesian DSGE
model combined with an arbitrage-free macro-finance affine term structure of interest rates
model with unspanning stochastic volatility factors (USV-ATSM) introduced in the forego-
ing chapter for discussing the uncertainty patterns of the term structure of interest rates for
Germany and Italy - our two representative EMU countries in this section. In the following
we label this combined model as DSGE-USV-ATSM. As described in in the foregoing chapter
in more detail the DSGE-USV-ATSM is estimated by applying an MCMC procedure, where
the procedure alternates between two large modeling blocks, where in each of these blocks the
Bayesian estimation routine alternates again between two larger state-space models. In each
of these two model blocks we appy the Gibbs particle filter with conditional resampling by
Andrieu, Doucet and Holenstein [2010] and backward drawing proposed by Whiteley [2010]
for extracting the volatility patterns of the DSGE’s as well as of the term structure of interest
rates state variables. Because of the complexity of this combined model we have implemented
and estimated a larger number of alternative constant and time-varying volatility term struc-
ture models for checking the quality and robustness of the combined DSGE-USV-ATSM. For
the model estimations we use zero-coupon rates between Q1/2005 and Q1/2014. For extract-
ing the zero-coupon rates from the government bond prices of Germany and Italy we use the
parametric Nelson-Siegel-Svensson (NSS) approach proposed by Nelson and Siegel [1987] and
Svensson [1995]. Bond data and the NSS approach are listed and outlined in Appendix A.2
and A.3. In Figure 5.8 we show the in-sample-fitting performance of 13 implemented and
estimated alternative term structure models. The range of term structure models includes
the Vasicek-model proposed by Vasicek [1977], the dynamical Nelson-Siegel (DNS) models in
their independent and correlated form as well as the more recent arbitrage-free formulation
of the DNS (AFDNS) proposed Christensen, Diebold and Rudebusch [2011]. We further im-
plemented the macro-finance MF-DNS introduced by Diebold, Rudebusch and Aruoba [2006]
in extending the latent factor approach of the DNS models by implying observed macroe-
conomic factors. With the USV-Latent-DNS and USV-MF-DNS models we further extend
the latent DNS and MF-DNS models by endogenously regarding an (unspanned) stochas-
tic volatility structure for the model’s interest rate factors. Further we implemented the
Latent-ATSM and the MF-ATSM with pure (latent) term structure factors and additional
macroeconomic factors proposed by Ang and Piazzesi [2003]. With respect to the constant
volatility MF-ATSM we implemented the USV-MF-ATSM proposed by Creal and Wu [2017].
With the constant volatility BCM-DSGE proposed by Beakert, Cho and Moreno [2010] we
further regard a term structure model that combines a small-scale DSGE model combined
with an ATSM. As outlined in the previous chapter our DSGE-USV-ATSM shows a good
in-sample fitting comparable to the latent-ATSM which has a very good in-sample fitting
quality over the whole maturity spectrum. For Italy our DSGE-USV-ATSM is comparable
to the fitting quality of the DNS term structure models.
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Table 5.8: Comparison of the in-sample-fit for the maturities 12,24,48 and 60 month of 14 term structure of interest
rate model implementations for Germany and Italy over the time horizon Q1/2005 and Q1/2014. Ten of these term
structure models are constant volatility models and four models are (unspanned) stochastic volatility models.
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Figure 5.9 shows the interest rate volatilities for Germany and Italy with respect to the six
maturities 6,12, 24,36, 48 and 60 month estimated in our DSGE-USV-ATSM and the GAS
model by Creal, Koopman and Lucas [2011] (see previous section 5.5.1 and Appendix C.3).
For the GAS we adjusted the interest rates by their conditional mean estimated by a con-
ventional VAR[1]. For our DSGE-USV-ATSM Figure 5.9 reveals a volatility peak for all six
maturities in the second half of the first recession phase between Q2/2008 and Q2/2009 after
the collapse of Lehman Brothers.

Table 5.9: Stochastic volatilities for the maturities 6,12, 24,36, 48 and 60 month implied
by the DSGE-USV-ATSM evaluated at the mode of the models posterior and the restricted
Student’s t GAS[1,1] model for Germany and Italy between Q1/2005 and Q1/2014.

The interest rate volatilities estimated by the GAS model show a similar pattern, with the
difference that the maturities 24 to 60 month show a first peak at the beginning of the reces-
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sion phase. A further difference between DSGE-USV-ATSM and GAS model is the deviating
pattern of the GAS interest rate volatilities for the maturities 12 and 24 month. Here the
DSGE-USV-ATSM interest rate volatilities show a more homogeneous pattern. To become
an understanding about the structure behind the interest rates volatility patterns shown in
Figure 5.9 in Figure 5.10 we show the empirical term structure of interest rates uncertainty
shock ε̂h,t disturbing the latent volatility factor that drives the volatilities of the interest rates
over the whole maturity spectrum. Obviously for both EMU countries in the first recession
phase between Q2/2008 and Q2/2009 we measure a high uncertainty - represented by ε̂h,t
- affecting the term structure of interest rate volatilities. For Germany Figure 5.10 further

Table 5.10: Empirical term structure of interest rates uncertainty shock ε̂h,t implied by the
DSGE-USV-ATSM evaluated at the posteriors mode and the Economic Policy Uncertainty
Index between Q1/2005 and Q1/2014 for Germany and Italy.

points out that there is a second phase of high uncertainty shocks with its peak in Q4/2010,
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in which the term structure of interest rates starts to increase after a two years lasting period
of decreasing interest rates and a few month before the ECB’s official decision to increase its
short term monetary policy rate for the EMU in April 2011. Italy shows a sharp uncertainty
shock in Q4/2012 with the announcement of the resigning of Mario Monti, who headed a
non-elected cabinet of economic experts since 2011 that launches the Italian austerity reform
program and the dissolution of the Italian parliament that followed the resignation. In Fig-
ure 8 we additionally plot the Economic Policy Uncertainty (EPU) index proposed by Baker,
Bloom and Davis [2016] measured for Germany and Italy. For Germany the EPU index
indicates a phase of higher economic policy uncertainty in the first recession phase between
Q2/2008 and Q2/2009 and the three quarters before this phase. The peak of the German
EPU index at the beginning of the second recession phase in Q3/2011 reflects the political
discussions related to the 50% writedown of the value of Greece’s government debt held by
private investors announced in October 2011 with strong effects also to the German stock
market and its volatilities as shown in 5.5.1. The uncertainty shock pattern revealed for the
German term structure of interest rates developments shows an increased uncertainty one to
two periods before the German EPU index peaks. For Italy the interest rates uncertainty
shock ε̂h,t peaks at the end of 2012 whereas the Italian EPU index peaks at the beginning of
2013 with the Italian election in February 2013.

5.6 Conclusion

In this chapter we have implemented and estimated a large-scale second generation New-
Keynesian open economy DSGE model with stochastic volatilities for modeling the economy
and the economic uncertainties of the EMU as a whole. Estimation of our stochastic volatility
area wide DSGE model has similarities to the estimation procedure applied by Justiano and
Primiceri [2008]. We have applied an MCMC Gibbs sampling procedure where our procedure
alternates between two large modeling blocks described by two state-space models. Because
of the non-linear character of our open economy DSGE we have applied a forward Gibbs
particle filter with conditional resampling and backward drawing for extracting the volatility
patterns induced by the 21 sources of economic uncertainty. We find that between Q4/2005
and Q3/2008 the uncertainty related to EMU’s monetary policy sharply increased. We
further find that the ECB’s short term interest rates decrease initialized after the bankruptcy
of Lehman Brothers in September 2008 reduced the monetary policy related uncertainty in
the EMU. Nevertheless we find that monetary policy uncertainty in the EMU still remains
historically high. With respect to the Euro and its introduction we find that until 2006 the
introduction of the Euro lead at first to historically low uncertainties related to financial
risk premiums demanded by investors in the EMU. In 2006 risk premium uncertainties in
the EMU began gradually to increase until peaking in Q1/2012, with the agreement of the
EMU’s finance ministers on the second rescue program for Greece in February 2012 implying
the 50% ”haircut” of Greece’s government debt. Focusing on the EMU’s major stock markets
we used the theoretical background of the intertemporal capital asset pricing model (iCAPM)
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proposed by Merton [1973] for analyzing the excess returns’ volatilities of stock prices from
more than 100 companies listed in the DAX 30, CAC 40, AEX 25, FTSE MIB and in
the IBEX 35 where we have applied for estimating the time-varying covariance matrices of
the iCAPM the generalized autoregressive score (GAS) model recently proposed by Creal,
Koopman and Lucas [2011]. With the GAS implied multivariate Student’s t-distribution we
regard more extreme financial risks lying in the fat tails of the multivariate t-distribution in
our analysis. Here too we find that uncertainty is especially high around the announcement
of the 50% ”haircut” for Greece by the state representatives of the 17 EMU countries. We
further find that Germany shows the largest reaction to this announcement with a sharp
increase in its stock markets volatility dominated by an increase of the volatilities of stock
price movements of German insurance and banking companies. Taking into account the
upcoming of the EMU’s sovereign debt crisis since 2010 in this paper we further focused on
the term structure of interest rates dynamics and its implied uncertainties in the market of
German and Italian government bonds. Here we used the results from the estimation of the
medium- to large-scale stochastic volatility New-Keynesian DSGE model combined with an
arbitrage-free macro-finance affine term structure of interest rates model with unspanning
stochastic volatility factors introduced in the previous chapter. From the estimations for
Germany and Italy it follows that the volatilities of the term structure of interest rates
sharply increased after the bankruptcy of Lehman Brothers and ECB’s initialized interest
rates decreasing reaction. The German term structure also reveals higher uncertainty in the
phase around Q4/2010 in which the ECB after two years of decreasing interest rates tried
to increase again its short term interest rates. For Italy we further find that the resignation
of Mario Monti in Q4/2012 who implemented the Italian austerity policy lead to a larger
uncertainty shock.
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6. Comparison of Yield Curve
Forecasting Models

6.1 Introduction

In this chapter we compare the predictive abilities of various term structure of interest rate
models. With Germany, France, the Netherlands, Italy, Spain and Portugal, the comparison
includes six major countries of the European Monetary Union (EMU). Our data samples
with which our analysis are done range from 03/2005 to 02/2014 - a very challenging but
nevertheless realized period where the Euro and the EMU institutions become more settled
and before ECB initializes its unconventional expanded asset purchase program (EAPP) in
the end 2014 and the public sector purchase program (PSPP) in the beginning 2015 - but
with critical events such as the upcoming of the international financial crisis with the de-
fault of Lehman Brother’s in September 2008, the sharp 275 basis points decrease of ECB’s
controlled short term main refinancing operations rate from 4.25% in September 2008 to
1.50% in March 2009 and the European sovereign debt crisis since 2010 with Mario Draghi’s
”Whatever it takes” in July 2012.

The term structure models used for our analysis are mainly selected from three classes of
term structure models. The first class is defined by models of the dynamic Nelson-Siegel
(DNS) type. These models originally based on the parametric approach proposed by Nelson
and Siegel [1987]. The parsimonious and static Nelson-Siegel approach aims to provide a
good in-sample-fit for bond data observed at a single time t . The dynamic extension of the
static approach was methodologically introduced for interest rate predictions by Diebold and
Li [2006]. For our out-of-sample experiments done in this chapter we use two specifications
of the DNS by Diebold and Li [2006]. Both specifications decompose the yields into a set of
latent factors. To combine the latent factors with observed macroeconomic factors we further
use the macro-finance DNS developed by Diebold, Rudebusch and Aruoba [2006]. Substi-
tuted under the class of DNS models are also the arbitrage-free DNS (AF-DNS) proposed by
Christensen, Diebold and Rudebusch [2011]. Christensen, et. al. [2011] reformulate the DNS
by introducing a no-arbitrage term in the term structure equations of the DNS. Christensen
et. al. [2011] further show that their arbitrage-free formulation of the DNS provides superior
forecasts compared to the original proposed DNS.
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The second class of term structure models consists of the so called short rate models. Here
we specify a three factor version of the Vasicek-short rate model, proposed by Vasicek [1977].
The model assumes a mean-reverting Ornstein-Uhlenbeck transition process for describing
the model’s factor dynamics. Under the no-arbitrage condition the Vasicek- short rate model
implies a closed form analytic expression of the term structure of interest rates in economic
equilibrium.

The third class of term structure models implies the arbitrage-free affine term structure
models (ATSM) originally proposed by Duffie and Kan [1996]. Here the lines between the
three classes become fuzzy because of the arbitrage-free and affine characteristics of term
structure models from the other model classes.

In their seminal paper Ang and Piazzesi [2003] formulate two types of arbitrage-free ATSM
- the latent factor yields-only ATSM and the macro-finance ATSM with unobservable latent
and observable macroeconomic factors. Both types use a Taylor rule like short rate equation
for combining the term structure with their respective observable and unobservable factors.
For our forecasting purposes we use both model types. With respect to stochastic volatilities
we also apply the ATSM with (spanned) stochastic volatilities proposed by Creal and Wu
[2015]. Here beside the Gaussian latent factors determining the term structure of interest
rates Creal and Wu [2015] introduce a non-Gaussian heteroscedasticity factor which drives
the interest rates’ volatilities.

We find that all except two of our term structure model implementations show good in-
sample fitting qualities over the whole horizon ranging between 03/2005 to 02/2014. With
respect to our out-of-sample forecasting experiments we find that in its forecasting perfor-
mance the non-parametric random walk is hard to beat. Comparatively good are also the
forecasting qualities of the two parameter slope-regression - an econometric forecasting model
alternative to the more complex term structure of interest rate models. The term structure
model with the best forecasting performance is the independent AF-DNS. Our forecasting
experiments also reveal that an increase in the complexity of the term structure of interest
rates models lead in tendency to a poorer forecasting performance.

This chapter is organized as follows: Section 6.2 introduces in more detail the term structure
of interest rates models of the three classes that we use for our term structure forecasting
experiments. In section 6.3 we present and discuss in detail our empirical findings. Fore-
casting experiments are done by applying a recursive two step procedure with the rolling
60-month-sample estimations of the various models in the first step and the forward out-of-
sample model iterations for getting the model specific interest rate forecasts and forecasting
errors in the second step. Section 6.4 discusses our findings with respect to Ockham’s razor.
The chapter closes with our conclusions in section 6.5.
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6.2 Models

6.2.1 Class of dynamic Nelson-Siegel models

Nelson and Siegel [1987] have shown that a broad range of various forms of the term structure
of interest rates can be remarkable well fitted at a particular point t in time by a linear
combination of three parsimoniously parametrized smooth functions:

y(τ) = β1 + β2

(
1− e−λτ

λτ

)
+ β3

(
1− e−λτ

λτ
− e−λτ

)
+ ετ (6.1)

where y(τ) is the zero-coupon yield with τ ≥ 0 month to maturity and β1, β2 and β3 are similar
to Litterman and Scheinkman [1991] interpreted as the yield curve’s level, slope and curvature
factors. T is the bond’s expiration date. The parameter λ determines the exponential
decay of the β2 and β3 factor loadings. The parsimonious character of the Nelson-Siegel
model in 6.1 makes the model’s application straightforward, so that the model is popular
in practice for both financial practitioners and central banks as outlined in Svensson [1995],
Bank of International Settlement [2005], Gurkaynak Sack and Wright [2007] and Nyholm and
Rebonato [2008].

6.2.1.1 Baseline dynamic Nelson-Siegel model

Diebold and Li [2006] reformulate the static Nelson-Siegel (NS) approach in 6.1 in a dynamic
model with time-varying yield factors. The dynamic Nelson-Siegel model (DNS) is defined
as:

yt(τ) = X1,t +X2,t

(
1− e−λτ

λτ

)
+X3,t

(
1− e−λτ

λτ
− e−λτ

)
+ ετ,t (6.2)

Now the NS approach in 6.1 becomes a dynamic factor model with time-varying level, slope
and curvature factors X1,t, X2,t and X3,t. In state-space form the DNS can be written as:

yt = c+ BXt + εt εt ∼ N(0,Σ) t = 1, 2, ..., T (6.3)

Xt = µ+ AXt−1 + ηt ηt ∼ N(0,Ω) t = 1, 2, ..., T (6.4)

where yTt = [yt(τ1), yt(τ2), ..., yt(τN)] contains the N zero-coupon yields with maturities
τ1, τ2, ..., τN observed at time t = 1, 2, ..., T , XT

t = [X1,t, X2,t, X3,t] is the vector of the three
yield factors at time t. c and µ are N × 1 and 3× 1 vectors of constants respectively. B is a
N×3 matrix of factor loadings and A is the 3×3 transition matrix of the factors Xt. Σ is the
N ×N diagonal covariance matrix of the N measurement errors εt affecting the zero-coupon
yield measurements. Ω is the 3× 3 covariance matrix of the 3× 1 factor disturbance vector
ηt, which are independent of the residuals εt ∀t.

Analogue to Diebold and Li [2006] we specify the DNS in two ways. In the independent-factor

165



DNS model, the three factors XT
t = [X1,t, X2,t, X3,t] follow independent AR[1] processes, such

that the transition of the independent-factor DNS model is specified as:

Xt = (I−A)µ+ AXt−1 + ηt ηt ∼ N(0,Ω) (6.5)

where the transition matrix A and the covariance matrix Ω are diagonal matrices.

In the correlated-factor DNS model the three yield factors follow 6.5 with a full parametrized
transition matrix A and the covariance matrix Ω = Ω̃Ω̃T , where Ω̃ is lower triangular:

Ω̃ =

 ω̃1,1 0 0
ω̃2,1 ω̃2,2 0
ω̃3,1 ω̃3,2 ω̃3,3

 (6.6)

The measurement equation is identical for both the independent- and the correlated-factor
DNS with c = 0 and

B =


1 1−e−λτ1

λτ1
1−e−λτ1
λτ1

− e−λτ1
1 1−e−λτ2

λτ2
1−e−λτ2
λτ2

− e−λτ2
...

...
...

1 1−e−λτN
λτN

1−e−λτN
λτN

− e−λτN

 (6.7)

Estimation of the two specifications of the DNS is done by applying maximum likelihood
estimation (MLE) based on the Kalman filter.

6.2.1.2 Macro finance dynamic Nelson-Siegel model

Following Diebold, Rudebusch and Aruoba [2006] we extend the DNS outlined in the pre-
vious section by regarding the macroeconomic variables: Annual growth rate of industrial
production IPt as the real economy component, annual price inflation πt determined by the
published CPI’s as the economy’s price component and ECB’s main refinancing operations
rate rt for reflecting monetary policy activities. Industrial production and CPI data are both
queried from the OECD economic database. Extending 6.5 with respect to IPt, πt and rt
leads to the state variables’ transition analogue to the baseline DNS in 6.5:

Xt = (I−A)µ+ AXt−1 + ηt ηt ∼ N(0,Ω) (6.8)

with factors XT
t = [X1,t, X2,t, X3,t, IPt, πt, rt], where beside the yield factors X1,t, X2,t and

X3,t the factors now also include the macroeconomic factors IPt, πt and rt respectively. µ,A
and Ω = Ω̃Ω̃T now becoming vectors and matrices of order 6 × 1 and 6 × 6 respectively.
We specify the macro-finance DNS (MF-DNS) in its correlated version, such that all 36
elements of A are to be estimated. As for the DNS we specify Ω̃ as lower triangular. The
measurement equation is identical to 6.3. Estimation is done by MLE based on the Kalman
filter’s likelihood.
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6.2.1.3 Arbitrage free dynamic Nelson-Siegel models

Filipovic [1999] outlines that it is impossible to prevent arbitrage in bond-pricing by apply-
ing the Nelson-Siegel model. To overcome this theoretical weakness Christensen, Diebold
and Rudebusch [2011] have developed the arbitrage-free dynamic Nelson-Siegel (AF-DNS)
framework. According to Duffie and Kan [1996] they assume that the yield factors Xt un-
der the risk-neutral measure Q are described in their time-continuous development by the
mean-reverting stochastic differential equation (SDE):

dXt = KQ(t)
(
θQ(t)−Xt

)
dt+ Ω(t)D(Xt, t)dW

Q
t (6.9)

where WQ
t is a K dimensional standard Brownian motion. K is the number of factors. KQ(t)

is a K × K matrix indicating the impact of the idiosyncratic increments of the Brownian
Motion dWQ

t on dXt and D(Xt, t) is a K × K diagonal matrix adjusting the standard
deviations diag (Ω(t)) of Ω(t) by:

di,i =
√

(γi(t) + δi,1(t)X1,t + γi(t) + δi,2(t)X2,t + ...+ γi(t) + δi,K(t)XK,t) (6.10)

According to Duffie and Kan [1996] the risk-free short rate is assumed to follow an affine
function of the state variables Xt:

rt = ρ0(t) + ρ1(t)TXt (6.11)

where ρ0(t) is a scalar and ρ1(t) is a K × 1 vector. Under these conditions Duffie and Kan
[1996] proved that the zero-coupon yields have the closed-form analytic expression:

y(t, τ) = −1

τ
ln

(
EQt
[
exp

(
−
∫ T

t

rsds

)])
= −1

τ

(
Γ(t, T ) + B(t, T )TXt

)
(6.12)

T is the expiration date. Time to maturity is τ = T − t. The scalar Γ(t, T ) and the K × 1
vector of bond loadings B(t, T ) satisfy the system of ordinary differential equations (ODE):

∂Γ(t, T )

∂dt
= ρ0 −B(t, T )T

(
KQ
)T
θQ − 1

2

K∑
i=1

[
ΩTB(t, T )B(t, T )TΩ

]
i,i
γi (6.13)

∂B(t, T )

∂dt
= ρ1 +

(
KQ
)T

B(t, T )− 1

2

K∑
i=1

[
ΩTB(t, T )B(t, T )TΩ

]
i,i
δTi (6.14)

with the system’s boundary conditions Γ(T, T ) = 0 and B(T, T ) = 0. []i,i denotes the i
diagonal matrix of the matrix in brackets. To get the same factor loadings as in the DNS
with K = 3 Christensen, Diebold and Rudebusch [2011] restrict the vector of bond loadings
B(t, T ) in the ODE 6.13 with:

B1(t, T ) = −(T − t) (6.15)
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B2(t, T ) = −1− e−λτ

λ
(6.16)

B3(t, T ) = −1− eλτ

λ
+ τe−λτ (6.17)

such that the AF-DNS yield model is:

y(t, T ) = X1,t +X2,t

(
1− e−λτ

λτ

)
+X3,t

(
1− eλτ

λτ
− e−λτ

)
− Γ(t, T )

τ
(6.18)

where the first three terms are similar to the DNS. The fourth term of the AF-DNS is the
yield adjustment term to ensure the model is arbitrage-free. Following Singleton [2006] Chris-
tensen, Diebold and Rudebusch [2011] propose the following identifying restrictions holding
under the risk-neutral measure Q :

θQ = 0, Ω is lower triangular, ρ0,ρ
T
1 = [1, 1, 0], δ = 0,γ = e, where e is the K × 1

unit vector and

KQ =

 0 0 0
0 λ −λ
0 0 λ

 (6.19)

Under these restrictions the yield adjustment term becomes:

Γ(t, T )

τ
=

1

2τ

3∑
i=1

∫ T

t

[
ΩTB(t, T )B(t, T )TΩ

]
i,i
ds (6.20)

Analogue to the DNS model we specify the AF-DNS in two ways. For the independent-factor
AF-DNS the real-world P measure dynamics are given by:

dXt = KP
(
θP −Xt

)
dt+ ΩdWP

t (6.21)

where we specify the state-variable reversion rate KP and the covariance Ω as diagonal
matrices. The correlated-factor AF-DNS is specified by a full parametrized matrix KP and
a lower triangular Ω. As for the DNS we use for the AF-DNS ML estimation based on the
Kalman filter, so that we have to depart from the continuous-time formulation. Using the
AF-DNS P measure conditional mean and covariance:

EP [XT |Xt] =
[
I− exp

(
−KP∆t

)]
θP + exp

(
−KP∆t

)
Xt (6.22)

VP [XT |Xt] =

∫ ∆t

0

exp
(
−KP s

)
ΩΩT exp

(
−
(
KP
)T
s
)
ds (6.23)

we have to compute the conditional covariance matrix VP [Xt|Xt−1]. Calculation of the
conditional covariance matrix in using the diagonalization of KP is outlined in more detail
in Appendix E.1. The generic transition of the AF-DNS for both specifications is:

Xt =
[
I− exp

(
−KP∆t

)]
θP + exp

(
−KP∆t

)
Xt−1 + ηt ηt ∼ N(0,Q) (6.24)
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with Q = VP [Xt|Xt−1]. We set ∆ = 1/12 for our used monthly data. The AF-DNS
model’s measurement is analogue to the DNS as expressed in 6.3 except for the measurement’s
N × 1 constant vector cT = [−Γ(τ1)/τ1,−Γ(τ2)/τ2, ...,−Γ(τN)/τN ] with τj = Tj − t with
j = 1, 2, ..., N contain the yield adjustment terms defined in 6.20. The exact expression for
the adjustment terms of our two AF-DNS specifications are outlined in Appendix E.2.

6.2.2 Class of arbitrage-free multi-factor short rate models: Multi-
factor Vasicek model

Extending the original formulation of the arbitrage-free mean reverting short rate model
proposed by Vasicek [1977] from a one factor to a more general three-factor model leads to
the following definition of the term structure of interest rates:

y(t, T ) = −aτ + bTτ f t (6.25)

where f t is the K × 1 vector of K latent (orthogonal) term structure factors with number
of factors K = 3. The maturity dependent scalar aτ and the 3 × 1 coefficient vector bτ are
defined as:

bTτ =
1

τ

[
1

κ1

(1− exp (−κ1τ)) ,
1

κ2

(1− exp (−κ2τ)) ,
1

κ3

(1− exp (−κ3τ))

]
(6.26)

aτ =
1

τ

3∑
i=1

[
κ2
i

(
θi −

σiλi
κi

)
− σ2

i

2

]
(bτ,i − τ)

κ2
i

−
σ2
i b

2
τ,i

4κi
(6.27)

Integrating the model into a state-space model setting, the measurement and transition
equation of the Vasicek three factor model we use is implemented as follows:

yt = a+ Bf t + ϑt (6.28)

yt contains the observed rates with 5 maturities τ = 12, 24, 36, 60 and 120 month, the 5× 1
vector of constants is specified as aT = [−a12,−a24, ...,−a120] and the 5×3 coefficient matrix
B is B = [b12, b24, ..., b120] . ϑt ∼ N(0,Σϑ) is the Gaussian measurement error with diagonal
variance-covariance Σϑ . The factor dynamics are specified by the transition equation:

f t = c+ Df t−1 + εt (6.29)

where the 3× 1 vector c is

cT = [θ1 (1− exp(−κ1)) , θ2 (1− exp(−κ2)) , θ3 (1− exp(−κ3))]

the 3× 3 matrix D is diagonal with

diag(D) = [exp(−κ1), exp(−κ2), exp(−κ3)]
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and the transition’s disturbance is Gaussian εt ∼ N(0,Σε) with diagonal covariance Σε,
where the diagonal elements are

diag(Σε) =

[
σ2

1

2κ1

(1− exp(−2κ1)) ,
σ2

2

2κ2

(1− exp(−2κ2)) ,
σ2

3

2κ3

(1− exp(−2κ3)) ,

]
The 17 parameters of the three factor Vasicek model

θT = [κ1, κ2, κ3, θ1, θ2, θ3, λ1, λ2, λ3, σ1, σ2, σ3, σ12, σ24, σ36, σ60, σ120]

are estimated by maximizing the system’s (log) likelihood L (θ) with respect to θ, which is
calculated by the Kalman-filter.

6.2.3 Class of arbitrage-free affine term structure models

6.2.3.1 Latent ATSM

As the first model in the class of arbitrage-free affine term-structure models (ATSM) we
use the arbitrage-free vector autoregressive ATSM, proposed by Ang and Piazessi [2003] and
Hamilton and Wu [2012, 2014]. In the latent ATSM specification we use Nf = 3 latent

factors fTt = f l Tt =
[
f l,1t , f l,2t , f l,3t

]
which follow the Gaussian VAR[1] process:

f t = µ+ Ψf t + Σηt (6.30)

The model’s risk-free short rate used by the investors for discounting the bond prices is
described by:

rt = δ0 + δT1 f t (6.31)

The term structure of the ATSM is defined as:

y(t, T ) = aτ + bTτ f t (6.32)

where aτ and bτ are determined by the recursive pricing scheme applied by a risk averse
investor outlined by Ang and Piazessi [2003] or in Appendix A.5.3. For estimating the pa-
rameters of both the latent and the macro-finance ATSM outlined in the following section we
use the MLE procedure proposed by Chen and Scott [1993]. In this procedure the estimation
is based on a state space model where the measurement equation:[

Y1
t

Y2
t

]
=

[
A1

A2

]
+

[
B1

B2

]
f t +

[
0
Σe

]
εt (6.33)

divides into two parts: The Nl = 3 observed yields Y1
t with maturities τ = 6, 24, 108 month,

the Nl × 1 vector A1 and the Nl × Nl matrix B1 define the first part, whereas the Ne = 3
observed yields Y2

t with maturities τ = 12, 60, 120 month, theNe×1 vector A2 and theNe×Nl

matrix B2 define the second part. For the first part Chen and Scott [1993] assume that Y1
t are
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measured without error, while Y2
t imply a Gaussian measurement error εt ∼ N(0, INe×Ne).

A1 and A2 contain the constants aτ for the yields of maturities Y1
t and Y2

t and the matrices
B1 and B2 contain the transposed vectors bTτ . Σe is diagonal so that it is assumed that the
measurement errors are uncorrelated to each other. The ATSM parameter vector

θT = [µ, vec(Ψ), vech(Σ),λ0, vec(λ1), diag(Σe), δ0, δ1]

is estimated by conventional MLE:

θ̂ = arg max
θ

L (θ) =
n∑
t=1

ln
(
f
(
Ytf t|Yt−1,f t−1, ...,θ

))
(6.34)

with YT
t = [Y1

t ,Y
2
t ]. As in Dai and Singleton [2000], Singleton [2006] and in Hamilton and

Wu [2012] for reasons of identification, the parameters of the latent ATSM are restricted with
INl×Nl , δ1 ≥ 0 and µ = 0. Further the coefficient matrix Ψ is lower triangular, so that the
parameter vector θ becomes

θT [vech(Ψ),λ0, vec(λ1), diag(Σe), δ0, δ1]

With the number of observations n > 0 the (log) likelihood of the latent ATSM for the MLE
estimation is:

L (θ,Σe) =
n∑
t=1

−ln (|J|) + ln
(
f
(
f t|f t−1,θ

))
+ ln (f(εt,Σe))

=
n∑
t=1

−ln (|J|) + ln

(
1√

(2π)Nl
exp

(
−1

2
uTt ut

))

+ ln

(
1√

(2π)Ne|ΣeΣT
e |
exp

(
−1

2
εTt
(
ΣeΣ

T
e

)−1
εt

))
(6.35)

the residuals ut = f t − µ−Ψf t−1 and the (Nl +Ne)× (Nl +Ne) Jacobian:

J =

[
B1 0
B2 Σe

]
|C| denotes the determinant of some matrix C. From the inversion of the correctly measured
yields the latent factors are derived by:

f t =
(
B1
)−1 [

Y1
t −A1

]
(6.36)

and the measurement errors are:

εt = Σ−1
e

[
Y2
t −A2 −B2

(
B1
)−1 (

Y1
t −A1

)]
= Σ−1

e

[
Y2
t −A2 −B2ft

] (6.37)
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6.2.3.2 Macro-finance ATSM

Additional to the three factors of the latent ATSM, in the macro-finance ATSM proposed
by Ang and Piazzesi [2003] two macroeconomic variables are integrated into the modeling

framework. Beside the latent factors f l Tt =
[
f l,1t , f l,2t , f l,3t

]
, f t =

[
f lt,f

m
t

]
contains in this

extended specification the additional observable macro factors fm T
t = [fπt , f

γ
t ] where fπt and

fγt are the economy’s price and real component. The VAR[1]-process for the factor dynamics
in the macro-finance ATSM is defined as:[

f lt
fmt

]
=

[
µl
µm

]
+

[
Ψlm Ψll

Ψmm Ψml

] [
f lt−1

fmt−1

]
+

[
Σlm Σll

Σmm 0

] [
εlt
εmt

]
(6.38)

where we apply the identification restrictions Σlm = 0,Σll = INl×Nl , µl − [Ψlm,Ψll]λ0 = 0
and Σmm as lower triangular purposed by Pericoli and Taboga [2008]. The short rate dynamic
is modified as:

rt = δ0 +
[
δT1,l, δ

T
1,m

] [ f lt
fmt

]
(6.39)

with the additional restriction δ1,l ≥ 0. The model’s measurement equation becomes in its
macro-finance extended form:[

Y1
t

Y2
t

]
=

[
A1

A2

]
+

[
B1
l B1

m

B2
m B2

m

] [
f lt
fmt

]
+

[
0
Σe

]
εt (6.40)

For the MLE of the parameter vector

θT = [µl,µm, vec(Ψlm), vec(Ψll), vec(Ψmm), vec(Ψml), vech(Σmm),λ0, vec(λ1), diag(Σe), δ0, δ1,l, δ1,m]

the (log) likelihood of the macro finance ATSM is:

L (θ,Σe) =
n∑
t=1

−ln (|J|) + ln
(
f
(
f t|f t−1,θ

))
+ ln (f(εt,Σe))

=
n∑
t=1

−ln (|J|) + ln

(
1√

(2π)Nm |ΣmmΣT
mm|

exp

(
−1

2
um T
t (ΣmmΣT

mm)−1umt

))

+ ln

(
1√

(2π)Nl
exp

(
−1

2
ul Tt u

l
t

))
+ ln

(
1√

(2π)Ne|ΣeΣT
e |
exp

(
−1

2
εTt (ΣeΣ

T
e )−1εt

))
(6.41)

with umt = f t − µm − [Ψml,Ψmm] ft−1, ult = f t − µl − [Ψll,Ψlm] ft−1 and the Jacobian:

J =

[
B1
l 0

B2
l Σe

]
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6.2.3.3 Latent ATSM with spanned stochastic volatility

As an additional extension of the arbitrage-free latent ATSM outlined in section 6.2.3.1 we
have implemented the latent ATSM with spanned stochastic volatility purposed by Creal and
Wu [2014]. Here the latent factors fTt = [gt,ht] are composed by the G× 1 yield factors gt
and the H × 1 heteroscedasticity factors ht, where the dynamics of the factors are described
by the following processes:

gt+1 = µg + Ψggt + Ψghht + Σghεh,t+1 + εg,t+1 (6.42)

Σg,tΣ
T
g,t = Σg,0Σ

T
g,0 +

H∑
i=1

hi,tΣi,gΣ
T
i,g (6.43)

εg,t+1 ∼ N(0,Σg,tΣ
T
g,t) (6.44)

εh,t+1 = ht+1 − (IH×H −Ψh)µh −Σhvh + Ψhht (6.45)

and
ht+1 = µh + Σhωt+1 (6.46)

with
ωi,t+1 ∼ Gamma(vh,i + zi,t+1, 1) i = 1, ..., H

zi,t+1 ∼ Poisson(δTi Σ−1
h ΨhΣhωt) i = 1, ..., H

The process of gt+1 has non-Gaussian terms Ψghht and Gaussian terms Σghεh,t+1. ht+1 is
driven by the Gamma distributed error term ωt+1, where the shape parameters vh,i+zi,t+1 of
the i-th elements ωi,t+1 are itself driven by the i-th Poisson distributed zi,t+1 with i = 1, ..., H.
δi is a H × 1 vector with 1 at the i-th position and zero else. To ensure non-negativity of
the heteroscedasticity factor ht+1 all elements of µh,Σh and Σ−1

h ΨhΣh have to be non-
negative. Following Creal and Wu we set vi,h ≥ 1. Further parameter restrictions regarding
the arbitrage-free recursive pricing scheme are outlined in Appendix E.3. Similar to the
latent ATSM with constant volatility the short-rate is given by:

rt = δ0 + δT1 f t (6.47)

where δT1 [δ1,g, δ1,h]. The term structure is given by the affine linear equation:

y(t, T ) = aτ + bTτ f t (6.48)

where the constant aτ and the loadings bTτ = [bg,τ , bh,τ ] for maturity τ are determined by the
arbitrage-free recursive pricing scheme outlined in more detail in Appendix E.3. Estimation
of the latent ATSM with spanned stochastic volatility

θT = [diag(Σe), δ0, vec(Ψg), vec(Ψgh), vech(Ψ0g), vech(Ψ1g), ..., vech(ΨHg), vec(Ψh), diag(Σh),

vh,λg,λh, vec(Λg), vec(Λh), vec(Λgh)]
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is also similar to the MLE procedure of the latent ATSM with constant volatility. Here
we now use the parameters aτ and bTτ of 6.48 with respect to the pricing scheme outlined
in Appendix E.3 in A1,A2,B1 and B2 of the measurement equation. Given the models
parameters θ the latent yield and heteroscedasticity factors fTt = [gt,ht] are determined by
inversion:

f t =
(
B1
)−1 (

Y1
t −A1

)
(6.49)

The (log) likelihood function of the latent ATSM with spanned stochastic volatility factors
is given by:

L (θ) = CONST − (n− 1) ln
(
|B1|

)
− 1

2

n∑
t=2

tr
(
Σ−1
e ηtη

T
t

)
− 1

2

n∑
t=2

ln
(
Σg,t−1Σ

T
g,t−1

)
− 1

2

n∑
t=2

tr
((

Σg,t−1Σ
T
g,t−1

)−1
εg,tε

T
g,t

)
− (n− 1)ln(Σh)−

n∑
t=2

H∑
i=1

δTi Σ−1
h (ht − µh)

−
n∑
t=2

H∑
i=1

δTi Σ−1
h Ψh (ht−1 − µh) +

n∑
t=2

H∑
i=1

(vh,i − 1)

2
ln
(
δTi Σ−1

h (ht − µh)
)

−
n∑
t=2

H∑
i=1

(vh,i − 1)

2
ln
(
δTi Σ−1

h Ψh (ht−1 − µh)
)

+
n∑
t=2

H∑
i=1

ln

(
Bvh,i−1

(
2
√(
δTi Σ−1

h (ht − µh) δTi Σ−1
h (ht−1 − µh)

)))
(6.50)

where:

Bλ (z) =

(
1

2
z

)λ ∞∑
k=0

(
z2

4

)k
K!Γ(λ+ k + 1)

is the modified Bessel function of the first kind with λ = vh,i − 1 and

z = 2
√(
δTi Σ−1

h (ht − µh) δTi Σ−1
h (ht−1 − µh)

)
Γ(∗) denotes the Gamma function.

6.2.4 Class of alternative econometric approaches

Beside the term structure of interest rate models we implement alternative econometric fore-
casting models for a broader evaluation of the models’ forecasting performances.
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6.2.4.1 Driftless random walk

According to the driftless random walk, the h > 0 periods-ahead forecast of the zerocoupon
spot rate with maturity τ = T − t:

ŷ(t+ h, T + h) = y(t, T ) (6.51)

at time t for the future period t+ h is the spot rate y(t, T ) observed at time t.

6.2.4.2 Slope regression

Forecasting the zero-coupon rates with maturity τ > 6 by slope regression, is defined as:

ŷ(t+ h, T + h)− y(t, T ) = α̂ + β̂ (y(t, t+ τ)− y(t, t+ 6)) (6.52)

where the slope of the term structure is approximated by the spread between the spot rate
y(t, t + τ) with maturity τ > 6 month and the 6 -month spot rate y(t, t + 6). Estimates of
the regression parameters α and β are simply the OLS estimates[

α̂, β̂
]T

=
(
XTX

)−1
XTy

with the t× 2 matrix X, where the first column consists of ones and the second contains the
6 month spreads

XT
[∗,2] = [y(1, 1 + τ)− y(1, 1 + 6), ..., y(t, t+ τ)− y(t, t+ 6)]

with respect to the selected maturity τ > 6 observed until t. The t× 1 vector y collects the
h periods spreads

y = [y(h+ 1, h+ 1 + τ)− y(1, 1 + τ), ..., y(t, t+ τ)− y(t− h, t− h+ τ)]

with the selected maturities τ > 6 month observed until time t.

6.2.4.3 Vector autoregression in levels

By using a conventional VAR[1]-process the time t h period-ahead forecast of the M × 1
vector ŷt,h of spot rates with M = 5 maturities τ = 12, 24, 36, 60, 120 month is defined as:

ŷt,h = ĉ+ Γ̂yt (6.53)

where ĉ and Γ̂ are the estimated VAR[1]-parameters based on the zero-coupon rates observed
until time t. For parameter estimation the spot rates y(t, T ) for all τ = 12, 24, 36, 60, 120
month are regressed on their lagged values y(t− h, T − h).
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6.2.4.4 Principal components autoregression

Principal components forecasting is done in two steps. In step one we determine the covari-
ance Σ of zero coupon rates with the M = 10 maturities τ = 12, 24, ..., 120 month observed
until time t. In the second step we decompose Σ with Σ = QΛQT , where Λ is a M ×M
diagonal matrix with main diagonal containing the M eigenvalues of Σ. The M ×M matrix
Q contains the associated M eigenvectors of Σ. The eigenvalues λ1 ≥ λ2 ≥ ... ≥ λM are
ordered decreasingly. The ordering is mapped to the eigenvectors ϑ1,ϑ2, ...,ϑM , such that
e.g. ϑ1 is the eigenvector associated to the largest eigenvector λ1. Analogue to Litterman
and Scheinkman [1991] we select the first 3 eigenvalues and their eigenvectors to define the
first 3 principal components pt = [p1,t, p2,t, p3,t] with:

pk,t = ϑTk yt k = 1, 2, 3 (6.54)

with yTt = [y(t, 12), ..., y(t, 120)]. For modeling the dynamic behaviour of the principal com-
ponents, three separate AR[1] processes are used:

p̂k,t+h = α̂k + β̂k,hpk,t (6.55)

where the regression parameters α̂k and β̂k,h of the principal components pk,t on the lagged
components pk,t−h with horizon h are estimated for k = 1, 2, 3 by OLS with date observed
until time t. For the spot rate with maturity τ the forecast with the first 3 components is:

ŷ(t+ h, T + h) =
3∑

k=1

ϑk(τ)p̂k,t+h (6.56)

where ϑk(τ) denotes the time to maturity τ element of the k-th eigenvector ϑk. Beside only
using 3 principal components, we also use 6 components for our forecasting purposes.

6.3 In-sample-fitting and out-of-sample forecasting

6.3.1 Bond data and term structure of interest rates

For our forecasting experiments we use government bond prices for the six EMU countries
Germany, France, Netherlands, Italy, Spain and Portugal between 03/2005 to 02/2014. From
the bond prices we extract for every country the monthly term structure of interest rates. A
month is approximated by its last banking day. The term structure of interest rates we use in
this paper is denoted in terms of zero-coupon rates. The zero-coupon rates are extracted from
the observed bond prices by applying the Nelson-Siegel-Svensson (NSS) approach proposed
by Nelson and Siegel [1987] and Svensson [1994, 1995]. In Appendix A.2 we give an overview
about the countries’ bond prices we use. We further outline in more detail in Appendix A.3
the NSS approach for extracting the zero-coupon rates from the observed bond prices.
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6.3.2 Model comparison of in-sample estimations

We start our analysis of the forecasting performance of the different term structure of interest
rate models at fist by comparing the in-sample fitting quality of our implemented term-
structure models. In-sample-fitting is important for the forecasting performance because the
in-sample-estimation calibrates the respective models’ free parameters for its out-of-sample
forecasting purposes. In this section we have a look at the models’ overall data in-sample-fit.
As mentioned above overall data ranges between 03/2005 and 02/2014. For measuring the
models’ fitting quality for every time to maturity τ we use the root mean squared yield error
(RMSYE) and the mean absolute deviation (MAD):

RMSY Eτ =

√√√√ 1

n

n∑
t=1

(y(t, t+ τ)− ŷ(t, t+ τ))2 (6.57)

and

MADτ =

√√√√ 1

n

n∑
t=1

|y(t, t+ τ)− ŷ(t, t+ τ)| (6.58)

Table 6.2 lists the RMSYEs and MADs for ten term structure models introduced theoreti-
cally in the previous section for Germany, France, Italy and Spain with respect to the five
maturities τ = 12, 24, 36, 60 and 120 month. For the Netherlands and Portugal the insample
RMSYEs and MADs are listed in the table of Appendix E.4. Additionally Figure 6.1 shows
the observed and the estimated model implied yields for the five maturities τ = 12, 24, 60
and 120 month for Germany and Italy. For France, the Netherlands, Spain and Portugal
the graphical comparison of the observed and estimated yields are shown in the figure of
Appendix E.4. Obviously the comparison of the in-sample estimates of the models in all
six EMU countries measured by the RMSYE as well as the MAD suggests that the latent
ATSM and the MF-DNS have the best in-sample fit to the observed yield data. For these
two models the RMSYEs and MADs are the lowest and lie on average under ten basis points.
Different to these models, the stochastic volatility ATSM with two latent yield and a single
heteroscedasticity factor and the three factor Vasicek model show the highest deviations from
the observed yields. For the stochastic volatility ATSM the fit to the observed data becomes
poorer for higher maturities. The Vasicek model shows a poorer in-sample fit at the short
end. Especially the three factor Vasicek implied 12 month yield shows a poor fit to the data.

With focus on the class of dynamic Nelson-Siegel models an interesting aspect in compar-
ing these models is the comparison between the AF-DNS and the DNS in general and the
comparison between the correlated and the independent specifications of AFDNS and DNS
respectively. The first comparison reveals that except for the Netherlands the DNS models
in their correlated and independent specification show a better fit to the observed yields
than the correlated and independent AF-DNS models. The second comparison reveals that
for Germany there is on average no difference in the in-sample performance between the
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correlated and the independent specifications of the AF-DNS and the DNS models. For
Italy and Spain the correlated specifications show a better insample fit than the independent
specifications. For France the independent specifications show a better fit to the data. For
the Netherlands and Portugal the independent AF-DNS reveals a better fit than the corre-
lated AF-DNS whereas the correlated DNS fits the data better than the independent DNS.
Different to Christensen et.al. [2011] who find that the correlated specifications are more
accurate than the independent specification our findings from the country comparison are
more heterogeneous and not so clear in its conclusion.
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Table 6.1: Observed and estimated yields with τ = 12, 24, 60 and 120 month maturities for
Germany and Italy between 03/2005 and 02/2014.
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Indep.
AF-DNS

Corr.
AF-DNS

Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

In-Sample-Fitting RMSYE Germany 03/2005 - 02/2014 In-Sample-Fitting MAD Germany 03/2005 - 02/2014

12 0.239 0.206 0.238 0.060 0.073 0.453 0.041 0.134 0.270 0.209 0.161 0.184 0.040 0.054 0.374 0.029 0.115 0.264

24 0.089 0.118 0.122 0.054 0.016 0.135 0.000 0.000 0.000 0.074 0.101 0.089 0.047 0.013 0.105 0.000 0.000 0.000

36 0.095 0.055 0.057 0.051 0.015 0.138 0.045 0.173 0.208 0.071 0.048 0.040 0.044 0.012 0.125 0.035 0.150 0.201

60 0.133 0.046 0.000 0.019 0.017 0.073 0.072 0.272 0.402 0.122 0.037 0.000 0.013 0.013 0.057 0.057 0.234 0.395

120 0.160 0.381 0.112 0.074 0.038 0.212 0.022 0.082 0.567 0.134 0.323 0.080 0.049 0.028 0.183 0.017 0.070 0.530

In-Sample-Fitting RMSYE France 03/2005 - 02/2014 In-Sample-Fitting MAD France 03/2005 - 02/2014

12 0.251 0.319 0.149 0.303 0.209 0.434 0.010 0.054 0.236 0.203 0.279 0.109 0.219 0.145 0.348 0.007 0.044 0.221

24 0.107 0.375 0.042 0.132 0.061 0.204 0.000 0.001 0.000 0.089 0.312 0.031 0.103 0.046 0.164 0.000 0.001 0.000

36 0.075 0.259 0.000 0.060 0.014 0.098 0.022 0.102 0.163 0.054 0.209 0.000 0.045 0.011 0.078 0.018 0.084 0.146

60 0.055 0.097 0.015 0.000 0.015 0.071 0.037 0.214 0.283 0.045 0.087 0.012 0.000 0.012 0.056 0.028 0.183 0.266

120 0.148 0.248 0.043 0.122 0.022 0.147 0.015 0.072 0.246 0.120 0.224 0.034 0.096 0.018 0.119 0.011 0.063 0.238

In-Sample-Fitting RMSYE Italy 03/2005 - 02/2014 In-Sample-Fitting MAD Italy 03/2005 - 02/2014

12 0.245 0.381 0.559 0.350 0.254 0.353 0.063 0.119 0.247 0.201 0.301 0.421 0.284 0.198 0.345 0.044 0.089 0.236

24 0.116 0.180 0.289 0.178 0.104 0.339 0.000 0.001 0.000 0.078 0.147 0.205 0.139 0.078 0.284 0.000 0.001 0.000

36 0.130 0.062 0.122 0.060 0.015 0.299 0.067 0.286 0.190 0.111 0.050 0.084 0.047 0.011 0.234 0.045 0.259 0.173

60 0.146 0.022 0.022 0.021 0.038 0.235 0.090 0.455 0.164 0.125 0.017 0.017 0.017 0.029 0.170 0.063 0.407 0.108

120 0.322 0.075 0.062 0.105 0.086 0.267 0.021 0.144 0.994 0.284 0.057 0.051 0.088 0.073 0.217 0.016 0.119 0.931

In-Sample-Fitting RMSYE Spain 03/2005 - 02/2014 In-Sample-Fitting MAD Spain 03/2005 - 02/2014

12 0.193 0.319 0.643 0.331 0.293 0.476 0.041 0.153 0.252 0.145 0.244 0.512 0.237 0.206 0.476 0.025 0.139 0.248

24 0.059 0.127 0.331 0.125 0.093 0.472 0.000 0.001 0.000 0.042 0.101 0.276 0.095 0.069 0.425 0.000 0.001 0.000

36 0.034 0.038 0.146 0.036 0.010 0.385 0.042 0.066 0.194 0.025 0.030 0.126 0.028 0.008 0.321 0.030 0.052 0.190

60 0.040 0.023 0.002 0.008 0.027 0.241 0.065 0.103 0.144 0.030 0.018 0.002 0.006 0.021 0.192 0.048 0.080 0.125

120 0.139 0.093 0.416 0.097 0.070 0.234 0.023 0.040 1.094 0.112 0.076 0.327 0.072 0.051 0.187 0.017 0.030 1.028

Table 6.2: In-sample RMSYEs and MADs for Germany, France, Italy and Spain - Estimation period 03/2005 -
02/2014.
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6.3.3 Model comparison of out-of-sample forecasting

6.3.3.1 Rolling sample procedure

The forecasting experiments are done by using a rolling sample procedure. We choose the
length l of our rolling samples with five years. The procedure starts with the data sample
ranging from 03/2005 to 03/2010 and iterates forward in monthly steps finishing with the
sample ranging between 01/2009 and 01/2014. For every of these rolling five years data
samples we separately estimate the term-structure of interest rate models outlined in section
6.2. Depending on the required data input for estimating the specific term structure of
interest rates model the rolling data samples include observed yield data as well as observed
macroeconomic data.

6.3.3.2 Point yield forecasts

Based on the rolling sample procedure we generate for all of the outlined term structure of
interest rate models point yield forecasts for various forecasting horizons h ranging from 1 to
12 month. For the state space models including the terms structure models of the class of
dynamic Nelson-Siegel models from section 6.2.1, the class of multi-factor short-rate models
from section 6.2.2 and the models from the class of arbitrage-free ATSM from section 6.2.3
the forecasting is done by iterating h times forward the state variables transition equation
based on the rolling model parameter estimates regarding data of the previous five years back
from the date of doing the forecast at time t with t = l + 1, l + 2, ..., n− h according to our
rolling sample scheme. n is the number of observations. For the Gaussian state-space models
with M × 1 and N × 1 measurement Yt and state variable Xt respectively:

Y t = d+DX t + ηt ηt ∼ N(0,S) (6.59)

Xt = c+ CXt−1 + εt εt ∼ N(0,Σ) (6.60)

h times forward iteration of the first order transition dynamics at time t conditional to the
information between t− l and t leads to:

Et−l:t [Xt+h] =

(
I +

h−1∑
i=1

Ci

)
c+ ChXt (6.61)

such that the h month ahead point forecast at time t is:

Et−l:t [Xt+h] = d+ D

[(
I +

h−1∑
i=1

Ci

)
c+ ChXt

]
(6.62)

For every of the six EMU countries we specify the measurement Y t as the 5 × 1 column
vector of observed yields with maturities τ = 12, 24, 36, 60 and 120 month.
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Table 6.3: Observed and 1-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for Germany
and Italy between 03/2010 and 02/2014.
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Table 6.4: Observed and 2-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for Germany
and Italy between 08/2010 and 02/2014.
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Table 6.5: Observed and 6-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for Germany
and Italy between 08/2010 and 02/2014
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As the metric for evaluating the term structure of interest rates models’ forecasting per-
formance we apply the root mean squared yield forecasting error (RMSYFE). The RMSYFE
with respect to the time to maturity τ and the forecasting horizon h is defined as:

RMSY FEh
τ =

√√√√ 1

n− l − h

n−h∑
t=l+1

(y(t+ h, t+ h+ τ)− Et−l:t [y(t+ h, t+ h+ τ)])2 (6.63)

In Figures 6.3, 6.4 and 6.5 for Germany and Italy we show the observed and predicted zero-
coupon rates with maturities τ = 12, 24, 36, 60 and 120 month implied by 13 term structure
and alternative econometric forecasting models over the forecasting horizons h = 1, 2 and 6
month. In the following we often speak about good and poor forecasting qualities. These
terms are relative expressions - meaning that we take a model comparing perspective in us-
ing these terms. The analogue Figures of the predicted zero-coupon rates over the horizons
h = 1, 2 and 6 month for France, Netherlands, Spain and Portugal are shown in Appendix
E.5. From the scattering of the forecasts around the observed interest rates from the Fig-
ures it becomes clear, that the forecasts becomes poorer with an increasing h. Obviously
for Germany, France and Netherlands especially the stochastic volatility ATSM has larger
problems in predicting the out-of-sample zero-coupon rates. For these three countries the
model strongly deviates in its predicted dynamics from the observed interest rate dynamics
as well as from the dynamics predicted by the other models. In Table 6.6 and 6.7 as well as in
the tables of Appendix E.5 we list the RMSYFEs for the six EMU countries over the horizons
h = 1, 2, 6 and 12 month. Not surprisingly for all countries the stochastic volatility ATSM
shows the highest RMSYFEs. From the Figures of the observed and predicted interest rate
dynamics as well as from the Tables with the models RMSYFEs it becomes clear that for all
countries the non-parametric (driftless) random walk shows the lowest RMSYFEs followed
by the two parameter slope regression. The term structure model with the best forecasting
performance is the independent AF-DNS. The performance of the independent AF-DNS is
robust over all six countries. Latent ATSM and MF-DNS follow the independent AF-DNS
in showing good forecasting performances. But these two models are not robust in their
performance with respect to the different interest rate dynamics observed for our six EMU
countries. The latent ATSM performs well for Italy and Netherlands but shows a poorer
forecasting performance for Spain and Portugal. The MF-DNS shows a good performance in
predicting the interest rate dynamics of Germany, France and Spain though the forecasting
performance of the MF-DNS becomes poorer compared to other models with longer horizons
h . From Table 6.6 and 6.7 and tables of Appendix E.5 it becomes also clear that beside the
stochastic ATSM the models with a larger number of free parameters in tendency show high
RMSYEs. Here especially the correlated- DNS and AF-DNS as well as the macro-finance
ATSM show high RMSYEs over the various forecasting horizons h .
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for Germany

12 0.260 0.532 0.440 0.258 0.213 0.781 0.158 0.162 0.181 0.259 0.248 0.393 0.350 0.224

24 0.233 0.525 0.388 0.282 0.208 0.580 0.176 0.179 0.196 0.247 0.231 0.323 0.332 0.413

36 0.230 0.513 0.355 0.296 0.210 0.496 0.189 0.192 0.208 0.240 0.229 0.293 0.330 0.526

60 0.233 0.495 0.334 0.303 0.214 0.450 0.200 0.202 0.219 0.252 0.234 0.283 0.320 0.613

120 0.239 0.477 0.328 0.310 0.220 0.421 0.208 0.209 0.226 0.269 0.244 0.276 0.308 0.604

Panel B: 2-month ahead RMSFYEs for Germany

12 0.315 0.879 0.550 0.481 0.352 0.721 0.245 0.252 0.298 0.529 0.571 0.690 0.618 0.666

24 0.299 0.876 0.506 0.508 0.335 0.557 0.267 0.274 0.315 0.434 0.466 0.555 0.579 0.921

36 0.304 0.866 0.480 0.524 0.330 0.505 0.283 0.290 0.328 0.399 0.423 0.492 0.564 1.026

60 0.315 0.848 0.463 0.534 0.330 0.481 0.296 0.303 0.340 0.418 0.433 0.465 0.543 1.072

120 0.321 0.815 0.467 0.544 0.334 0.465 0.306 0.310 0.349 0.491 0.493 0.449 0.516 0.981

Panel C: 6-month ahead RMSFYEs for Germany

12 0.536 1.965 1.096 1.353 0.754 0.716 0.502 0.515 0.818 1.772 1.848 1.432 1.385 3.470

24 0.542 1.971 1.054 1.383 0.700 0.699 0.544 0.568 0.863 1.359 1.423 1.139 1.294 3.571

36 0.560 1.967 1.027 1.405 0.678 0.735 0.572 0.603 0.899 1.212 1.260 1.009 1.252 3.493

60 0.583 1.949 1.012 1.427 0.675 0.756 0.595 0.628 0.926 1.298 1.334 0.957 1.206 3.314

120 0.590 1.889 1.074 1.465 0.676 0.755 0.601 0.631 0.923 1.590 1.608 0.926 1.137 2.982

Panel C: 12-month ahead RMSFYEs for Germany

12 0.836 2.922 2.021 2.222 1.221 0.761 0.685 1.030 1.339 2.436 2.506 1.429 2.276 7.767

24 0.887 2.930 2.054 2.246 1.565 0.929 0.741 1.021 1.315 2.051 2.105 1.163 2.135 7.474

36 0.934 2.931 2.094 2.268 1.833 1.046 0.779 1.002 1.298 1.872 1.912 1.119 2.076 7.068

60 0.978 2.922 2.163 2.304 2.011 1.101 0.805 0.978 1.282 1.815 1.850 1.162 2.022 6.557

120 0.977 2.835 2.528 2.399 1.961 1.105 0.803 0.935 1.243 1.903 1.922 1.189 1.916 5.911

Table 6.6: Out-of-sample RMSFYEs for Germany - Forecasting period 03/2010 - 02/2014.
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for Italy

12 0.755 1.009 1.001 0.883 0.868 0.938 0.696 0.729 0.862 0.968 0.952 0.722 0.949 1.157

24 0.732 0.936 0.897 0.834 0.861 0.939 0.689 0.715 0.844 0.908 0.896 0.698 0.914 1.019

36 0.712 0.879 0.835 0.802 0.857 0.905 0.679 0.702 0.826 0.864 0.852 0.681 0.878 0.927

60 0.684 0.825 0.787 0.765 0.840 0.850 0.658 0.678 0.798 0.828 0.815 0.658 0.830 0.861

120 0.645 0.767 0.750 0.718 0.804 0.791 0.623 0.640 0.751 0.796 0.784 0.622 0.778 0.854

Panel B: 2-month ahead RMSFYEs for Italy

12 1.063 1.577 1.266 1.329 1.329 1.353 1.015 1.089 1.300 1.663 1.667 1.054 1.669 1.855

24 1.040 1.465 1.175 1.267 1.335 1.314 1.003 1.066 1.286 1.571 1.579 1.012 1.599 1.653

36 1.015 1.374 1.120 1.223 1.335 1.253 0.986 1.041 1.268 1.497 1.504 0.979 1.516 1.506

60 0.977 1.281 1.077 1.172 1.320 1.173 0.953 1.004 1.230 1.424 1.433 0.941 1.421 1.393

120 0.921 1.186 1.057 1.106 1.283 1.091 0.901 0.946 1.163 1.369 1.367 0.888 1.325 1.304

Panel C: 6-month ahead RMSFYEs for Italy

12 1.358 3.259 1.883 2.064 1.448 2.098 1.325 1.519 1.745 2.180 2.171 1.357 4.215 4.058

24 1.339 2.968 1.813 1.975 1.534 1.992 1.319 1.500 1.731 2.052 2.046 1.290 3.907 3.632

36 1.316 2.725 1.784 1.910 1.601 1.882 1.303 1.471 1.694 1.977 1.975 1.249 3.611 3.315

60 1.280 2.489 1.802 1.851 1.679 1.757 1.272 1.427 1.634 1.942 1.943 1.208 3.331 3.053

120 1.221 2.274 2.015 1.790 1.768 1.634 1.218 1.362 1.551 1.945 1.940 1.155 3.098 2.763

Panel C: 12-month ahead RMSFYEs for Italy

12 1.944 5.280 3.459 3.524 2.948 3.062 1.874 2.989 1.982 3.855 3.840 1.794 7.718 7.004

24 1.943 4.760 3.417 3.421 2.641 2.922 1.907 2.820 2.029 3.683 3.669 1.718 6.820 6.354

36 1.916 4.323 3.419 3.345 2.403 2.774 1.894 2.688 2.036 3.554 3.542 1.666 6.165 5.856

60 1.864 3.904 3.541 3.273 2.218 2.602 1.851 2.563 2.008 3.427 3.421 1.614 5.645 5.412

120 1.783 3.549 4.230 3.199 2.179 2.430 1.785 2.434 1.945 3.287 3.275 1.556 5.256 4.894

Table 6.7: Out-of-sample RMSFYEs for Italy - Forecasting period 03/2010 - 02/2014.
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6.4 Ockham’s Razor

In section 6.3 we have seen that term structure models with a larger number of free parameters
in tendency show high RMSYFEs. In Figure 6.1 for Germany and Italy we plot the number
of the forecasting models’ free parameters against their respective RMSYFEs. We focus
here on the horizon h = 1 where the models show their best forecasting performances.
The suggestions and conclusions derived here are also true for the horizons h = 2, 6 and
12 . Figure 5 is motivated by Ockham’s Razor which in general terms commands model
approaches with reduced complexity in describing well specified phenomena. From Figure

Figure 6.1: Ockham’s Razor expressed as the number of model parameters and the RM-
SYFEs over the h = 1 month forecasting horizon for the maturities 12 and 120 month for
Germany (black) and Italy (red)

6.1 it becomes clear that there is no gain with respect to the forecasting performance of
our interest rate prediction models in increasing the models’ complexity measured in their
free parameters. For both countries the regression lines (with insignificant slope parameters)
suggest a constant or a poorer forecasting performance due to an increase in the model’s
complexity
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6.5 Conclusion

For this chapter we have implemented a large number of term structure of interest rate
models as well as alternative econometric forecasting models. With focus on the overall in-
sample fitting quality where the observed data ranges between 03/2005 and 02/2014 we find
that most of our implemented term structure models show good in-sample fits with RMSYEs
lower than ten basis points. Exception here are the three factor Vasicek short rate model and
the stochastic volatility ATSM model. These two models show poor overall in-sample-fitting
qualities with high RMSYEs compared to the alternative terms structure models. Focusing
on our rolling horizon out-of-sample forecasting experiments we find that the non-parametric
driftless random walk is in its forecasting performance hard to beat. But also the two
parameter slope-regression reveals good forecasting results. The term structure of interest
rates model which shows the best forecasting performance is the independent AF-DNS. This
model reveals a high robustness in its forecasting performance for all six EMU countries and
for all forecasting horizons. The latent ATSM and the MF-DNS follow the independent AF-
DNS in also showing good forecasting performances. But these two models are not robust in
their performances with respect to the different interest rate dynamics observed for the six
EMU countries. In our forecasting experiments we also find that in tendency more complex
term structure of interest rates models with a larger number of free model parameters perform
poorer in forecasting interest rates than models with lower complexity measured by a lower
number of free model parameters.
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A. Appendix Chapter 2

A.1 Macroeconomic data

The quarterly data cover 2005/Q1 to 2014/Q1, where the countries regarded here are Ger-
many, France and Italy. Source of the macroeconomic data for the four EMU countries is
the FED St. Louis. The preparation of the macroeconomic time series we used for our esti-
mations are as follows:

1. Real Output Growth

∆GDPt = 100× [ln (GDPt)− ln (GDPt−1)]

where GDPt is the quarterly level of the real gross domestic product at quarter t.

2. Real Consumption Growth

∆CONSt = 100×
[
ln

(
CONSt
GDPPt

)
− ln

(
CONSt−1

GDPPt−1

)]
where CONSt is the quarterly level of private final consumption expenditures of the gross
domestic product and GDPPt the quarterly level of the gross domestic product price deflator.

3. Real Investment Growth

∆INVt = 100×
[
ln

(
INVt
GDPPt

)
− ln

(
INVt−1

GDPPt−1

)]
with INVt standing for the level of the quarterly seasonally adjusted gross fixed capital for-
mation expenditures of the gross domestic product.

4. Real Wage Growth

∆WAGEt = 100×
[
ln

(
WAGEt
GDPPt

)
− ln

(
WAGEt−1

GDPPt−1

)]
where WAGEt are the seasonally adjusted private sector hourly earnings.
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5. Labour

LABOURt = 100× ln (HOURSt)

with HOURSt as the average annual hours worked by persons engaged for respective country.

6. Inflation

∆INFt = 100× ln
(

GDPPt
GDPPt−1

)

7. Short rate

For the short rate we take the one month EONIA swap rate published by the German
Bundesbank where we calculate the quarterly value by averaging over the three end-ofmonth
quotes of the quarter.
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A.2 Composition of EMU bond price data

Germany France

Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20 Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20

2005 54 10 8 15 10 4 7 2005 34 6 5 12 9 1 1

2006 52 8 9 14 11 3 7 2006 32 5 5 12 8 1 1

2007 52 9 9 12 12 2 8 2007 29 5 5 12 6 0 1

2008 51 9 8 12 12 4 6 2008 27 5 5 13 3 0 1

2009 50 8 8 12 12 4 6 2009 35 5 4 12 6 5 3

2010 53 8 8 13 12 6 6 2010 42 4 4 12 11 7 4

2011 55 8 8 15 13 6 5 2011 45 5 6 11 11 7 5

2012 57 8 8 17 12 6 6 2012 41 4 4 11 11 6 5

2013 60 8 9 17 14 6 6 2013 38 2 4 10 11 6 5

2014 63 8 9 18 16 6 6 2014 42 5 3 11 13 5 5

Netherlands Italy

Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20 Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20

2005 21 4 5 7 5 0 0 2005 37 8 7 12 7 2 1

2006 19 4 3 7 4 1 0 2006 33 6 6 10 7 3 1

2007 15 3 3 5 3 1 0 2007 32 6 5 11 6 4 0

2008 13 3 3 4 2 1 0 2008 30 4 5 11 6 4 0

2009 16 3 2 4 4 3 0 2009 38 4 4 11 8 6 5

2010 20 2 2 5 5 4 2 2010 42 4 5 11 10 7 5

2011 19 2 2 5 5 3 2 2011 45 5 6 12 10 8 4

2012 18 2 2 5 4 3 2 2012 38 4 4 10 8 8 4

2013 15 0 1 5 5 2 2 2013 49 5 7 12 13 8 4

2014 18 2 1 6 5 2 2 2014 46 5 6 10 14 7 4

Spain Portugal

Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20 Year Total τ ≤ 1Y 1Y < τ ≤ 2Y 2Y < τ ≤ 5Y 5Y < τ ≤ 10Y 10Y < τ ≤ 20Y τ > 20

2005 19 3 3 7 6 0 0 2005 12 2 2 4 4 0 0

2006 16 2 3 6 5 0 0 2006 11 2 2 4 3 0 0

2007 15 2 3 6 4 0 0 2007 9 2 1 4 2 0 0

2008 14 3 2 8 1 0 0 2008 7 1 1 4 1 0 0

2009 22 2 2 9 5 1 3 2009 10 1 2 3 3 0 1

2010 28 2 4 9 7 2 4 2010 11 2 1 3 4 0 1

2011 33 4 4 9 8 4 4 2011 12 1 1 4 5 0 1

2012 29 3 3 9 6 4 4 2012 11 0 1 4 4 1 1

2013 29 1 4 8 7 6 3 2013 12 1 1 4 3 2 1

2014 32 2 4 8 7 7 4 2014 13 2 1 4 4 1 1

Table A.1: Annual distribution of (average) number of government bonds issued by the EMU countries Germany,
France, Italy, the Netherlands, Spain and Portugal along the maturity spectrum between 2005 and 2014.
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A.3 NSS term structure estimation

Based on the time t price P (t, T ) of a coupon-bond with time to maturity τ = T − t and a
nominal (scaled) to 1:

P (t, T ) =
c

(1 + y(t, t1))(t1−t)
+

c

(1 + y(t, t2))(t2−t)
+...

c

(1 + y(t, tn−1))(tn−1−t)
+

(1 + c)

(1 + y(t, T ))(T−t)

(A.1)
where T and c are the bond’s redemption date and its coupon rate with coupon payments
at the n dates t1, t2, ..., tn−1, T with t < t1 < t2 < ... < tn−1 < T . For discounting the
bond’s cash flow on the RHS of A.1 there are n discount factors d(t, ti) = 1/ (1 + y(t, ti))

ti−t

with i = 1, 2, ..., n and tn = T . y(t, ti) is the zero-coupon rate with time to maturity
τi = ti − t. These rates are not directly observable. For extracting the zero-coupon rates
from the county’s bond prices we use the Nelson-Siegel-Svensson (NSS) parametric approach
by Svensson [1994, 1995] which extends the approach originally formulated by Nelson and
Siegel [1987] and is widely used among central banks and international institutions BIS [2005].
According to the NSS approach a zero-coupon rate y(t, ti,θ) with time to maturity τ = ti− t
depends on the 6× 1 vector of parameters θT = [β0, β1, β2, β3, τ1, τ2] and is defined as:

y(t, T,θ) = β0 + β1

(
1− exp

(
− (T−t)

τ1

))
(T−t)
τ :1

+ β2


(

1− exp
(
− (T−t)

τ1

))
(T−t)
τ1

− exp
(
−(T − t)

τ1

)
+ β3


(

1− exp
(
− (T−t)

τ2

))
(T−t)
τ2

− exp
(
−(T − t)

τ2

)
(A.2)

From A.2 it becomes clear that with θ the zero-coupon rates of every maturity τ = T − t
can be calculated, receiving the term structure of interest rates over a whole spectrum of
various maturities. For estimating the parameter vector θ at time t we use the bond prices
of the N government bonds issued by the considered country at t. Depending on the coupon
dates of the N government bonds tij , where ij is the index of the ij = 1, 2, ..., nj coupon
payments for the j = 1, 2, ..., N government bonds, we define for the M different dates tij for
all j = 1, 2, ..., N bonds - increasingly sorted and re-indexed t1 ≤ t2 ≤ ... ≤ tM - the N ×M
matrices Dc(θ) and DR(θ). Every element dc (θ)j,m of Dc(θ) is defined as:

dc (θ)j,m =

{
1/ (1 + y(t, tm,θ))(tm−t) if ∃tij = tm ∀ij 6= nj

0 else
(A.3)

whereas the elements dR (θ)j,m of DR(θ) are defined as:

dR (θ)j,m =

{
1/ (1 + y(t, tm,θ))(tm−t) if tnj = tm

0 else
(A.4)
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such that Dc(θ) and DR(θ) are the matrices of discount factors at the bonds coupon and
redemption dates respectively. With Dc(θ), DR(θ) and the bond price equation A.1 we get
the NSS bond prices:

Pt (θ) = D̃c(θ)c̃+ D̃R(θ)eNM (A.5)

where Pt(θ) is the N×1 vector of bond prices implied by the NSS approach depending on θ.
D̃c(θ) =

∑N
j=1 δ

T
t ⊗ δtδTt Dc(θ) and D̃R(θ) =

∑N
j=1 δ

T
t ⊗ δtδTt DR(θ) are N ×NM matrices.

c̃ =
∑N

j=1 δj ⊗ cjeM is an NM × 1 vector and δj is an N × 1 vector with 1 at position j and
0 else. eM and eNM are M × 1 and NM × 1 unit vectors respectively. With the system of
NSS prices in A.5 we get the estimate θ̂ by:

θ̂ = arg max
θ

√
||Pt(θ)−Pt|| (A.6)

where || || denotes the Euclidian norm and Pt is the N × 1 vector containing the government
bond prices observed at time t. We minimize the price differences in A.6 by using the heuristic
differential-evolution algorithm developed by Storn and Price [1997] for solving larger non-
linear optimization problems.

A.4 Equilibrium conditions of the decision problems

A.4.1 Final goods sector decisions

The final good Yt is composed of a continuum of intermediate goods Yt(i) produced in the
sector of intermediate goods i, which is outlined in its organization in the next section. The
final goods producers sell their products to consumers, investors and the government and
act as price takers in a perfectly competitive market, where they face the following profit
maximization problem with respect to the decision about the amount Yt to sell on the market
for final goods and the amount Yt(i) to buy from the intermediate producers i:

max
Yt,Yt(i)

PtYt −
∫ 1

0

Pt(i)Yt(i)di (A.7)

subject to the final goods production function:

Yt =

(∫ 1

0

Yt(i)
1

(1+ε
p
t )di

)(1+εpt )
(A.8)

Pt and Pt(i) are the prices in the final and intermediate goods sectors respectively. εPt is a
price mark-up shock which influences the production process of the final goods producers
and is specified as:

ln (εpt ) = (1− ρ)ln (εp) ρP ln
(
εpt−1

)
+ σpε

p
t εpt ∼ N (0, 1) (A.9)
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The final goods producers Lagrange function is given by:

Λ
(
Yt, Yt(i), λ

FG
t (i)

)
= PtYt−

∫ 1

0

Pt(i)Yt(i)di+λFGt

(∫ 1

0

Yt(i)
1

(1+ε
p
t )di

)(1+εpt )
− Yt

 (A.10)

where the optimization problem’s FOCs are:

∂Λ/∂Yt : λFGt = Pt (A.11)

∂Λ/∂Yt(i) : Pt(i) = λFGt

(∫ 1

0

Yt(i)
1

(1+ε
p
t )di

)εpt
Yt(i)

− ε
p
t

(1+ε
p
t ) (A.12)

where λFGt is the problem’s Lagrangian multiplier. Combining both FOCs yields the final
goods producers demand for intermediate goods Yt(i):

Yt(i) =

(
Pt(i)

Pt

)− (1−εpt )
ε
p
t

Yt (A.13)

The aggregate price level under the zero profit condition PtYt −
∫ 1

0
Pt(i)Yt(i)di = 0 with

respect to the optimal demand Yt(i) then becomes:

Pt =

(∫ 1

0

Yt(i)
1

ε
p
t di

)εpt
(A.14)

A.4.2 Intermediate goods sector decisions

At every time t the intermediate goods producers i have to solve the following profit maxi-
mization problem:

max
Yt(i),Lt(i),Ks

t (i)
Pt(i)Yt(i)−WtLt(i)−Rk

tK
s
t (i) (A.15)

subject to i th intermediate producers used production technology:

Yt(i) = εatK
s
t (i)

α
(
γtLt(i)

)(1−α) − γtφ (A.16)

where the production factors are the capital service used in the economy’s production process
Ks
t (i) and labour Lt(i). Wt and Rk

t are the aggregated nominal wage and the rental rate on
capital.γt is the labour augmented deterministic growth rate of the economy and φ is a general
fixed cost factor which negatively effects the production process. The production process in
the intermediate sector is disturbed by an exogenous log-normal process:

ln (εat ) = ρaln
(
εat−1

)
+ σaε

a
t (A.17)
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where εat ∼ N(0, 1) is standard normal. The decision problem’s Lagrange function is:

Λ
(
Yt(i), Lt(i), K

s
t (i), λ

IG
t (i)

)
= Pt(i)Yt(i)−WtLt(i)−Rk

tK
s
t (i)

+ λIGt (i)
(
εatK

s
t (i)

α
(
γtLt(i)

)(1−α) − γtφ− Yt(i)
) (A.18)

where the FOCs are:
∂Λ/∂Yt(i) : Pt(i) = λIGt (i) (A.19)

∂Λ/∂Lt(i) : λIGt (i)γ(1−α)t(1− α)εatK
s
t (i)

αLt(i)
−α = Wt (A.20)

∂Λ/∂Ks
t (i) : λIGt (i)γ(1−α)tαεatK

s
t (i)

(α−1)Lt(i)
1−α = Rk

t (A.21)

In a competitive market where the firms set their prices equal to their marginal costs from
the FOC in A.19 it is obvious that the Lagrangian multiplier λIGt equals the marginal costs
of production. Reformulating the FOC in A.21 with respect to λIGt leads to:

λIGt (i) = Rk
t γ
−(1−α)tα−1 (εat )

−1Ks
t (i)

−(α−1)Lt(i)
(1−α) (A.22)

Setting λIGt (i) into FOC A.20 we get the capital-to-labor ratio:

Ks
t =

α

(1− α)

Wt

Rk
t

Lt (A.23)

which is equal to all firms, such that the producer’s index i drops out. With respect to the
capital-to-labor constant for all firms, the marginal costs of production in the intermediate
sector λIGt become:

λIGt = γ−(1−α)tα−α(1− α)−(1−α)W
(1−α)
t Rk α

t (εat )
−1 (A.24)

Price setting in the intermediate sector faces nominal rigidities. We consider price-setting as
proposed by Calvo [1983] where only a fraction (1− ξP ) with 0 ≤ ξP ≤ 1 of contracts expire
each period and are renegotiated by the participants. The renegotiating firms set their prices
according to their optimal nominal price. All other firms set their prices according to:

Pt+s(i) = P̃t(i)Xt,s (A.25)

where

Xt,s =

{
1 for s = 0∏s

m=1 γπ
ιp
t+m−1π̄

(1−ιp) ∀s ∈ {1, 2, ...,∞} (A.26)

so that the fraction ξp of firms in the intermediate sector, which are not part of the rene-
gotiations passively adjust their prices according to a weighted average of the steady-state
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inflation rate π̄, last period’s inflation rate πt−1 and the general growth rate γ of the economy.
The prices setting of the producers in the intermediate sector is described by the following
optimization problem:

max
P̃t(i)

Λ
(
P̃t(i)

)
= max

P̃t(i)
Et

[
ξspβ

sλHIt+sPt

λHIt Pt+s

(
P̃t(i)Xt,s − λIGt+s

)
Yt+s(i)

]
(A.27)

subject to the final goods producers optimal demand for intermediate goods:

Yt(i) =

(
Pt(i)

Pt

)− (1−εpt )
ε
p
t

Yt (A.28)

in A.13.

From the intermediate producer’s objective function Λ
(
P̃t(i)

)
the FOC is:

∂Λ/∂P̃t(i) : Et

[
ξspβ

sλHIt+sPt

λHIt Pt+s
Xt,sYt+s(i)Yt+s

]

− Et

(1 + εpt )

εpt

(
P̃t(i)Xt,s − λIGt

)( P̃t(i)Xt,s

Pt+s

) (1+ε
p
t )

ε
p
t Xt,s

Pt+s
Yt+s

 = 0

(A.29)

With the outlined price setting the aggregate price level becomes:

Pt =

[
(1− ξp) P̃

1

ε
p
t

t + ξp
(
γπ

ιp
t−1π̄

(1−ιp)Pt−1

) 1

ε
p
t

]εpt
(A.30)

A.4.3 Household decisions

At every time t household j faces the following utility maximization problem:

max
Ct(j),Lt(j),Bt(j),It(j),Zt(J)

U (Ct(j), Ct−1(j), Lt(j)) (A.31)

where the household’s time t maximization problem is embedded in the intertemporal opti-
mization problem of maximizing the expected utility:

Et

[
∞∑
h=0

βhU (Ct+h(j), Ct+h−1(j), Lt+h(j))

]
(A.32)

with the household’s utility function specified as:

U (Ct+h(j), Ct+h−1(j), Lt+h(j)) =
(Ct+h(j)− λCt+h−1(j))(1−σc)

(1− σc)
exp

(
(σc − 1)

(1 + σl)
Lt+h(j)

(1+σl)

)
(A.33)
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For this maximization problem the following two constraints hold:

Ct+h(j) + It+h(j) +
Bt+h(j)

εbtRt+hPt+h
− Tt+h ≤

Bt+h−1(j)

Pt+h
+
Wt+h(j)Lt+h(j)

Pt+h

+
Rk
t+h(j)Zt+h(j)Kt+h−1(j)

Pt+h

− a (Zt+h(j))Kt+h−1(j) +
Dt+h

Pt+h

(A.34)

Kt+h(j) = (1− δ)Kt+h−1 + εit

[
1− S

(
It+h(j)

It+h−1(j)

)]
It+h(j) (A.35)

where the first constraint is the household’s budget restriction with respect to the household’s
consumption Ct+h, investment It+h and saving behavior (netted by regarding the lump sum
tax Tt+h) on the one side and the income cash flows from saving, labor, direct capital in-
vestments and dividends Dt+h on the other side. Saving is done by buying one period bonds
Bt+h with yield Rt+h . Labor income is determined by the working hours Lt+h and wage
Wt+h. Capital income is determined by the effective capital service Ks

t+h = Zt+hKt+h−1 di-
rectly used in the production process and the cost of capital utilization a (Zt+h)Kt+h−1. Zt+h
indicates the degree of the economy’s capital utilization. The second constraint is the capital
accumulation equation. δ is the depreciation ratio of capital and S (...) is the adjustment cost
function, indicating the fraction of investment S(...)It+h necessary to increase the economy’s
capital stock by the investments It+h done at time t+ h for some h ≥ 0.The time t Lagrange
function of the optimization problem is:

Λ
(
Ct(j), Lt(j), Bt(j), It(j), Zt(j), λ

H1
t , λH2

t

)
=

= Et

[ ∞∑
h=0

βh
(Ct+h(j)− λCt+h−1(j))(1−σc)

(1− σc)
exp

(
(σc − 1)

(1 + σl)
Lt+h(j)(1+σl)

)]

+ Et

[ ∞∑
h=0

βhλH1
t

(
Bt+h−1(j)

Pt+h
+
Wt+h(j)Lt+h(j)

Pt+h
+
Rkt+h(j)Zt+h(j)Kt+h−1(j)

Pt+h

)]

+ Et

[ ∞∑
h=0

βhλH1
t

(
−a (Zt+h(j))Kt+h−1(j) +

Dt+h

Pt+h
− Ct+h(j)− It+h(j)− Bt+h(j)

εbtRt+hPt+h
+ Tt+h

)]

+ Et

[ ∞∑
h=0

βhλH2
t

(
(1− δ)Kt+h−1 + εit

[
1− S

(
It+h(j)

It+h−1(j)

)]
It+h(j)−Kt+h(j)

)]
(A.36)

with the Lagrangian multipliers λH1
t and λH2

t for the budget restriction and the capital
accumulation constraint and Qt = λH2

t /λH1
t representing Tobin’s Q. The FOCs are (note

that in equilibrium all households j make the same choices, so that the index j can be
dropped):

∂Λ/∂Ct : λH1
t = (Ct − λCt−1)−σc exp

(
(σc − 1)

(1 + σl)
L

(1+σl)
t

)
(A.37)
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∂Λ/∂Lt : −λH1
t

Wt

Pt
=

(Ct − λCt−1)(1−σc)

(1− σc)
exp

(
(σc − 1)

(1 + σl)
L

(1+σl)
t

)
(σc − 1)Lσlt (A.38)

∂Λ/∂Bt : λH1
t = βεbtRt Et

[
λH1
t+1Pt
Pt+1

]
(A.39)

∂Λ/∂It : λH1
t = λH2

t εit

[
1− S

(
It
It−1

)
− S ′

(
It
It−1

)
It
It−1

]
+β Et

[
λH2
t+1ε

i
t+1S

′
(
It+1

It

)(
It+1

It

)2
]

(A.40)

∂Λ/∂Kt : λH2
t = β Et

[
λH1
t+1

(
Rk
t+1

Pt+1

Zt+1 − a (Zt+1)

)
+ λH2

t+1 (1− δ)
]

(A.41)

∂Λ/∂Zt : a′ (Zt) =
Rk
t

Pt
(A.42)

where the processes of the exogenous shocks εbt and εit are specified as:

ln
(
εbt
)

= ρbln
(
εbt−1

)
+ σbε

b
t εbt ∼ N(0, 1) (A.43)

ln
(
εit
)

= ρiln
(
εit−1

)
+ σiε

i
t εit ∼ N(0, 1) (A.44)

A.4.4 Labor market decisions

Demand and supply side of the labour market are organized as follows. The supply side
consists of differentiated labour services Lt(l) offered by the households. On the demand
side there are the intermediate goods producer which are confronted with the various labour
services. For reducing the complexity resulting from the labor fragmentation, there are labor
packers as intermediaries between the households and the goods producers. The labor packers
bundled the differentiated labor services to labor service packages Lt and offer them to the
producers in the intermediate goods sector. For negotiation purposes every labor service l is
represented by a union which negotiates their wages with the labor packers. Labor packers
act profit orientated and therefore face the following profit maximization problem:

max
Lt,Lt(j)

WtLt −
∫ 1

0

Lt(l)Wt(l)dl (A.45)
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subject to:

Lt =

(∫ 1

0

Lt(l)
1

(1+εwt )dl

)(1+εwt )

(A.46)

where the exogenous shock process of εwt is specified as:

ln (εwt ) = (1− ρw)ln (εw) + ρwln
(
εwt−1

)
σwε

w
t εwt ∼ N(0, 1) (A.47)

so that the labor packer’s Lagrange function is:

Λ
(
Lt, Lt(l), λ

LP
t

)
= WtLt −

∫ 1

0

Lt(l)Wt(l)dl+ λLPt

[(∫ 1

0

Lt(l)
1

(1+εwt )dl

)(1+εwt )

− Lt

]
(A.48)

with the FOCs:
∂Λ/∂Lt : λLPt = Wt (A.49)

∂Λ/∂Lt(l) : Wt(l) = λLPt Lt(l)
− εwt

(1+εwt )

(∫ 1

0

Lt(l)
1

(1+εwt )dl

)εwt
(A.50)

Taking into account L
1

(1+εwt )
t dl =

∫ 1

0
Lt(l)

1

(1+εwt )dl differentiated labor Lt(l) then becomes:

Lt(l) =

(
Wt(l)

Wt

)− (1+λw,t)
εwt

Lt (A.51)

Assuming perfect competition between the labor packers so that the packer’s profit equals
zero:

WtLt −
∫ 1

0

Lt(l)Wt(l)dl = 0 (A.52)

the wage costs for the intermediate goods producers are:

Wt =

(∫ 1

0

Wt(l)
1
εwt

)εwt
(A.53)

In their wage negotiations labor unions face nominal wage rigidities. Union’s wage negoti-
ations are described by using a Calvo scheme with partial indexation, where (1− ξw) with
0 ≤ ξw ≤ 1 labor unions can actively readjust their wages and set them to W̃t(l) each period.
On the contrary this implies that ξw unions do not readjust their wages. They passively set
their prices Wt(l) according to the growth rate γ and a weighted average of the steady-state
inflation rate π̄ and last period’s inflation rate πt−1, so that the wage setting decision between
labor unions and labor packers is determined by:

max
W̃t(l)

Λ
(
W̃t(l)

)
= max

W̃t(l)
Et

[
∞∑
s=0

ξswβ
sλHIt+sPt

λHIt Pt+s

(
W̃t+s(i)−Wt+s

)
Lt+s

]
(A.54)
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with the labor packers optimal demand for differentiated labor services:

Lt(l) =

(
Wt(l)

Wt

)− (1+λw,t)
εwt

Lt (A.55)

and the mentioned passive price-setting rule with respect to growth and inflation:

Wt+s(l) = Xt,sW̃t(l) (A.56)

with:

Xt,s =

{
1 for s = 0∏s

m=1 γπ
ιw
t+m−1π̄

(1−ιw) ∀s ∈ {1, 2, ...,∞} (A.57)

the labour unions FOC derived from the problem’s objective function Λ
(
W̃t(l)

)
is:

∂Λ/∂W̃t(l) :

Et

 ∞∑
s=0

ξw
βsλH1

t+1Pt

λH1
t Pt+1

Xt,sLt+s(l)−
(1 + εwt )

εwt

Xt,s

Wt+s(l)
Lt+s(l) (Wt+s(l)−Wt+s)

(
Xt,sW̃t(l)

Wt+s(l)

)( 1−εwt+s
εw
t+s

−1
)


= 0

(A.58)

The economy’s aggregated wage index with respect to actively and passively set wages under
the Calvo scheme and the zero profit assumption for the labor packers is given by:

Wt =

[
(1− ξw) W̃

1
εwt
t + ξw

(
γπιwt−1π̄

(1−ιw)Wt−1

) 1
εwt

]εwt
(A.59)

A.4.5 Monetary policy and fiscal policy decisions

Similar to current work by Andreasen, Fernandez-Villaverde and Rubio-Ramirez [2017] and
deviating from approaches used by DeGreave, Emiris and Wouters [2007], Rudebusch and
Swanson [2008, 2012], Beakert, Cho and Moreno [2010], van Binsenberg, Fernandez-Villaverde,
Koijen and Rubio-Ramirez [2012] or Kliem and Meyer-Gohde [2017] for integrating the term
structure of interest rates into the macroeconomic modeling framework of the DSGE we spec-
ify a Taylor rule type monetary policy decision rule in which the central bank sets the short
term rate dependent to the inflation and output gap, the change in the output gap and to a
term structure component. Andreasen, Fernandez-Villaverde and Rubio-Ramirez [2017] use
as a term structure component a measure for the term-premia priced in the term structure.
In our paper in using only first order approximation for solving our model, we try to keep
the solution and computation effort as low as possible. Disadvantage of using only a first
order approximation is that we cannot focus on time-varying risk-premia because of the lack
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of non-linearities necessary for the modeling of time-varying term-premia. So instead of fo-
cusing on term-premia we deviate from Andreasen, Fernandez-Villaverde and Rubio-Ramirez
[2017] in using three termstructure factors, which are the driving forces of our yield curve as
the term structure related component in our central bank’s monetary policy decision rule.
The central bank’s decision rule is as follows:

rt = ρrt−1 − ρr̃ + (1− ρ)

(
rπln

(πt
π̃

)
+ ry

(
yt
ỹt

))
+ r∆yln

(
(yt/ỹt)

(yt−1/ỹt−1)

)
+ ωlfl,t + ωsfs,t + ωcfc,t + ln (εrt )

(A.60)

where r̃ and π̃ are short term interest rate and inflation rate in the steady-state. ỹ is the
potential output under full price and wage flexibility. πt and yt are inflation rate and output
respectively and fl,t, fs,t, fc,t are the three latent term structure factors the central bank
focuses on in its decision finding.

ln (εrt ) = ρrln
(
εrt−1

)
+ σrε

r
t εrt ∼ N(0, 1) (A.61)

is the log-normally distributed monetary policy shock. The government faces in its fiscal
policy decisions the following budget constraint:

PtGt +Bt−1 = Tt +
Bt

Rt

(A.62)

where the LHS indicates the government’s expenditures for general public sector activities
and debt redemption, whereas the RHS indicates the government’s revenues from taxes and
credit. The government expenditures Gt are described by the random process:

Gt = εgt (A.63)

with:
ln (εgt ) = ρgln

(
εgt−1

)
+ σgε

g
t εgt ∼ N(0, 1) (A.64)

A.5 SW-DSGE-ATSM implementation

A.5.1 SW-DSGE-ATSM under price and wage flexibility

Under full price and wage flexibility determined by ξp = ξw = 0 and in the absence of the
price and wage mark-up disturbances εpt and εwt the equations of the SW-2007 DSGE model
become:

ỹt = cy c̃t + iy ĩt + zyz̃t + εgt (A.65)

ĩt =
1

(1 + βγ(1−σc))
ĩt−1 +

βγ(1−σc)

(1 + βγ(1−σc))
Et
[̃
it+1

]
+

1

(1 + βγ(1−σc)) γ2ϕ
q̃t + εit (A.66)
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q̃t = β (1− δ) γ−σc Et [q̃t+1]− rt + Et [π̃t+1] +
(
1− β (1− δ)−σc

)
Et
[
r̃kt+1

]
− εbt (A.67)

ỹt = Φ
(
αk̃st + (1− α) l̃t + εat

)
(A.68)

k̃st = k̃t−1 + z̃t (A.69)

z̃t = ztr̃
k
t (A.70)

k̃t =
(1− δ)
γ

k̃t−1 +
(γ − 1 + δ)

γ

(̃
it +

(
1 + βγ(1−σc)

)
γ2ϕεit

)
(A.71)

w̃t = a
(
k̃st − l̃t

)
+ εat (A.72)

r̃kt = l̃t + w̃t + k̃t (A.73)

w̃t = σcl̃t +
1

1− λ/γ
(c̃t − λ/γc̃t−1) (A.74)

A.5.2 Canonical rational expectations form of the SW-DSGE-ATSM

The matrices Γ0,Γ1,Ψ and Π of the canonical linear rational expectations form in 2.26 are
row-wise specified as follows (where all other elements in the rows are set to zero):

Γ0[1, 1] = 1,Γ0[1, 2] = −cy,Γ0[1, 3] = −iy,Γ0[1, 6] = −zy,Γ0[1, 17] = −1

Γ0[2, 2] = 1,Γ0[2, 14] = − wlc (σc − 1)

σc (1 + λ/γ)
,Γ0[2, 22] = − 1

1 + λ/γ
,Γ0[2, 24] =

wlc (σc − 1)

σc (1 + λ/γ)

Γ0[2, 13] =
(1− λ/γ)

σc (1 + λ/γ)
,Γ0[2, 25] =

(1− λ/γ)

σc (1 + λ/γ)
,Γ0[2, 16] =

(1− λ/γ)

σc (1 + λ/γ)
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Γ1[2, 2] =
λ/γ

1 + λ/γ

Γ0[3, 3] = 1,Γ0[3, 23] = − βγ(1−σc)

(1 + βγ(1−σc))
,Γ0[3, 4] = − 1

(1 + βγ(1−σc)) γ2ϕ
,Γ0[3, 18] = −1

Γ1[3, 3] =
1

(1 + βγ(1−σc))

Γ0[4, 4] = 1,Γ0[4, 26] = −β (1− δ) γ−σc ,Γ0[4, 27] = −
(
1− β (1− δ) γ−σc

)
,Γ0[4, 13] = 1,

Γ0[4, 25] = −1,Γ0[4, 16] = 1

Γ0[5, 1] = 1,Γ0[5, 5] = −Φα,Γ0[5, 14] = −Φ(1− α),Γ0[5, 15] = −Φ

Γ0[6, 5] = 1,Γ0[6, 6] = −1

Γ1[6, 7] = 1

Γ0[7, 6] = 1,Γ0[7, 10] = −(1− ψ)

ψ

Γ0[8, 7] = 1,Γ0[8, 3] = −(γ − 1 + δ)

γ
,Γ0[8, 18] = − (γ − 1 + δ)

(
1 + βγ(1−σc)

)
γψ,

Γ1[8, 7] =
(1− δ)
γ

Γ0[9, 8] = 1,Γ0[9, 5] = −α,Γ0[9, 14] = α,Γ0[9, 15] = −1,Γ0[9, 12] = 1

Γ0[10, 9] = 1,Γ0[10, 25] = − βγ(1−σc)

(1 + βγ(1−σc)ιp)
,Γ0[10, 8] =

(
1− βγ(1−σc)ξp

)
(1− ξp)

(1 + βγ(1−σc)ιp) ξp ((Φ− 1) εp + 1)

Γ0[10, 20] = −1
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Γ1[10, 9] =
ιp

(1 + βγ(1−σc)ιp)

Γ0[11, 10] = 1,Γ0[11, 7] = 1,Γ0[11, 14] = −1,Γ0[11, 12] = −1

Γ0[12, 11] = 1,Γ0[12, 12] = −1,Γ0[12, 14] = σl,Γ0[12, 2] =
1

(1− λ)

Γ1[12, 2] =
λ

(1− λ)

Γ0[13, 12] = 1,Γ0[13, 28] =
1

(1 + βγ(1−σc))
− 1,Γ0[13, 25] = 1− 1

(1 + βγ(1−σc))
,

Γ0[13, 9] =

(
1 + βγ(1−σc)ιw

)
(1 + βγ(1−σc))

,Γ0[13, 11] =

(
1− βγ(1−σc)ξw

)
(1− ξw)

(1 + βγ(1−σc)) ξw ((λwi− 1) εw + 1)
,Γ0[13, 21] = −1

Γ1[13, 12] =
1

(1 + βγ(1−σc))
,Γ1[13, 9] =

ιw
(1 + βγ(1−σc))

Γ0[14, 13] = 1,Γ0[14, 9] = (1− ρ)rπ,Γ0[14, 1] = − ((1− ρ)ry + r∆y)

Γ0[14, 19] = −1,Γ0[14, 29] = ((1− ρ)ry + r∆y) ,Γ0[14, 50] = ωl,Γ0[14, 51] = ωs,Γ0[14, 52] = ωc

Γ1[14, 13] = ρ,Γ1[14, 45] = −r∆y,Γ1[14, 49] = r∆y

Γ0[15, 15] = 1,Γ1[15, 15] = ρa,Ψ[15, 1] = σa

Γ0[16, 16] = 1,Γ1[16, 16] = ρb,Ψ[16, 2] = σb

Γ0[17, 17] = 1,Γ1[17, 17] = ρg,Ψ[17, 3] = σg

Γ0[18, 18] = 1,Γ1[18, 18] = ρi,Ψ[18, 4] = σi

Γ0[19, 19] = 1,Γ1[19, 19] = ρr,Ψ[19, 5] = σr
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Γ0[20, 20] = 1,Γ1[20, 20] = ρp,Ψ[20, 6] = σp

Γ0[21, 21] = 1,Γ1[21, 21] = ρw,Ψ[21, 7] = σw

Γ0[22, 2] = 1,Γ1[22, 22] = 1,Π[22, 2] = 1

Γ0[23, 3] = 1,Γ1[23, 23] = 1,Π[23, 6] = 1

Γ0[24, 14] = 1,Γ1[24, 24] = 1,Π[24, 3] = 1

Γ0[25, 9] = 1,Γ1[25, 25] = 1,Π[25, 1] = 1

Γ0[26, 4] = 1,Γ1[26, 26] = 1,Π[26, 4] = 1

Γ0[27, 10] = 1,Γ1[27, 27] = 1,Π[27, 5] = 1

Γ0[28, 12] = 1,Γ1[28, 28] = 1,Π[28, 7] = 1

Γ0[29, 45] = 1,Γ1[29, 1] = 1

Γ0[30, 46] = 1,Γ1[30, 2] = 1

Γ0[31, 47] = 1,Γ1[31, 3] = 1

Γ0[32, 48] = 1,Γ1[32, 12] = 1

Γ0[33, 49] = 1,Γ1[33, 29] = 1

Γ0[34, 29] = 1,Γ0[34, 30] = −cy,Γ0[34, 31] = −iy,Γ0[34, 34] = −zy,Γ0[34, 17] = −1

Γ0[35, 30] = 1,Γ0[35, 40] = − 1

(1 + λ/γ)
,Γ0[35, 39] = − wlc(σc − 1)

σc (1 + λ/γ)
,Γ0[35, 42] =

wlc(σc − 1)

σc (1 + λ/γ)
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Γ0[35, 38] =
(1− λ/γ)

σc (1 + λ/γ)
,Γ0[35, 16] =

(1− λ/γ)

σc (1 + λ/γ)

Γ1[35, 30] =
λ/γ

(1 + λ/γ)

Γ0[36, 31] = 1,Γ0[36, 41] = − βγ(1−σc)

(1 + βγ(1−σc))
,Γ0[36, 32] = − 1

(1 + βγ(1−σc)) γ2ϕ
,Γ0[36, 18] = −1

Γ1[36, 31] =
1

(1 + βγ(1−σc))

Γ0[37, 32] = 1,Γ0[37, 43] = −β (1− δ) γ−σc ,Γ0[37, 44] = −
(
1− β (1− δ) γ−σc

)
,Γ0[37, 38] = 1

Γ0[37, 16] = 1

Γ0[38, 29] = 1,Γ0[38, 33] = −Φα,Γ0[38, 39] = −Φ (1− α) ,Γ0[38, 15] = −Φ

Γ0[39, 33] = 1,Γ0[39, 34] = −1

Γ1[39, 35] = 1

Γ0[40, 34] = 1,Γ0[40, 36] = −(1− ψ)

ψ

Γ0[41, 35] = 1,Γ0[41, 31] = −(γ − 1 + δ)

γ
,Γ0[41, 18] = − (γ − 1 + δ)

(
1 + βγ(1−σc)

)
γϕ

Γ1[41, 35] =
(1− δ)
γ

Γ0[42, 37] = 1,Γ0[42, 33] = −α,Γ0[42, 39] = α,Γ0[42, 15] = −1

Γ0[43, 36] = 1,Γ0[43, 39] = −1,Γ0[43, 35] = 1,Γ0[43, 37] = −1
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Γ0[44, 37] = 1,Γ0[44, 39] = −σl,Γ0[44, 30] = − 1

(1− λ)

Γ1[44, 30] = − 1

(1− λ)

Γ0[45, 30] = 1,Γ1[45, 40] = 1,Π[45, 8] = 1

Γ0[46, 31] = 1,Γ1[46, 41] = 1,Π[46, 12] = 1

Γ0[47, 39] = 1,Γ1[47, 42] = 1,Π[47, 9] = 1

Γ0[48, 32] = 1,Γ1[48, 43] = 1,Π[48, 10] = 1

Γ0[49, 38] = 1,Γ1[49, 44] = 1,Π[49, 11] = 1

Γ0[50, 50] = 1,Γ1[50, 1] = ψl,m,1,1,Γ1[50, 9] = ψl,m,1,2,Γ1[50, 50] = ψl,1,1Ψ[50, 8] = 1

Γ0[51, 51] = 1,Γ1[51, 1] = ψl,m,2,1,Γ1[51, 9] = ψl,m,2,2,Γ1[51, 50] = ψl,2,1,Γ1[51, 51] = ψl,2,2,

Ψ[51, 9] = 1

Γ0[52, 52] = 1,Γ1[52, 1] = ψl,m,3,1,Γ1[52, 9] = ψl,m,3,2,Γ1[52, 50] = ψl,3,1,Γ1[52, 51] = ψl,3,2

Γ1[52, 52] = ψl,3,3,Ψ[52, 10] = 1

Γ0[53, 53] = 1,Γ1[53, 1] = ψl,m,1,1,Γ1[53, 29] = ψl,m,1,2,Γ1[53, 53] = ψl,1,1,Ψ[53, 8] = 1

Γ0[54, 54] = 1,Γ1[54, 1] = ψl,m,2,1,Γ1[54, 29] = ψl,m,2,2,Γ1[54, 53] = ψl,2,1,Γ1[54, 54] = ψl,2,2,

Ψ[54, 9] = 1

Γ0[55, 55] = 1,Γ1[55, 1] = ψl,m,3,1,Γ1[55, 29] = ψl,m,3,2,Γ1[55, 53] = ψl,3,1,Γ1[55, 54] = ψl,3,2

Γ1[55, 55] = ψl,3,3,Ψ[55, 10] = 1
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A.5.3 Recursive bond pricing scheme in the SW-DSGE-ATSM

According to Ang and Piazzesi [2003] the maturity dependent scalar ARAτ and the M × 1
vector BRA

τ are derived as follows:
Using 2.48 and 2.52:

P (t, T, st) = Et [Mt+1P (t+ 1, T − 1, st+1))]

= Et
[
exp

(
−rt −

1

2
λTt Θ1λt − λTt εt+1

)
exp

(
ARAτ +

(
BRA
τ

)T
st+1

)]
= Et

[
exp

(
−rt −

1

2
λTt Θ1λt − λTt εt+1

)
exp

(
Aτ +

(
BRA
τ

)T
(θc + Θ0st + εt+1)

)]
(A.75)

With Et [εt+1] = 0, V art [εt+1] = Θ1 and the dynamics of the state variables for the solution
of the canonical rational expectation system from 2.43 it can be written:

P (t, T, st) = exp

(
−rt −

1

2
λTt Θ1λt + ARAτ−1 +

(
BRA
τ−1

)T
(θc + Θ0st)

)
× Et

[
exp

((
−λTt +

(
BRA
τ−1

)T)
εt+1

)]
= exp

(
−rt −

1

2
λTt Θ1λt + ARAτ−1 + BRA

τ−1 (θc + Θ0st)

)
× Et

[
exp

(
−λTt +

(
BRA
τ−1

)T)
εt+1

]
= exp

(
−rt −

1

2
λTt Θ1λt + ARAτ−1 + BRA

τ−1 (θc + Θ0st)

)
× exp

(
Et
[(
−λTt +

(
BRA
τ−1

)T)
εt+1

]
+

1

2
V art

[(
−λTt +

(
BRA
τ−1

)T)
εt+1

])
= exp

(
−rt −

1

2
λTt Θ1λt + ARAτ−1 + BRA

τ−1 (θc + Θ0st)

)
× exp

(
1

2

(
−λTt +

(
BRA
τ−1

)T)Et [εt+1ε
T
t+1

] (
−λt +

(
BRA
τ−1

)))
= exp

(
−rt −

1

2
λTt Θ1λt + ARAτ−1 + BRA

τ−1 (θc + Θ0st)

)
× exp

(
1

2
λTt Θ1λt −

(
BRA
τ−1

)T
Θ1λt +

1

2

(
BRA
τ−1

)T
Θ1B

RA
τ−1

)
(A.76)
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Using the dynamics of the market prices of risk λt from 2.49 and the short rate expressed as
rt = δTr st the bond price is:

P (t, T, st) =

exp

(
ARAτ−1 +

(
BRA
τ−1

)T
(θc + Θ0λ0) +

1

2

(
BRA
τ−1

)T
Θ1B

RA
τ−1 +

((
BRA
τ−1

)T
(θc + Θ0λ0)− δT1

)
st

)
(A.77)

According to the affine definition of the bond price P (t, T, st) in 2.52 the following recursive
equations for ARAτ and BRA

τ can be derived:

ARAτ = ARAτ−1 +
(
BRA
τ−1

)T
(θc −Θ1λ0) +

1

2

(
BRA
τ−1

)T
Θ1B

RA
τ−1 (A.78)

(
BRA
τ

)T
=
(
BRA
τ−1

)T
(Θ0 −Θ1λ1)− δTr (A.79)

211



A.5.4 SW-DSGE-ATSM’s measurement coefficient matrix

With the bond loadings bτ for the maturities τ = 12, 24, ..., 120 month outlined above the
measurement’s coefficient matrix M of the state space system in 2.60 is specified as:

M
T

=



1 0 0 0 0 0 0 b12,1 b24,1 b36,1 b48,1 b60,1 b72,1 b84,1 b96,1 b108,1 b120,1

0 1 0 0 0 0 0 b12,2 b24,2 b36,2 b48,2 b60,2 b72,2 b84,2 b96,2 b108,2 b120,2

0 0 1 0 0 0 0 b12,3 b24,3 b36,3 b48,3 b60,3 b72,3 b84,3 b96,3 b108,3 b120,3

0 0 0 0 0 0 0 b12,4 b24,4 b36,4 b48,4 b60,4 b72,4 b84,4 b96,4 b108,4 b120,4

0 0 0 0 0 0 0 b12,5 b24,5 b36,5 b48,5 b60,5 b72,5 b84,5 b96,5 b108,5 b120,5

0 0 0 0 0 0 0 b12,6 b24,6 b36,6 b48,6 b60,6 b72,6 b84,6 b96,6 b108,6 b120,6

0 0 0 0 0 0 0 b12,7 b24,7 b36,7 b48,7 b60,7 b72,7 b84,7 b96,7 b108,7 b120,7

0 0 0 0 0 0 0 b12,8 b24,8 b36,8 b48,8 b60,8 b72,8 b84,8 b96,8 b108,8 b120,8

0 0 0 0 0 1 0 b12,9 b24,9 b36,9 b48,9 b60,9 b72,9 b84,9 b96,9 b108,9 b120,9

0 0 0 0 0 0 0 b12,10 b24,10 b36,10 b48,10 b60,10 b72,10 b84,10 b96,10 b108,10 b120,10

0 0 0 0 0 0 0 b12,11 b24,11 b36,11 b48,11 b60,11 b72,11 b84,11 b96,11 b108,11 b120,11

0 0 0 1 0 0 0 b12,12 b24,12 b36,12 b48,12 b60,12 b72,12 b84,12 b96,12 b108,12 b120,12

0 0 0 0 0 0 1 b12,13 b24,13 b36,13 b48,13 b60,13 b72,13 b84,13 b96,13 b108,13 b120,13

0 0 0 0 1 0 0 b12,14 b24,14 b36,14 b48,14 b60,14 b72,14 b84,14 b96,14 b108,14 b120,14

0 0 0 0 0 0 0 b12,15 b24,15 b36,15 b48,15 b60,15 b72,15 b84,15 b96,15 b108,15 b120,15

0 0 0 0 0 0 0 b12,16 b24,16 b36,16 b48,16 b60,16 b72,16 b84,16 b96,16 b108,16 b120,16

0 0 0 0 0 0 0 b12,17 b24,17 b36,17 b48,17 b60,17 b72,17 b84,17 b96,17 b108,17 b120,17

0 0 0 0 0 0 0 b12,18 b24,18 b36,18 b48,18 b60,18 b72,18 b84,18 b96,18 b108,18 b120,18

0 0 0 0 0 0 0 b12,19 b24,19 b36,19 b48,19 b60,19 b72,19 b84,19 b96,19 b108,19 b120,19

0 0 0 0 0 0 0 b12,20 b24,20 b36,20 b48,20 b60,20 b72,20 b84,20 b96,20 b108,20 b120,20

0 0 0 0 0 0 0 b12,21 b24,21 b36,21 b48,21 b60,21 b72,21 b84,21 b96,21 b108,21 b120,21

0 0 0 0 0 0 0 b12,22 b24,22 b36,22 b48,22 b60,22 b72,22 b84,22 b96,22 b108,22 b120,22

0 0 0 0 0 0 0 b12,23 b24,23 b36,23 b48,23 b60,23 b72,23 b84,23 b96,23 b108,23 b120,23

0 0 0 0 0 0 0 b12,24 b24,24 b36,24 b48,24 b60,24 b72,24 b84,24 b96,24 b108,24 b120,24

0 0 0 0 0 0 0 b12,25 b24,25 b36,25 b48,25 b60,25 b72,25 b84,25 b96,25 b108,25 b120,25

0 0 0 0 0 0 0 b12,26 b24,26 b36,26 b48,26 b60,26 b72,26 b84,26 b96,26 b108,26 b120,26

0 0 0 0 0 0 0 b12,27 b24,27 b36,27 b48,27 b60,27 b72,27 b84,27 b96,27 b108,27 b120,27

0 0 0 0 0 0 0 b12,28 b24,28 b36,28 b48,28 b60,28 b72,28 b84,28 b96,28 b108,28 b120,28

0 0 0 0 0 0 0 b12,29 b24,29 b36,29 b48,29 b60,29 b72,29 b84,29 b96,29 b108,29 b120,29

0 0 0 0 0 0 0 b12,30 b24,30 b36,30 b48,30 b60,30 b72,30 b84,30 b96,30 b108,30 b120,30

0 0 0 0 0 0 0 b12,31 b24,31 b36,31 b48,31 b60,31 b72,31 b84,31 b96,31 b108,31 b120,31

0 0 0 0 0 0 0 b12,32 b24,32 b36,32 b48,32 b60,32 b72,32 b84,32 b96,32 b108,32 b120,32

0 0 0 0 0 0 0 b12,33 b24,33 b36,33 b48,33 b60,33 b72,33 b84,33 b96,33 b108,33 b120,33

0 0 0 0 0 0 0 b12,34 b24,34 b36,34 b48,34 b60,34 b72,34 b84,34 b96,34 b108,34 b120,34

0 0 0 0 0 0 0 b12,35 b24,35 b36,35 b48,35 b60,35 b72,35 b84,35 b96,35 b108,35 b120,35

0 0 0 0 0 0 0 b12,36 b24,36 b36,36 b48,36 b60,36 b72,36 b84,36 b96,36 b108,36 b120,36

0 0 0 0 0 0 0 b12,37 b24,37 b36,37 b48,37 b60,37 b72,37 b84,37 b96,37 b108,37 b120,37

0 0 0 0 0 0 0 b12,38 b24,38 b36,38 b48,38 b60,38 b72,38 b84,38 b96,38 b108,38 b120,38

0 0 0 0 0 0 0 b12,39 b24,39 b36,39 b48,39 b60,39 b72,39 b84,39 b96,39 b108,39 b120,39

0 0 0 0 0 0 0 b12,40 b24,40 b36,40 b48,40 b60,40 b72,40 b84,40 b96,40 b108,40 b120,40

0 0 0 0 0 0 0 b12,41 b24,41 b36,41 b48,41 b60,41 b72,41 b84,41 b96,41 b108,41 b120,41

0 0 0 0 0 0 0 b12,42 b24,42 b36,42 b48,42 b60,42 b72,42 b84,42 b96,42 b108,42 b120,42

0 0 0 0 0 0 0 b12,43 b24,43 b36,43 b48,43 b60,43 b72,43 b84,43 b96,43 b108,43 b120,43

0 0 0 0 0 0 0 b12,44 b24,44 b36,44 b48,44 b60,44 b72,44 b84,44 b96,44 b108,44 b120,44

−1 0 0 0 0 0 0 b12,45 b24,45 b36,45 b48,45 b60,45 b72,45 b84,45 b96,45 b108,45 b120,45

0 −1 0 0 0 0 0 b12,46 b24,46 b36,46 b48,46 b60,46 b72,46 b84,46 b96,46 b108,46 b120,46

0 0 −1 0 0 0 0 b12,47 b24,47 b36,47 b48,47 b60,47 b72,47 b84,47 b96,47 b108,47 b120,47

0 0 0 −1 0 0 0 b12,48 b24,48 b36,48 b48,48 b60,48 b72,48 b84,48 b96,48 b108,48 b120,48

0 0 0 0 0 0 0 b12,49 b24,49 b36,49 b48,49 b60,49 b72,49 b84,49 b96,49 b108,49 b120,49

0 0 0 0 0 0 0 b12,50 b24,50 b36,50 b48,50 b60,50 b72,50 b84,50 b96,50 b108,50 b120,50

0 0 0 0 0 0 0 b12,51 b24,51 b36,51 b48,51 b60,51 b72,51 b84,51 b96,51 b108,51 b120,51

0 0 0 0 0 0 0 b12,52 b24,52 b36,52 b48,52 b60,52 b72,52 b84,52 b96,52 b108,52 b120,52

0 0 0 0 0 0 0 b12,53 b24,53 b36,53 b48,53 b60,53 b72,53 b84,53 b96,53 b108,53 b120,53

0 0 0 0 0 0 0 b12,54 b24,54 b36,54 b48,54 b60,54 b72,54 b84,54 b96,54 b108,54 b120,54

0 0 0 0 0 0 0 b12,55 b24,55 b36,55 b48,55 b60,55 b72,55 b84,55 b96,55 b108,55 b120,55
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A.5.5 Kalman filter likelihood function

Defining the linear state-space model:

yt = Ψf t + ηt (A.80)

f t = Φf t−1 + εt (A.81)

where yt and f t are the no × 1 and nf × 1 vectors of observed measurement and latent
state variables respectively. The measurement and transition errors are Gaussian with ηt ∼
N (0,Ση) and εt ∼ N (0,Σε), where Ση is diagonal. The Kalman filter implied likelihood
function is:

L (θ) = 1/
(
(2π)no |ΨPt|t−1Ψ

T + Ση|
)T/2

×
T∏
t=1

exp

(
−1

2

(
yt −Ψf̂ t|t−1

)T (
Pt|t−1ΨΨT + Ση

)−1
(
yt −Ψf̂ t|t−1

))

= 1/ ((2π)no |St|)T/2
T∏
t=1

exp

(
−1

2
v̂Tt S−1

t v̂t

) (A.82)

with T observations, where the Kalman filter’s (a priori) state estimate f̂ t|t−1, the (a priori)
estimate of the states covariance matrix ΨPt|t−1, the residuals vt and the covariance St of
the residuals vt in the Kalman filter likelihood in A.82 are given by:

f̂ t|t−1 = Φf̂ t−1|t−1 (A.83)

Pt|t−1 = ΦPt−1|t−1Φ
T + Σε (A.84)

which defines the prediction step of the Kalman filter and:

v̂t = yt −Ψf̂ t|t−1 (A.85)

St = ΨPt|t−1Ψ
T + Ση (A.86)

Kt = Pt|t−1Ψ
T + S−1

t (A.87)

f̂ t|t = f̂ t|t−1 + Ktv̂t (A.88)

Pt|t = (I−KtΨ) Pt|t−1 (A.89)

from the Kalman filter’s update step, where Kt is the Kalman gain and f̂ t|t and Pt|t are the
(a posteriori) estimates of the state variables and its updated covariance matrices.
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A.6 Algorithms of the mixed MH-MCMC

A.6.1 Random-Walk-Metropolis-Hastings Algorithm

The random block (RB)-RW-MH algorithm is defined by the proposal distribution:

q
(
∗|
[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
= f

(
∗|µ

([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
,Σ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]))
(A.90)

where f is the density function of the multivariate normal distribution with the moments

µ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
and Σ

([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
defined as:

µ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
=
[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]
(A.91)

and
Σ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
= c2Σ̂ (A.92)

where according to Herbst and Schorfheide [2016] we set the hyper-parameter c = 0.5. The
parameter’s covariance matrix Σ̂ is derived from a pre-estimation step where estimation is
done by maximizing the (log) posterior p determined by the Kalman filter as outlined in
Appendix A.5.5. Maximization is done by using the hybridized genetic Nelder-Mead global
optimization algorithm proposed by Chelouah and Siarry [2003] outlined in more detail in
Appenidx A.7.1. Σ̂ is constant over all MCMC iterations i = 1, 2, ..., N with:

Σ̂ = −H(θ̂)−1 (A.93)

where H is the (log) posterior’s Hessian:

H(θ̂) =
∂

∂θ∂θT
ln (p (θ|Y)) |θ=θ̂ (A.94)

evaluated at θ̂ found in the pre-estimation step.

A.6.2 Newton-Metropolis-Hastings Algorithm

As for the RB-RW-MH algorithm the proposal distribution of the RB-Newton-MH algo-
rithm follows the definition in A.90. According to Qi and Minka [2002] the moments

µ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
and Σ

([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
of the Gaussian proposal are specified

for the RB-Newton-MH algorithm as follows:

µ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
=
[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]T
− sH

([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])−1

× ∂

∂θ
ln (p (θ|Y)) |

θ=
[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

] (A.95)
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Σ
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
= c2H

([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])−1

(A.96)

where H
([
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

])
is the (log) posterior’s Hessian defined as in A.94 evaluated

at
θ =

[
θ

(i)
<b,θ

(i−1)
b ,θ

(i−1)
>b

]
.

Following Herbst and Schorfheide [2016] the algorithm’s hyper-parameters s and c1 are spec-
ified as:

s ∼ U(0, s̄) (A.97)

with s̄ = 2 and c1 = 1, where s is drawn for every MCMC iteration i = 1, 2, ..., N and every
randomly selected parameter block b from the uniform distribution U .

A.7 Pre-estimation and choice of Priors

A.7.1 Hybridized genetic Nelder-Mead pre-estimation algorithm

The hybridized genetic Nelder-Mead algorithm proposed by Chelouah and Siarry [2003] con-
sists of two steps and is constructed for global optimization of multiminima target functions.
The steps are called diversification and intensification steps, where the diversification step
goes through the global search space in finding the minimal value of the objective function
- the function to be minimized. Because of the objective function’s minimization in most
of the implementations we formulate this section in terms of minimization. Maximizing the
objective function - in our case the (multimodal) posterior - is done by only changing the
objective function’s sign. After the global diversification step there is the intensification (or
exploiting) step, with a more local search around the solution determined in the first step.
Our diversification step uses the heuristic Differential Evolution (DE) algorithm proposed by
Storn and Price [1997]. The intensification step uses the Nelder-Mead algorithm. In more
detail the algorithmic procedures of both steps are as follows:

1. Diversification

The diversification step implies mutation, crossover and selection. Starting with a gener-
ation G , where the generation consists of NP populations

x1,G, x2,G, ..., xNP,G (A.98)

Every population is a D × 1 vector xTi,G = [x1,i,G, x2,i,G, ..., xD,i,G] with i = 1, 2, ..., NP of
possible solutions of the objective function f . NP determines the number of populations of
every generation and is fixed during the minimization process.

i. Mutation
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A mutant vi,G+1 with i = 1, 2, ..., NP as a potential candidate for the next generation G+ 1
is created from three randomly selected populations of G:

vi,G+1 = xr1,G + F (xr2,G − xr3,G) (A.99)

where F ∈ [0, 2] is a parameter controlling the amplification of the populations difference
(xr2,G − xr3,G)in the population’s mutation. The indices r1, r2, r3 with r1 6= r2 6= r3 are
selected by random from the index set {1, 2, ..., NP}. From the mutation it is required that
NP > 4.

ii. Crossover

In the crossover a trial vector ui,G+1 is build for the next generation G + 1, where the
j = 1, 2, ..., D elements of ui,G+1 are chosen according to:

ui,G+1 =

{
vj,i,G+1 if randb(j) ≤ CR ∨ j = rnbr(i)
xj,i,G+1 if randb(j) > CR ∧ j 6= rnbr(i)

(A.100)

where randb(j) is the probability of the j-th draw from the uniform distribution. CR ∈ [0, 1]
defines the crossover ratio. rnbr(i) is a randomly chosen index from the set {1, 2, ..., NP}.

iii. Selection

In the trial and error scheme of the genetic DE the trial vector ui,G+1 is evaluated and
selected by comparing the fit of ui,G+1 with xi,G of generation G. If:

f(ui,G+1) < f(xi,G) (A.101)

then with xi,G = ui,G the trial vector ui,G becomes a member of the next generation G+ 1.
The DE algorithm breaks if a maximal number of generations Gmax is reached. We set the
parameters NP , F and CR of the DE algorithm with NP = 10D, F = 0.8 and CR = 0.5.

2. Intensification (Exploit)

Initialized by n + 1 test vectors x1,x2, ...,xn+1 building a simplex, where x1 = xopt,Gmax
with the solution opt,Gmax from the diversification step, the Nelder-Mead intensification runs
through the following seven steps (see Nelder and Mead [1965] or in textbook Arora[2015]):

i. Sorting

The n+ 1 vectors x1,x2, ...,xn+1 of the simplex are sorted according:

f(x1) ≤ f(x2) ≤ ... ≤ f(xn+1) (A.102)
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where x1 is the best and xn+1 is the worst vector.

ii. Centroid

The centroid x̄ of the simplex is calculated as the mean of the vectors without the worst
n+ 1 vector xn+1:

x̄ =
1

n

n∑
i=1

xi (A.103)

iii. Reflection

The reflection vector is calculated by:

xr = x̄+ α (x̄− xn+1) (A.104)

with α > 0. xr replaces xn+1 if f(x1) ≤ f(xr) < f(xn+1) and i.) and ii.) are passed again.
If f(xr) < f(x1) the expansion in iv. is done. If f(xr) ≥ f(xn) which means xr is at least
the second worst vector, the contraction in v. is done.

iv. Expansion

Expansion is defined by:
xe = x̄+ γ (xr − x̄) (A.105)

with γ > 1. If f(xe) < f(xr) then x1 = xe, else we set x1 = xr.

v. Contraction

The contraction is done according to:

xc = x̄+ ρ (xn+1 − x̄) (A.106)

with 0 < ρ ≤ 0.5. If f(xc) < f(xn+1) then xn+1 1 is replaced by the contracted vector xc
and the order in i.) is determined again.

vi. Shrinkage

Shrinkage is done by replacing all j = 2, 3, ..., n+ 1 vectors without the best x1 by:

xj = x1 + σ (xj − x1) (A.107)

After the shrinkage the intensification step starts again at i.).

We set the reflection, expansion, contraction and shrinkage parameters α, γ, ρ and σ with
α = 1, γ = 2, ρ = 0.5 and σ = 0.5.
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A.7.2 Prior distributions

SW DSGE Prior Distributions

Structural Parameters ψ ∼ beta(0.50, 0.15) σg ∼ InvGamma(0.10, 2.00)

γ̄ ∼ N(0.40, 0.10) Monetary Policy σi ∼ InvGamma(0.10, 2.00)

π̄ ∼ Gamma(0.62, 0.10) ρ ∼ beta(0.75, 0.10) σr ∼ InvGamma(0.10, 2.00)

L ∼ N(0.00, 2.00) rπ ∼ N(1.50, 0.25) σp ∼ InvGamma(0.10, 2.00)

Preferences ry ∼ N(0.12, 0.05) σw ∼ InvGamma(0.10, 2.00)

(β−1 − 1)100 ∼ Gamma(0.25, 0.10) r∆y ∼ N(0.12, 0.05) Measurement Errors

λ ∼ β(0.70, 0.10) Shock AR Coefficients y ∼ InvGamma(0.10, 2.00)

σc ∼ N(1.50, 0.37) ρa ∼ beta(0.50, 0.20) c ∼ InvGamma(0.10, 2.00)

Price and Wage Setting ρb ∼ beta(0.50, 0.20) i ∼ InvGamma(0.10, 2.00)

ξp ∼ beta(0.50, 0.10) ρg ∼ beta(0.50, 0.20) l ∼ InvGamma(0.10, 2.00)

ιp ∼ beta(0.50, 0.15) ρi ∼ beta(0.50, 0.20) π ∼ InvGamma(0.10, 2.00)

ξw ∼ beta(0.50, 0.10) ρr ∼ beta(0.50, 0.20) w ∼ InvGamma(0.10, 2.00)

ιw ∼ beta(0.50, 0.15) ρp ∼ beta(0.50, 0.20) r ∼ InvGamma(0.10, 2.00)

Production ρw ∼ beta(0.50, 0.20)

ϕ ∼ N(4.00, 1.50) Shock Standard Deviations

α ∼ N(0.30, 0.05) σa ∼ InvGamma(0.10, 2.00)

Φ ∼ N(1.25, 0.12) σb ∼ InvGamma(0.10, 2.00)

Table A.2: Prior distributions of the SW-DSGE-ATSM (We deviate from the correct
parametrization of the distributions in reporting in parentheses the distribution’s mean and
standard deviation respectively. For the inverse gamma distribution we report the scale and
shape parameters)
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SW DSGE ATSM Prior Distributions

Monetary Policy λ1,2,15 ∼ N(−0.07, 0.01) λ1,5,15 ∼ N(−0.06, 0.01) λ1,8,50 ∼ N(0.60, 0.12) ψll,3,2 ∼ N(−0.15, 0.03)

δ1 ∼ N(−0.20, 0.04) λ1,2,16 ∼ N(0.62, 0.12) λ1,5,16 ∼ N(−0.12, 0.02) λ1,8,51 ∼ N(−0.10, 0.02) ψll,3,3 ∼ N(0.59, 0.12)

δ2 ∼ N(0.06, 0.01) λ1,2,17 ∼ N(0.04, 0.01) λ1,5,17 ∼ N(0.20, 0.04) λ1,8,52 ∼ N(0.11, 0.02) Measurement Errors

δ3 ∼ N(−0.20, 0.04) λ1,2,18 ∼ N(−0.18, 0.04) λ1,5,18 ∼ N(0.12, 0.02) λ1,9,50 ∼ N(−0.51, 0.10) σ12M ∼ InvGamma(0.01, 0.001)

Market Prices of Risk λ1,2,19 ∼ N(0.03, 0.01) λ1,5,19 ∼ N(−0.22, 0.04) λ1,9,51 ∼ N(0.34, 0.07) σ24M ∼ InvGamma(0.10, 2.00)

λ0,1,1 ∼ N(0.01, 0.02) λ1,2,20 ∼ N(0.18, 0.04) λ1,5,20 ∼ N(0.07, 0.01) λ1,9,52 ∼ N(0.05, 0.01) σ36M ∼ InvGamma(0.10, 2.00)

λ0,2,1 ∼ N(−0.09, 0.02) λ1,2,21 ∼ N(0.28, 0.06) λ1,5,21 ∼ N(0.71, 0.14) λ1,10,50 ∼ N(0.23, 0.05) σ48M ∼ InvGamma(0.10, 2.00)

λ0,3,1 ∼ N(0.61, 0.12) λ1,3,15 ∼ N(−0.01, 0.00) λ1,6,15 ∼ N(0.19, 0.04) λ1,10,51 ∼ N(−0.47, 0.09) σ60M ∼ InvGamma(0.10, 2.00)

λ0,4,1 ∼ N(−0.18, 0.04) λ1,3,16 ∼ N(−0.06, 0.01) λ1,6,16 ∼ N(−1.20, 0.24) λ1,10,52 ∼ N(0.33, 0.07) σ72M ∼ InvGamma(0.10, 2.00)

λ0,5,1 ∼ N(−0.12, 0.02) λ1,3,17 ∼ N(−0.12, 0.02) λ1,6,17 ∼ N(−0.49, 0.10) Ψlm σ84M ∼ InvGamma(0.10, 2.00)

λ0,6,1 ∼ N(−0.27, 0.05) λ1,3,18 ∼ N(−0.20, 0.04) λ1,6,18 ∼ N(−0.74, 0.15) ψlm,1,1 ∼ N(0.09, 0.02) σ96M ∼ InvGamma(0.10, 2.00)

λ0,7,1 ∼ N(−0.25, 0.05) λ1,3,19 ∼ N(0.15, 0.03) λ1,6,19 ∼ N(0.10, 0.02) ψlm,1,2 ∼ N(−0.13, 0.03) σ108M ∼ InvGamma(0.10, 2.00)

λ0,8,1 ∼ N(−0.02, 0.01) λ1,3,20 ∼ N(0.08, 0.02) λ1,6,20 ∼ N(−0.22, 0.04) ψlm,2,1 ∼ N(−0.01, 0.00) σ120M ∼ InvGamma(0.10, 2.00)

λ0,9,1 ∼ N(−0.26, 0.05) λ1,3,21 ∼ N(1.42, 0.28) λ1,6,21 ∼ N(−0.42, 0.08) ψlm,2,2 ∼ N(−0.270.05)

λ0,10,1 ∼ N(−0.10, 0.02) λ1,4,15 ∼ N(0.68, 0.14) λ1,7,15 ∼ N(0.29, 0.06) ψlm,3,1 ∼ N(−0.67, 0.13)

λ1,1,15 ∼ N(0.59, 0.12) λ1,4,16 ∼ N(0.49, 0.10) λ1,7,16 ∼ N(0.00, 0.01) ψlm,3,2 ∼ N(−0.19, 0.04)

λ1,1,16 ∼ N(−0.29, 0.06) λ1,4,17 ∼ N(0.12, 0.02) λ1,7,17 ∼ N(0.20, 0.04) Ψll

λ1,1,17 ∼ N(1.15, 0.23) λ1,4,18 ∼ N(−0.50, 0.10) λ1,7,18 ∼ N(−0.07, 0.01) ψll,1,1 ∼ N(0.96, 0.19)

λ1,1,18 ∼ N(−0.79, 0.16) λ1,4,19 ∼ N(−0.33, 0.07) λ1,7,19 ∼ N(0.26, 0.05) ψll,2,1 ∼ N(−0.56, 0.11)

λ1,1,19 ∼ N(0.13, 0.03) λ1,4,20 ∼ N(0.18, 0.04) λ1,7,20 ∼ N(−0.03, 0.01) ψll,3,1 ∼ N(−0.19, 0.04)

λ1,1,21 ∼ N(0.11, 0.02) λ1,4,21 ∼ N(−0.05, 0.01) λ1,7,21 ∼ N(0.34, 0.07) ψll,2,2 ∼ N(0.91, 0.18)

Table A.3: Prior distributions of the SW-DSGE-ATSM (We deviate from the correct parametrization of the distribu-
tions in reporting in parentheses the distribution’s mean and standard deviation respectively. For the inverse gamma
distribution we report the scale and shape parameters)
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A.8 Small-scale New-Keynesian DSGE term structure

model

To evaluate our results from a DSGE modeling perspective we use as an alternative to our
used large-scale approach the small-scale New-Keynesian DSGE proposed by Beakert, Cho
and Moreno [2010], who integrated the term structure in a way similar to our approach.
Beakert, Cho and Moreno (BCM) describe their small scale New-Keynesian macroeconomy
by the following 5 equations:

πt = δ Et [πt+1] + (1− δ) πt−1 + κ (yt − ynt ) + εAS,t (A.108)

yt = αIS + µEt [yt+1] + (1− µ) yt−1 + φ (rt − Et [πt+1]) + εIS,t (A.109)

rt = αMP + ρrt−1 + (1− ρ) [β (Et [πt+1]− π̃t) + γ (yt − ỹt)] + εMP,t (A.110)

ỹt = λỹt−1 + εMU,t (A.111)

π̃t = ϑ1 Et [π̃t+1] + ϑ2π̃t−1 + ϑ3πt + εLTMP,t (A.112)

with φ = 1/ (σ + ξ) , µ = σφ, ϑ1 = d/(1 + dω), ϑ2 = ω/(1 + dω) and ϑ3 = 1−ϑ1−ϑ2. For the
formulation of the BCM New-Keynesian economy in state-space form and the application
of Sim’s QZ solution algorithm on the system, we extend the five BCM equations by five
additional equations:

πt = Et−1 [πt] + ηπ,t (A.113)

yt = Et−1 [yt] + ηy,t (A.114)

π̃t = Et−1 [π̃t] (A.115)

πt−1 = πt−1 (A.116)

yt−1 = yt−1 (A.117)

We transform the system into the canonical rational expectations form:

Γ0st = Γ1st−1 + Ψεt + Πηt (A.118)

where we define the state vector st for our implementation of the BCM New-Keynesian
DSGE as sT = [πt, yt, rtỹt, π̃t,Et[πt+1],Et[yt+1],Et[π̃t+1], πt−1, yt−1]. The vectors of exoge-
nous shocks εt and expectation errors ηt are εTt = [εAS,t, εIS,t, εMP,t, εMU,t, εLTMP,t] and ηTt =
[πt − Et−1[πt], yt − Et−1[yt], π̃t − Et−1[π̃t]]. The matrices Γ0,Γ1,Ψ,Π and the constant vector
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c are specified for our implementation of the small-scale BMC model as:

Γ0 =



1 −κ 0 κ 0 −δ 0 0 0 0
0 1 φ 0 −φ −µ 0 0 0 0
0 (ρ− 1) γ 1 (1− ρ)γ (1− ρ)β (ρ− 1)β 0 0 0 0
0 0 0 1 0 0 0 0 0 0
−ϑ3 0 0 0 1 0 0 −ϑ1 0 0

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1


Π =



0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0



Γ1 =



(1− δ) 0 0 0 0 0 0 0 0 0
0 (1− µ) 0 0 0 0 0 0 0 0
0 0 ρ 0 0 0 0 0 0 0
0 0 0 λ 0 0 0 0 0 0
0 0 0 0 ϑ2 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0


Ψ =



σAS 0 0 0 0
0 σIS 0 0 0
0 0 σMP 0 0
0 0 0 σMU 0
0 0 0 0 σLTMP

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


µT = [0, αIS, αMP , 0, 0, 0, 0, 0, 0, 0]

As in section 2.2.2.2 by applying the QZ algorithm we get the solution:

st = θc + Θ0st−1 + Θ1εt (A.119)

To combine the macroeconomic state variable’s equilibrium transition with the term structure
dynamics BCM use an arbitrage-free recursive pricing scheme similar to our used recursive
bond pricing scheme outlined in section 2.2.3. As in section 2.2.3 the risk adjustment is done
by regarding the Duffie and Kan [1996] pricing kernel:

Mt+1 = exp

(
−rt −

1

2
λTt λt − λTt εt+1

)
(A.120)

in discounting future expected bond prices. BCM define time invariant market prices of risk
λt = λ with:

λT = [1, σ,01×8] Θ1 − [0, (σ − η),01×8] (A.121)

The recursive pricing with respect to the constant market prices of risk in the BCM model
is defined in its affine form as:

y(t, T ) = −aτ
τ
− b

T
τ

τ
st (A.122)
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with the maturity dependent constant aτ and loadings bτ recursively defined as:

aτ = aτ−1 + bTτ−1θc +
1

2
bTτ−1Θ1Θ

T
1 bτ−1 − λT1 ΘT

1 bτ−1 (A.123)

bτ = −δ3 + bTτ−1Θ0 (A.124)

where δ3 is an 10× 1 indicator vector of zeros except δ3 = 1 . In their model implementation
BCM combine the macro economy with two term spread variables s1,t = y(t, 36M)− rt and
s2,t = y(t, 60M). In our implementation of the BCM DSGE model, we directly combine
the observed rates with time to maturities τ = 12, 24, 36, 48, 60, 96, 120 month with the
macroeconomic state variables in formulating the 10 dimensional state-space system:

yt = c+ Mst + ϑt (A.125)

where the vector of measurements in our BCM model implementation yt is
yTt = [ln(INFt), ln(∆GDPt), ECBt, y(t, 12), y(t, 24), y(t, 36), ..., y(t, 120)] with GDP and GDP
deflator based inflation expressed in logarithmic differences as in our SW-DSGE-ATSM set-
ting. The vector of measurement constants cT = [0, 0, 0,−a12,−a24, ...,−a120] contains the
maturity dependent constants calculated according to A.123 and the measurement’s 10× 10
coefficient matrix M is specified as:

M =



1 0 0 0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0 0 −1
0 0 1 0 0 0 0 0 0 −1
b12,1 b12,2 b12,3 b12,4 b12,5 b12,6 b12,7 b12,8 b12,9 b12,10

...
...

...
...

...
...

b120,1 b120,2 b120,3 b120,4 b120,5 b120,6 b120,7 b120,8 b120,9 b120,10


(A.126)

ϑt ∼ N (0,Σ) is the Gaussian measurement error with diagonal covariance Σ .Estimation
of the BCM model is done by a Gibbs sampling MCMC procedure using the Random-
Block-Random-Walk Metropolis Hastings (RB-RW-MH) algorithm for drawing the DSGE-
and term-structure parameters. The number of the RB-RW-MH’s randomly chosen block
clustering is set to Nb = 3 . For parameter estimation and statistical inference we use 100000
iterations, where we cut the first 50000 as parameter draws of the burn-in phase of the MCMC
procedure.
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A.9 SW-DSGE-ATSM parameter estimates

A.9.1 German SW-DSGE-ATSM estimates

SW-DSGE Structural Parameters ATSM Parameters

γ̄ π̄ l̄ α λ σc λT0 λ0,g λ0,b λ0,i λ0,a λ0,p λ0,w λ0,r λ0,f1 λ0,f2 λ0,f3

0.381 0.849 0.929 0.103 0.719 2.914 0.015 -0.100 0.608 -0.220 -0.126 -0.269 -0.257 -0.028 -0.268 -0.098

(0.108) (0.355) (0.388) (0.002) (0.004) (0.02) (0.002) (0.003) (0.007) (0.013) (0.001) (0.007) (0.004) (0.006) (0.004) (0.002)

β ϕ ψ ιp Φ ξp λ1 εg εb εi εa εp εw εr λ1 εf1 εf2 εf3

1.000 0.416 0.961 0.774 2.014 0.271 εg 0.596 -0.292 1.151 -0.799 0.140 0.005 0.097 εf1 0.615 -0.096 0.104

(0.001) (0.013) (0.003) (0.006) (0.021) (0.005) (0.003) (0.004) (0.000) (0.004) (0.003) (0.004) (0.004) (0.003) (0.001) (0.001)

ιw ξw σl ρ rπ ry εb -0.066 0.627 0.044 -0.180 0.0180 0.182 0.281 εf2 -0.518 0.338 0.053

0.514 0.797 0.336 0.942 3.881 0.524 (0.002) (0.002) (0.001) (0.001) (0.004) (0.000) (0.001) (0.002) (0.001) (0.000)

(0.021) (0.010) (0.017) (0.018) (0.007) (0.014) εi -0.005 -0.080 -0.123 -0.203 0.150 0.081 1.433 εf3 0.226 -0.480 0.335

r∆y δf,1 δf,2 δf,3 (0.002) (0.005) (0.002) (0.001) (0.001) (0.005) (0.007) (0.031) (0.089) (0.003)

0.612 -0.202 0.087 -0.198 εa 0.675 0.491 0.120 -0.501 -0.332 0.182 -0.054 ΨT
l,m f1 f2 f3

(0.005) (0,000) (0.005) (0.001) (0.004) (0.001) (0.002) (0.001) (0.001) (0.002) (0.003) y 0.090 -0.006 -0.669

SW-DSGE Disturbance Parameters εp -0.062 -0.120 0.200 0.116 -0.213 0.094 0.714 (0.000) (0.001) (0.004)

ρg ρb ρi ρa ρp ρw ρr (0.001) (0.000) (0.001) (0.001) (0.001) (0.002) (0.001) π̄ -0.130 -0.273 -0.201

0.999 0.966 0.607 0.999 0.629 0.602 0.916 εw 0.189 -1.216 -0.494 -0.748 0.102 -0.220 -0.420 (0.002) (0.001) (0.003)

(0.001) (0.011) (0.032) (0.002) (0.029) (0.006) (0.008) (0.001) (0.004) (0.002) (0.001) (0.001) (0.002) (0.001) Ψl,l f1 f2 f3

σg σb σi σa σp σw σr εr 0.292 -0.006 0.194 -0.070 0.259 -0.058 0.320 f1 0.941

0.027 0.354 0.833 0.375 0.275 0.069 0.263 (0.002) (0.001) (0.006) (0.001) (0.001) (0.006) (0.023) (0.004)

(0.003) (0.056) (0.039) (0.033) (0.029) (0.020) (0.013) diag(Σl) 0.000 0.000 0.000 f2 -0.565 0.902

SW-DSGE RMSEs (0.000) (0.000) (0.000) (0.000) (0.001)

y c i w l π r ATSM RMSYE’s 12M 24M 36M 60M 120M f3 -0.186 -0.151 0.594

0.517 1.358 2.394 0.669 0.002 0.019 0.130 0.010 0.010 0.001 0.000 0.004 (0.001) (0.001) (0.000)

(0.173) (0.295) (1.92) (0.212) (0.028) (0.042) (0.038) (0.000) (0.001) (0.000) (0.000) (0.000)
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SW-DSGE Structural Parameters SW-DSGE Disturbance Parameters

γ̄ π̄ l̄ α λ σc ρg ρb ρi ρa ρp ρw ρr

0.222 0.168 3.542 0.666 0.918 1.369 0.989 0.977 0.322 0.948 0.221 0.562 0.939

(0.057) (0.076) (0.499) (0.056) (0.068) (0.593) (0.041) (0.003) (0.167) (0.008) (0.143) (0.182) (0.007)

β ϕ ψ ιp Φ ξp σg σb σi σa σp σw σr

0.983 1.661 0.312 0.136 7.537 0.785 0.023 0.799 0.731 0.253 0.024 0.000 0.001

(0.003) (0.685) (0.034) (0.128) (0.399) (0.091) (0.06) (0.159) (0.115) (0.087) (0.025) (0.014) (0.139)

ιw ξw σl ρ rπ ry SW-DSGE Measurement Errors

0.508 0.069 -1.411 0.834 -0.649 -0.211 y c i w l π r

(0.252) (0.102) (0.395) (0.029) (0.567) (0.047) 0.12 0.43 2.346 0.689 0.000 0.048 0.010

r∆y (0.044) (0.029) (0.302) (0.173) (0.000) (0.014) (0.009)

0.078

(0.021)

BCM-DSGE Structural Parameters BCM-DSGE Disturbance Parameters

αIS αMP δ κ ρ β σAS σIS σMP σMU σLTMP

-0.112 0.32 0.145 -1.368 0.188 1.000 0.105 1.203 1.510 0.959 0.011

(0.065) (0.015) (0.018) (0.027) (0.008) (0.001) (0.024) (0.051) (0.036) (0.058) (0.001)

λ γ ω d BCM-ATSM Parameters

0.871 -0.345 1.000 0.552 σ η

(0.012) (0.015) (0.000) (0.048) 2.653 3.795

(0.037) (0.044)

BCM DSGE and ATSM Measurement Errors

y π r 12M 24M 36M 48M 60M 96M 120M

1.041 0.541 0.360 0.113 0.006 0.001 0.001 0.003 0.014 0.513

(0.032) (0.031) (0.047) (0.037) (0.002) (0.001) (0.001) (0.001) (0.095) (0.087)
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A.9.2 French SW-DSGE-ATSM estimates

SW-DSGE Structural Parameters ATSM Parameters

γ̄ π̄ l̄ α λ σc λT0 λ0,g λ0,b λ0,i λ0,a λ0,p λ0,w λ0,r λ0,f1 λ0,f2 λ0,f3

0.131 0.603 -0.633 0.189 0.594 2.855 0.027 -0.083 0.616 -0.132 -0.094 -0.267 -0.248 -0.042 -0.260 -0.066

(0.018) (0.376) (0.435) (0.016) (0.017) (0.012) (0.009) (0.005) (0.003) (0.008) (0.015) (0.003) (0.005) (0.004) (0.005) (0.005)

β ϕ ψ ιp Φ ξp λ1 εg εb εi εa εp εw εr λ1 εf1 εf2 εf3

0.998 0.431 0.777 0.800 2.119 0.228 εg 0.598 -0.280 1.155 -0.774 0.143 -0.014 0.110 εf1 0.609 -0.096 0.104

(0.001) (0.011) (0.029) (0.010) (0.008) (0.015) (0.002) (0.002) (0.004) (0.004) (0.003) (0.002) (0.002) (0.002) (0.001) (0.002)

ιw ξw σl ρ rπ ry εb -0.062 0.634 0.043 -0.183 0.030 0.173 0.269 εf2 -0.512 0.341 0.069

0.587 0.909 0.280 0.854 3.916 0.364 (0.002) (0.004) (0.001) (0.002) (0.002) (0.002) (0.009) (0.002) (0.001) (0.004)

(0.020) (0.019) (0.014) (0.009) (0.003) (0.016) εi -0.003 -0.088 -0.125 -0.202 0.155 0.100 1.434 εf3 0.231 -0.472 0.335

r∆y δf,1 δf,2 δf,3 (0.003) (0.003) (0.002) (0.004) (0.001) (0.005) (0.005) (0.003) (0.002) (0.001)

0.627 -0.200 0.069 -0.201 εa 0.676 0.484 0.131 -0.498 -0.337 0.161 -0.056 ΨT
l,m f1 f2 f3

(0.005) (0.001) (0.006) (0.001) (0.002) (0.002) (0.004) (0.001) (0.003) (0.005) (0.001) y 0.091 -0.017 -0.665

SW-DSGE Disturbance Parameters εp -0.082 -0.122 0.220 0.123 -0.217 0.068 0.720 (0.001) (0.002) (0.002)

ρg ρb ρi ρa ρp ρw ρr (0.006) (0.003) (0.004) (0.005) (0.004) (0.001) (0.002) π̄ -0.123 -0.263 -0.193

0.999 0.996 0.645 0.992 0.622 0.745 0.932 εw 0.184 -1.191 -0.483 -0.758 0.107 -0.209 -0.434 (0.002) (0.001) (0.002)

(0.002) (0.012) (0.019) (0.008) (0.027) (0.039) (0.004) (0.003) (0.003) (0.006) (0.002) (0.002) (0.002) (0.009) Ψl,l f1 f2 f3

σg σb σi σa σp σw σr εr 0.296 0.054 0.188 -0.071 0.254 -0.033 0.375 f1 0.959

0.043 0.386 0.809 0.426 0.174 0.061 0.220 (0.002) (0.018) (0.002) (0.001) (0.001) (0.004) (0.018) (0.001)

(0.008) (0.019) (0.015) (0.018) (0.016) (0.01) (0.01) diag(Σl) 0.000 0.000 0.000 f2 -0.563 0.935

SW-DSGE RMSEs (0.000) (0.000) (0.000) (0.001) (0.008)

y c i w l π r ATSM RMSYE’s 12M 24M 36M 60M 120M f3 -0.200 -0.151 0.600

0.110 0.326 0.311 0.245 0.554 0.014 0.007 0.007 0.011 0.000 0.000 0.000 (0.005) (0.001) (0.002)

(0.108) (0.461) (0.863) (0.325) (0.284) (0.019) (0.011) (0.001) (0.000) (0.000) (0.000) (0.001)
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SW-DSGE Structural Parameters SW-DSGE Disturbance Parameters

γ̄ π̄ l̄ α λ σc ρg ρb ρi ρa ρp ρw ρr

0.302 0.387 1.86 0.198 0.019 5.928 0.994 0.336 0.966 0.995 0.909 0.987 0.446

(0.100) (0.079) (0.396) (0.067) (0.099) (2.304) (0.357) (0.101) (0.07) (0.005) (0.3) (0.029) (0.081)

β ϕ ψ ιp Φ ξp σg σb σi σa σp σw σr

0.999 2.155 0.778 0.764 0.962 0.414 0.16 0.064 2.383 0.411 0.022 0.393 0.006

(0.004) (2.148) (0.132) (0.264) (0.222) (0.171) (0.142) (0.1) (0.82) (0.087) (0.024) (0.294) (0.126)

ιw ξw σl ρ rπ ry SW-DSGE Measurement Errors

0.894 0.538 36.487 0.78 9.489 0.256 y c i w l π r

(0.301) (0.101) (15.235) (0.104) (8.21) (0.93) 0.324 0.284 0.068 0.125 0.000 0.039 0.046

r∆y (0.068) (0.098) (0.148) (0.054) (0.002) (0.016) (0.027)

0.176

(0.416)

BCM-DSGE Structural Parameters BCM-DSGE Disturbance Parameters

αIS αMP δ κ ρ β σAS σIS σMP σMU σLTMP

-0.150 0.360 0.148 -1.378 0.188 1.000 0.195 1.204 1.484 0.927 0.012

(0.010) (0.010) (0.006) (0.005) (0.003) (0.001) (0.012) (0.006) (0.006) (0.010) (0.000)

λ γ ω d BCM-ATSM Parameters

0.891 -0.329 1.000 0.551 σ η

(0.004) (0.008) (0.001) (0.007) 2.634 3.815

(0.005) (0.006)

BCM DSGE and ATSM Measurement Errors

y π r 12M 24M 36M 48M 60M 96M 120M

0.993 0.558 0.340 0.127 0.005 0.000 0.001 0.003 0.012 0.523

(0.015) (0.010) (0.007) (0.009) (0.001) (0.001) (0.001) (0.000) (0.002) (0.007)
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A.9.3 Italian SW-DSGE-ATSM estimates

SW-DSGE Structural Parameters ATSM Parameters

γ̄ π̄ l̄ α λ σc λT0 λ0,g λ0,b λ0,i λ0,a λ0,p λ0,w λ0,r λ0,f1 λ0,f2 λ0,f3

0.192 -0.455 0.878 0.178 0.749 2.951 0.022 -0.067 0.604 -0.183 -0.073 -0.233 -0.187 -0.055 -0.188 -0.119

(0.014) (0.340) (0.424) (0.027) (0.026) (0.038) (0.005) (0.015) (0.005) (0.011) (0.020) (0.002) (0.007) (0.010) (0.008) (0.005)

β ϕ ψ ιp Φ ξp λ1 εg εb εi εa εp εw εr λ1 εf1 εf2 εf3

1.000 0.399 0.377 0.799 2.169 0.313 εg 0.495 -0.156 1.133 -0.651 0.185 -0.025 0.118 εf1 0.590 -0.085 0.085

(0.002) (0.021) (0.030) (0.006) (0.008) (0.021) (0.001) (0.002) (0.006) (0.004) (0.007) (0.003) (0.002) (0.007) (0.001) (0.002)

ιw ξw σl ρ rπ ry εb -0.059 0.672 0.037 -0.200 0.028 0.196 0.346 εf2 -0.538 0.347 0.028

0.655 0.906 0.296 0.879 3.903 0.242 (0.003) (0.003) (0.001) (0.004) (0.001) (0.004) (0.01) (0.002) (0.001) (0.002)

(0.022) (0.021) (0.011) (0.016) (0.006) (0.030) εi 0.007 -0.051 -0.110 -0.191 0.171 0.083 1.214 εf3 0.332 -0.458 0.344

r∆y δf,1 δf,2 δf,3 (0.002) (0.003) (0.003) (0.003) (0.001) (0.004) (0.005) (0.002) (0.002) (0.002)

0.597 -0.174 0.069 -0.191 εa 0.729 0.636 0.145 -0.435 -0.346 0.159 -0.041 ΨT
l,m f1 f2 f3

(0.011) (0.001) (0.003) (0.001) (0.001) (0.004) (0.003) (0.001) (0.002) (0.002) (0.003) y 0.084 -0.020 -0.734

SW-DSGE Disturbance Parameters εp -0.065 -0.106 0.152 0.079 -0.204 0.063 0.786 (0.000) (0.004) (0.003)

ρg ρb ρi ρa ρp ρw ρr (0.002) (0.007) (0.008) (0.006) (0.003) (0.001) (0.003) π̄ -0.123 -0.240 -0.223

0.997 0.967 0.584 1.000 0.510 0.777 0.936 εw 0.208 -1.118 -0.419 -0.806 0.102 -0.204 -0.402 (0.001) (0.001) (0.002)

(0.001) (0.013) (0.038) (0.001) (0.054) (0.023) (0.005) (0.006) (0.006) (0.005) (0.003) (0.001) (0.004) (0.007) Ψl,l f1 f2 f3

σg σb σi σa σp σw σr εr 0.295 -0.018 0.211 -0.071 0.230 0.001 0.306 f1 0.932

0.026 0.365 0.946 0.339 0.236 0.077 0.238 (0.003) (0.012) (0.009) (0.003) (0.001) (0.005) (0.012) (0.001)

(0.002) (0.020) (0.052) (0.039) (0.035) (0.008) (0.016) diag(Σl) 0.000 0.000 0.000 f2 -0.506 0.819

SW-DSGE RMSEs (0.000) (0.000) (0.000) (0.001) (0.002)

y c i w l π r ATSM RMSYE’s 12M 24M 36M 60M 120M f3 -0.157 -0.139 0.481

0.196 1.125 3.329 1.721 0.001 0.502 0.013 0.012 0.010 0.000 0.001 0.003 (0.003) (0.001) (0.002)

(0.103) (0.207) (1.162) (0.502) (0.017) (0.149) (0.016) (0.001) (0.000) (0.000) (0.000) (0.001)
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SW-DSGE Structural Parameters SW-DSGE Disturbance Parameters

γ̄ π̄ l̄ α λ σc ρg ρb ρi ρa ρp ρw ρr

-0.156 0.465 2.596 0.513 0.161 6.115 0.690 0.971 0.680 0.972 0.300 0.794 0.306

(0.070) (0.174) (0.234) (0.048) (0.090) (1.260) (0.072) (0.095) (0.154) (0.007) (0.154) (0.234) (0.272)

β ϕ ψ ιp Φ ξp σg σb σi σa σp σw σr

0.975 12.906 0.534 0.501 5.103 0.926 0.012 0.706 0.043 0.010 0.080 0.001 0.030

(0.005) (4.859) (0.017) (0.128) (0.257) (0.062) (0.020) (0.759) (0.101) (0.110) (0.026) (0.006) (0.067)

ιw ξw σl ρ rπ ry SW-DSGE Measurement Errors

0.215 0.149 -2.518 0.810 5.769 0.181 y c i w l π r

(0.286) (0.024) (0.284) (0.073) (1.425) (0.138) 0.628 0.490 2.207 1.502 0.000 0.327 0.004

r∆y (0.045) (0.030) (0.270) (0.153) (0.001) (0.100) (0.006)

0.270

(0.080)

BCM-DSGE Structural Parameters BCM-DSGE Disturbance Parameters

αIS αMP δ κ ρ β σAS σIS σMP σMU σLTMP

-0.134 0.401 0.216 -1.330 0.188 1.000 0.175 1.083 1.541 1.165 0.012

(0.033) (0.029) (0.011) (0.021) (0.004) (0.005) (0.046) (0.030) (0.018) (0.036) (0.001)

λ γ ω d BCM-ATSM Parameters

0.874 -0.429 1.000 0.619 σ η

(0.008) (0.02) (0.000) (0.015) 2.686 3.988

(0.052) (0.034)

BCM DSGE and ATSM Measurement Errors

y π r 12M 24M 36M 48M 60M 96M 120M

1.120 0.798 0.362 0.172 0.007 0.000 0.001 0.004 0.014 0.381

(0.021) (0.082) (0.021) (0.024) (0.001) (0.000) (0.000) (0.000) (0.003) (0.048)
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A.9.4 German MCMC diagnostics SW-DSGE-ATSM parameter histograms

Table A.4: German MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (1/5)
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Table A.5: German MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (2/5)

230



Table A.6: German MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (3/5)
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Table A.7: German MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (4/5)
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Table A.8: German MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (5/5)
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A.9.5 French MCMC diagnostics SW-DSGE-ATSM parameter histograms

Table A.9: French MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (1/5)
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Table A.10: French MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (2/5)
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Table A.11: French MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (3/5)
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Table A.12: French MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (4/5)
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Table A.13: French MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (5/5)
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A.9.6 Italian MCMC diagnostics SW-DSGE-ATSM parameter histograms

Table A.14: Italian MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (1/5)
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Table A.15: Italian MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (2/5)
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Table A.16: Italian MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (3/5)
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Table A.17: Italian MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (4/5)
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Table A.18: Italian MCMC diagnostic structural SW-DSGE-ATSM parameter distributions from MH drawing (5/5)

243



A.9.7 Macroeconomic Impulse-Response: France

Table A.19: SW-DSGE-ATSM implied responses of GDP and the nominal short term rate
to a one standard deviation shock coming from the 10 structural shocks of our SW-DSGE-
ATSM for France. For generating the IR’s we take the mean of 1000 draws from the models
posterior. The shaded areas indicate the [10% , 90%] confidence intervals.
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B. Appendix Chapter 3

B.1 Macroeconomic data and data transformation

All of the macroeconomic data used in this paper cover 2005/Q1 to 2014/Q1 and are - ex-
cept the ECB’s monetary policy rate and the world’s short term interest rate - from the
Area Wide Model (AWM) database. The ECB’s monetary policy rate is approximated by
the one month EONIA swap rate and the world’s short term interest rate by the one month
USD-LIBOR. The preparation and transformation of the macroeconomic time series we used
for our estimations are as follows (in parenthesis the labels of the macroeconomic variables,
with which the variables are listed in the AWM database):

1. EMU’s Real Output Growth Rate (YER):

∆GDPEMU
t = 100×

(
ln
(
GDPEMU

t

)
− ln

(
GDPEMU

t−1

))
where GDPEMU

t is the quarterly level of the real gross domestic product (in million Euros,
reference year in 1995) at quarter t.

2. EMU’s Real Consumption Growth Rate (PCR):

∆CONSt = 100× (ln (CONSt)− ln (CONSt−1))

where CONSt are the quarterly real individual consumption expenditures (in million Euros
with base year in 1995) at quarter t.

3. EMU’s Real Investment Growth Rate (ITR):

∆INVt = 100× (ln (INVt)− ln (INVt−1))

where INVt is the quarterly gross capital formation (in million Euros, reference year in 1995)
at quarter t.

4. EMU’s Real Government Spending Expenditures (GCR):

ln (GOVt) = ln
(
GOV OBS

t

)
− TRENDGOV

t
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where GOV OBS
t are the real quarterly general government final consumption expenditures

(in million Euros, reference year in 1995) observed at quarter t. TRENDGOV
t is a trend com-

ponent expressing the assumed NAWM’s steady-state growth rate of 2.0 percent per annum.

5. EMU’s Real Exports Growth Rate (XTR):

∆EXPORTt = 100× (ln (EXPORTt)− ln (EXPORTt−1))

where EXPORTt is the quarterly export of goods and services (in millions of Euros, refer-
ence year in 1995) at quarter t.

6. EMU’s Real Imports Growth Rate (MTR):

∆IMPORTt = 100× (ln (IMPORTt)− ln (IMPORTt−1))

where IMPORTt is the quarterly import of goods and services (in millions of Euros, refer-
ence year in 1995) at quarter t.

7. EMU’s Output Inflation Rate (YED):

INFEMU
Y,t = 100×

(
ln
(
PRICEEMU

Y,t

)
− ln

(
PRICEEMU

Y,t−1

))
where PRICEEMU

Y,t is the observed quarterly index value of the EMU GDP deflator (index
base year 1995) at quarter t.

8. EMU’s Consumption Inflation Rate (PCD):

INFC,t = 100× (ln (PRICEC,t)− ln (PRICEC,t−1))

where PRICEC,t is the observed quarterly index value of the EMU individual consumption
deflator (index base year 1995) at quarter t.

9. EMU’s Import Inflation Rate (MTD):

INFIM,t = 100× (ln (PRICEIM,t)− ln (PRICEIM,t−1))

where PRICEIM,t is the observed quarterly index value of the EMU import of goods and
services deflator (index base year 1995) at quarter t.

10.EMU’s Total Employment (LNN):

ln (LABORt) = 100×
(
ln
(
LABOROBS

t

)
− ln

(
TRENDLABOR

t

))
where LABOROBS

t is the quarterly total employment (in thousands of persons) observed at
quarter t. TRENDLABOR

t is a trend component expressing the assumed NAWM’s steady-
state labor force growth rate of 0.8 percent per annum.
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11. EMU’s Real Wage Growth Rate (WRN):

∆WAGEt = 100×

(
ln

(
WAGEt

PRICEEMU
Y,t

)
− ln

(
WAGEt−1

PRICEEMU
Y,t−1

))
where WAGEt is the quarterly observed nominal wage per head at quarter t.

12 .ECB’s Monetary Policy Rate:

As already mentioned as an approximation of the ECB’s short term monetary policy rate
we take the one month EONIA swap rate published by the German Bundesbank where we
calculate the quarterly value by averaging over the daily quotes of a quarter.

13. Foreign Exchange Rate (EEN):

∆FXt = FXOBS
t

PRICEWORLD
Y,t

PRICEEXPORT
Y,t

− 1

T

T∑
t=1

(
FXOBS

t

PRICEWORLD
Y,t

PRICEEXPORT
Y,t

)
where FXOBS

t is the observed nominal effective exchange rate at quarter t whereas PRICEEXPORT
Y,t

and PRICEWORLD
Y,t are the observed quarterly exports of goods and services deflator and

the world GDP deflator observed at quarter t respectively. The real effective exchange rate
is adjusted by its mean.

14. World Real Output Growth Rate (YWR):

∆GDPWORLD
t = 100×

(
ln
(
GDPWORLD

t

)
− ln

(
GDPWORLD

t−1

))
where GDPWORLD

t is the world GDP (in millions of US-Dollars, reference year 1995) at
quarter t.

15. World Output Inflation Rate (YWD):

INFWORLD
Y,t = 100×

(
ln
(
PRICEWORLD

Y,t

)
− ln

(
PRICEWORLD

Y,t−1

))
where PRICEWORLD

Y,t is the observed quarterly index value of the world GDP deflator (index
base year 1995) at quarter t.

16. World Short Term Interest Rate:

As a proxy of the world’s short term interest rate we take the one month USD-LIBOR
queried from the FED St. Louis economic database (FRED mnemonic: USD1MTD156N)
where we calculate the quarterly value by averaging over the daily quotes of a quarter.
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17. EMU’s Competitors’ Export Price Inflation Rate (XTD):

INFEXPORT,t = 100×

(
ln

(
PRICEEXPORT

t

PRICEWORLD
Y,t

)
− ln

(
WAGEEXPORT

t−1

PRICEWORLD
Y,t−1

)
− TRENDEXPORT

Y,t

)
where PRICEEXPORT

Y,t and PRICEWORLD
Y,t are the observed quarterly exports of goods and

services deflator and the world GDP deflator observed at quarter t respectively. TRENDEXPORT
t

is a linear trend component.

18. Oil Price (POILU):

PRICEOIL
t = 100

PRICEOIL,OBS
t

PRICEWORLD
Y,t

− TRENDOIL
Y,t

where PRICEOIL,OBS
t is the quarterly observed oil price (UK Brent in US dollars per barrel)

at quarter t . PRICEWORLD
Y,t is the observed world GDP deflator and TRENDOIL

t is a linear
trend component.

B.2 Estimation of the EMU yield factors and parame-

ters

Due to the independent modeling of the level and slope factors in3.4 - 3.6 the EMU wide
level and slope factors LT = [L1, L2, ..., LT ] and ST = [S1, S2, ..., ST ] and the factor related
parameters θki =

[
φkαki , β

k
i , ψ

k
i σ

k
i

]
with i = 1, 2, ..., N and k = l, s can be estimated sep-

arately by two independent runs of a Markov Chain Monte Carlo (MCMC) algorithm as

worked out by Diebold, Li and Yue [2008]. Defining F = [L,S]T and f̂ =
[
l̂, ŝ
]T

with

l̂ =
[
l̂1, l̂2, ..., l̂N

]T
and ŝ = [ŝ1, ŝ2, ..., ŝN ]T as vectors of the EMU wide and country specific

factors with l̂
T

i =
[
l̂i,1, l̂i,2, ..., l̂i,T

]
and ŝTi = [ŝi,1, ŝi,2, ..., ŝi,T ] for i = 1, 2, ..., N , both runs

of the MCMC procedure are used to approximate the joint marginal posterior distributions
p
(
θk1, ...,θ

k
N ,F

k
)

with k = l, s where Fk is the EMU wide level or slope factor. By Bayes

theorem p
(
θki ,F

kf̂
k
)

can be written as:

p
(
θk1, ...,θ

k
N ,F

k, f̂
k
)

= p
(
f̂
k
|θk1, ...,θkN ,Fk

)
× p

(
F k|θk1, ...,θkN

)
p
(
θk1, ...,θ

k
N

)
k = l, s

(B.1)
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with p
(
θk1,θ

k
2, ...,θ

k
N

)
=
∏N

i=1 p
(
θki
)

due to the independence of li and si across the countries

i = 1, 2, ..., N . For every country i p
(
θki
)

can be expressed as:

p
(
θki
)

= p
(
γki |ψki , σki ,Fk, f̂

k

i

)
p
(
σki |γkiψki ,Fk, f̂

k

i

)
× p

(
ψki |γki , σki ,Fk, f̂

k

i

)
p
(
φk|Fk, f̂

k

i

)
(B.2)

with γki =
[
αki , β

k
i

]T
and f̂

k

i as the k-th factor of the i-th country. Here the prior distributions
for γki , σ

k
i and ψki in 3.6 are the posterior distributions of the linear regressions 3.5 and 3.6

formulated in a Bayesian framework. To derive the posterior distribution of γki conditional

to σki , ψ
k
i ,F

k and f̂
k

i 3.5 and 3.6 can be combined to:

f̂
k

i − ψki L
[
f̂
k

i

]
=
[
e
(
1− ψki

)
,
(
Fk − ψki L

[
F k
])]
γki + uki

∆f̂
k

i = Xγki + uki

(B.3)

where L [∗] is the lag operator. Then the bivariate (conditional) posterior distribution of the
parameter vector γki from the regression B.3 is:

γki |ψki , σki ,Fk, f̂
k

i ∼ N
(
µkγ,i,Σ

k
γ,i

)
(B.4)

with mean:

µkγ,i =

[(
Σ̃k
γ,i

)−1

+
(
σki
)−2

XTX

]−1 [
Σ̃k
γ,iµ̃

k
γ,i +

(
σki
)−2

XT∆f̂
k

i

]
(B.5)

and covariance:

Σk
γ,i =

[(
Σ̃k
γ,i

)−1

+
(
σki
)−2

XTX

]−1

(B.6)

whereµ̃kγ,i = 0 and Σ̃k
γ,i = I2×2 are the prior mean and the prior precision matrix. For getting

the (conditional) prior p
(
ψki |γki , σki ,Fk, f̂

k

i

)
in B.2 the AR[1] process with parameter ψki in

3.6 is combined with the regression 3.5, so that a linear regression model with parameter ψki
conditional to γki , σ

k
i ,F

k, f̂
k

i can be formulated:

f̂
k

i −
[
e,Fk

]
γki = ψki

(
L
[
f̂
k

i

]
−
[
e, L

[
Fk
]
γki
])

+ uki

ε̂ki = ψki L
[
ε̂ki
]

+ uki

(B.7)

where ε̂ki and L
[
ε̂ki
]

collect the current and lagged residuals calculated with the parame-

ters and variables θki , σ
k
i ,F

k, f̂
k

i . As for the regression in B.3 the (conditional) posterior
distribution of the ψki is:

ψki |γki , σki ,Fk, f̂
k

i ∼ N
(
µkψ,i, σ

k
ψ,i

)
I
[
ψki
]

(B.8)
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with mean:

µkψ,i =
[(
σ̃kψ,i
)−1

+
(
σki
)−2

L [ε̂i]
t L [ε̂i]

]−1 [
σ̃kψ,iµ̃

k
ψ,i +

(
σki
)−2

L [ε̂i]
t L [ε̂i]

]
(B.9)

and variance:

σkψ,i =
[(
σ̃kψ,i
)−1

+
(
σki
)−2

L [ε̂i]
t L [ε̂i]

]−1

(B.10)

where µkψ,i = 0 and σkψ,i = 1 are the prior mean and the prior precision. I
[
ψki
]

is an indicator

function with I
[
ψki
]

= 1 for ψki ≤ 1 and I
[
ψki
]

= 0 for ψki > 1 to guarantee stationarity of
the AR[1] process in 3.6. The prior for σki in B.2 is given by the posterior distribution of

σki used in the derivation of the joint posteriors p
(
γki , σ

k
i |∆f̂

k

i ,X
)

and p
(
ψki , σ

k
i |ε̂

k
i

)
for the

(Bayesian) linear regressions in B.3 and B.7. Using the regression in B.3 the (conditional)
posterior of σki is:

σki |γki , ψki ,Fk, f̂
k

i ∼ IG (ϑ, κ) (B.11)

where IG denotes the inverse gamma distribution with scale ϑ =
(
ϑ̃+ T − 1

)
/2 and shape

κ =

(
κ̃+

[
∆f̃

k

i −Xγki

]T [
∆f̃

k

i −Xγki

])
/2. ϑ̃ and κ̃ are the prior scale and shape param-

eters. φk is unconditional to the parameters γki , ψ
k
i and σki and only depends on the EMU

wide factor Fk. The posterior of φk for the regression in 3.4 is:

φk|Fk ∼ N
(
µkφ, σ

k
φ

)
I
[
φk
]

(B.12)

with mean:

µkφ =
[(
σ̃kφ
)−1

+ L
[
Fk
]T
L
[
Fk
]]−1 [(

σ̃kφ
)
µ̃kφ + L

[
Fk
]T
L
[
Fk
]]

(B.13)

and variance:

µkφ =
[(
σ̃kφ
)−1

+ L
[
Fk
]T
L
[
Fk
]]−1

(B.14)

where µ̃kφ and σ̃kφ are the prior mean and precision. I
[
φk
]

is the indicator function with

I
[
φk
]

= 1 for φk ≤ 1 and I
[
φk
]

= 0 for φk > 1. The indicator function guarantees the
stationarity of the AR[1] process defined in 3.4.

The (conditional) prior p
(
Fk|θk1, ...,θkN , f̂

k

1, ..., f̂
k

N

)
on the RHS of B.2 for the k-th EMU

factor Fk is derived by Carter and Kohn [1994] and Kim and Nelson [1999] where a reformu-
lation of B.3 and 3.4 specify the state space model with measurement equation:

∆f̂
k

i = C + H

[
F k
t

F k
t−1

]
+ uki (B.15)
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derived from B.3 where C =
[
e
(
1− ψki

)
,0
]
γk is the 2×1 intercept and H =

[
[0, I]γk, [0,Λψ]γk

]
is the 2 × 2 coefficient matrix. The N × 1 vector ∆f̂

k

t =
[
∆f̂1,t,∆f̂2,t, ...,∆f̂N,t

]T
con-

tains the country specific changes of the factors k from B.3 at time t, the N × 2 ma-

trix γk = [γk1, ...γ
k
2, ...,γ

k
N ] collects the vectors γki =

[
αki , β

k
i

]T
for the EMU countries

i = 1, 2, ..., N and Λψ =
∑N

i=1 IN×Nψ
keT is a N × N diagonal matrix with the elements

of ψk =
[
ψk1 , ..., ψ

k
N

]
on its diagonal and Et

[
uktu

k T
t

]
where Σk is diagonal with

(
σki
)2

as the
variance of the i-th measurement error. F k

t is the k-th factor at time t in F. From 3.4 the
transition equation of the factors Fk is derived with:[

F k
t

F k
t−1

]
= G

[
F k
t−1

F k
t−2

]
+

[
Uk
t

0

]
(B.16)

with G =

[
φk 0
0 0

]
and Et

[[
Uk
t 0

] [ Uk
t

0

]]
= Q =

[
1 0
0 0

]
. To get the EMU factor

series Fk conditional to the country specific parameters and factors θk1, ...,θ
k
N , f̂

k

1, ..., f̂
k

N , the
state space model from B.15 and B.16 is extracted with the Kalman filter. From running the

Kalman filter over the time series ∆f̂
k

i the series of updated factors F̂k
t|t and updated MSE

matrices Pk
t|t are generated for t = 2, 3, ..., T . With F̂k

t|t and Pk
t|t building the prior distribution

p
(
Fk|θk1, ...,θkN , f̂

k

1, ..., f̂
k

N

)
is done by iterating backwards, starting at time T − 1 with F̂k

T |T

and Pk
T |T . The distribution of the k-th factor F k

t at time t then is given by:

Fk
t |F k

1,t+1,θ
k
1, ...,θ

k
N , f̂

k

1, ..., f̂
k

N ∼ N
(
Ft|t,Fk

1|t
,Pk

t|t,Fk
1|t

)
(B.17)

with mean:
Ft|t,Fk

1|t
= F̂k

t|t + Pk
t|tg

T
(
gPk

t|tg
T + q

)−1
(
F k

1,t+1 − gF̂k
t|t

)
(B.18)

and covariance:
Pk
t|t,Fk

1|t
= Pk

t|t −Pk
t|tg

T
(
gPk

t|tg
T + q

)−1
gPk

t|t (B.19)

g =
[
φk, 0

]
and q = [1, 0] are the first rows of G and Q respectively. F k

1,t+1 is the first
element of the of foregoing two dimensional Fk

t+1 in the backward iteration.

B.3 Determining recession probabilities conditional to

ŝt

As in Estrella and Mishkin [1996] and in Estrella und Trubin [2006] we use the Probit model:

P (IGER (t+ 12) = 1|∆y (ŝGER,t)) = F (α + β∆y (ŝGER,t)) (B.20)
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for estimating the recession probability P (IGER (t+ 12) = 1|∆y (ŝGER,t)) between 09/1972
and 02/2014. IGER (t+ 12) is the (binary) OECD recession indicator (where IGER (t+ 12) =
1 indicates a recession) for Germany and ŝGER,t is the German slope factor extracted by
estimating the reduced two factor independent DNS on German term structure data between
09/1972 and 02/2014 provided by the German Bundesbank. ∆y (ŝGER,t) = cŝGER,t is the term
term spread between the 120 and 12 month yields y(t, 120) and y(t, 12) where c is a constant
with:

c =
(1− exp (−120λ))

120λ
− (1− exp (−12λ))

12λ
(B.21)

determined by the maturity dependent DNS weightings of the slope factor.

F (z) =

∫ x

−∞

1√
2π
exp

(
−x

2

2
dx

)
(B.22)

is the (standardized) Gaussian cumulative probability function. With the T observations
between 09/1972 and 02/2014, estimation of the Probit’s parameters [α, β] is done by MLE
with: [

α̂, β̂
]

= arg max
[α,β]

T∑
t=1

(IGER (t+ 12) ln (F (α + β∆y (ŝGER,t)))

+ (1− IGER (t+ 12)) ln (1− F (α + β∆y (ŝGER,t)))

(B.23)

B.4 Implementation and estimation of the NAWM

B.4.1 Market clearing, aggregate constraint and relative prices

The log-linearized market clearing in the capital market implies that the effective capital
utilization equals the capital served in the production process of the NAWM economy:

ût = k̂t = k̂st (B.24)

Log-linearized market clearing in the markets for final private and public consumption goods
as well as for the investment goods implies:

q̂ct = ĉt (B.25)

q̂gt = ĝt (B.26)

q̂it = ît + rkp
−1
i g−1

z

k

qi
ût (B.27)

where the last term on the LHS of the market clearing in the investment goods market is
from the adjustment costs in the variation of the intensity of capital’s effective utilization ût.
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EMU wide aggregation in nominal and real terms is given by:

p̂y,t + ŷt =
pcc

pyy
(p̂c,t + ĉt) +

pii

pyy

(
p̂i,t + ît

)
+
pikg

−1
z

pyy
γu,1ût

+
pgg

pyy
(p̂g,t + ĝt) +

pxx

pyy
(p̂x,t + x̂t)

−
[
pimim

c

pyy

(
p̂im,t + ˆim

c

t − Γ̂imc,t

)
+
pimim

i

pyy

(
p̂im,t + ˆim

i

t − Γ̂imi,t

)] (B.28)

ŷt =
h

y
ĥt +

x

y
x̂t (B.29)

The NAWM’s prices of domestic intermediate goods, imports, exports, investment goods and
aggregated output are expressed in units of prices of consumption goods:

p̂h,t = p̂h,t−1 + π̂h,t − π̂c,t (B.30)

p̂im,t = p̂im,t−1 + π̂im,t − π̂c,t (B.31)

p̂x,t = p̂x,t−1 + π̂x,t − π̂c,t (B.32)

p̂i,t = p̂i,t−1 + π̂i,t − π̂c,t (B.33)

p̂y,t = p̂y,t−1 + π̂y,t − π̂c,t (B.34)

The price index for consumption goods p̂c,t is restricted to:

p̂c,t = 0 (B.35)

B.4.2 NAWM’s canonical rational expectations form

The NAWM’s matrices Γ0,Γ1,Ψ and Π the constant vector γ of the linear canonical rational
expectations form in 3.61 are row-wise specified and implemented as follows (where all other
elements in the rows are set to zero):

γ[1, 1] = − 1

(1 + τ c)
ˆ̄τ c

Γ0[1, 1] = 1,Γ0[1, 2] =
1

(1− κg−1
z )

,Γ0[1, 81] = −1,Γ0[1, 82] =
κg−1

z

(1− κg−1
z )

Γ1[1, 2] =
κg−1

z

(1− κg−1
z )

Γ0[2, 3] = −1,Γ0[2, 4] = 1,Γ0[2, 12] = γig
2
z (1 + β) ,Γ0[2, 65] = −γig2

zβ
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Γ0[2, 77] = −γig2
z ,Γ0[2, 82] = γig

2
z ,Γ0[2, 83] = −1

Γ1[2, 12] = −γig2
z

γ[3, 1] =
βδpi
gz

β
(
1− τ k

)
rk

gz (1− τ k)
Ēτ̂ k

Γ0[3, 1] = 1,Γ0[3, 3] = 1,Γ0[3, 61] = −1,Γ0[3, 63] = −β (1− δ)
gz

,Γ0[3, 64] = −βδpiτ
k

gz

Γ0[3, 66] = −
β
(
1− τ k

)
rk

gz
,Γ0[3, 77] = 1

Γ0[4, 4] = −1,Γ0[4, 13] = 1,Γ0[4, 15] = −γu,2
γu,1

,

Γ0[5, 1] = −1,Γ0[5, 14] = 1,Γ0[5, 61] = 1,Γ0[5, 67] = −1,Γ0[5, 77] = −1,Γ0[5, 84] = 1

Γ0[6, 1] = −1,Γ0[6, 24] = −1,Γ0[6, 25] = −γb∗ ,Γ0[6, 61] = 1,Γ0[6, 67] = −1

Γ0[6, 69] = 1,Γ0[6, 75] = 1,Γ0[6, 77] = −1,Γ0[6, 85] = −1,Γ0[6, 97] = −1,Γ0[6, 99] = 1

Γ0[7, 33] = 1

Γ1[7, 12] = 1− (1− δ) g−1
z ,Γ1[7, 33] = (1− δ) g−1

z ,Γ1[7, 82] = − (1− δ) g−1
z

Γ1[7, 83] = 1− (1− δ) g−1
z

Γ0[8, 3] = − 1

γig2
z (1 + β)

,Γ0[8, 4] =
1

γig2
z (1 + β)

,Γ0[8, 12] = 1,Γ0[8, 65] = − β

(1 + β)

Γ0[8, 77] = − 1

β (1 + β)
,Γ0[8, 82] =

1

(1 + β)
,Γ0[8, 83] = − 1

γig2
z (1 + β)
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Γ1[8, 12] =
1

(1 + β)

γ[9, 1] =
(1− κg−1

z )

(1 + κg−1
z ) (1 + τ c)

(
Ēτ̂ c − ˆ̄τ c

)

Γ0[9, 2] = 1,Γ0[9, 14] =
(1− κg−1

z )

(1 + κg−1
z )

,Γ0[9, 62] = − 1

(1 + κg−1
z )

Γ0[9, 67] = −(1− κg−1
z )

(1 + κg−1
z )

,Γ0[9, 77] =
1

(1 + κg−1
z )

,Γ0[9, 81] = −(1− κg−1
z )

(1 + κg−1
z )

,

Γ0[9, 82] = − κg−1
z

(1 + κg−1
z )

,Γ0[9, 84] =
(1− κg−1

z )

(1 + κg−1
z )

Γ1[9, 2] =
κg−1

z

(1 + κg−1
z )

Γ0[10, 14] = 1,Γ0[10, 24] = 1,Γ0[10, 25] = γb∗ ,Γ0[10, 69] = −1,Γ0[10, 75] = −1

Γ0[10, 84] = 1,Γ0[10, 85] = 1,Γ0[10, 97] = 1,Γ0[10, 99] = −1

Γ0[11, 16] =
(1 + βχw)

(1 + β)
,Γ0[11, 17] = −(1− χw)

(1 + β)
,Γ0[11, 35] = 1

Γ0[11, 36] =
(1− βξw) (1− ξw)

(1 + β) ξw

(
1 + ϕw

(ϕw−1)
ζ
) ,Γ0[11, 37] = − (1− βξw) (1− ξw)

(1 + β) ξw

(
1 + ϕw

(ϕw−1)
ζ
)

Γ0[11, 67] = − β

(1 + β)
,Γ0[11, 68] =

β (1− χw)

(1 + β)
,Γ0[11, 74] = − β

(1 + β)

Γ0[11, 86] = − (1− βξw) (1− ξw)

(1 + β) ξw

(
1 + ϕw

(ϕw−1)
ζ
)
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Γ1[11, 16] =
χw

(1 + β)
,Γ1[11, 35] =

1

(1 + β)

γ[12, 1] = −
(
ˆ̄τN − ˆ̄τwh

)
(1− τ̂N − τ̂wh)

Γ0[12, 35] = −1,Γ0[12, 36] = 1

Γ0[13, 1] = 1,Γ0[13, 37] = 1,Γ0[13, 38] = −ζ,Γ0[13, 87] = −1

Γ0[14, 34] = −
(
1 + ψy−1

)
α,Γ0[14, 41] = −

(
1 + ψy−1

)
(1− α) ,Γ0[14, 42] = 1

Γ0[14, 82] = −
(
1 + ψy−1

)
,Γ0[14, 95] = −

(
1 + ψy−1

)
γ[15, 1] =

1

(1 + τwf )
ˆ̄τwf

Γ0[15, 13] = 1,Γ0[15, 34] = 1,Γ0[15, 35] = −1,Γ0[15, 41] = −1,Γ0[15, 82] = −1

γ[16, 1] =
(1− α)

(1 + τwf )
ˆ̄τwf

Γ0[16, 13] = −α,Γ0[16, 35] = (1 + α),Γ0[16, 38] = 1,Γ0[16, 95] = 1

Γ0[17, 18] = 1,Γ0[17, 19] =
(χh + βχh)

(1 + βχh)
− 1,Γ0[17, 39] = −(1− βξh) (1− ξh)

ξh (1 + βχh)

Γ0[17, 70] = − β

(1 + βχh)
,Γ0[17, 71] =

β (1− χh)
(1 + βχh)

,Γ0[17, 88] = −(1− βξh) (1− ξh)
ξh (1 + βχh)

Γ1[17, 18] =
χh

(1 + βχh)

Γ0[18, 5] = 1,Γ0[18, 38] = −1,Γ0[18, 39] = 1
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Γ0[19, 19] =
(χx + βχx)

(1 + βχx)
− 1,Γ0[19, 20] = 1,Γ0[19, 40] = −(1− βξx) (1− ξx)

ξx (1 + βχx)

Γ0[19, 71] =
β (1− χx)
(1 + βχx)

,Γ0[19, 72] = − β

(1 + βχx)
,Γ0[19, 89] = −(1− βξx) (1− ξx)

ξx (1 + βχx)

Γ1[19, 20] =
χx

(1 + βχx)

Γ0[20, 6] = 1,Γ0[20, 38] = −1,Γ0[20, 40] = 1

Γ0[21, 19] =
(χ∗ + β∗χ∗)

(1 + β∗χ∗)
− 1,Γ0[21, 21] = 1,Γ0[21, 71] =

β∗ (1− χ∗)
(1 + β∗χ∗)

Γ0[21, 73] = − β∗

(1 + β∗χ∗)
,Γ0[21, 79] = −(1− β∗ξ∗) (1− ξ∗)

ξ∗ (1 + β∗χ∗)
,Γ0[21, 80] = −(1− β∗ξ∗) (1− ξ∗)

ξ∗ (1 + β∗χ∗)

Γ1[21, 21] =
χ∗

(1 + β∗χ∗)

Γ0[22, 7] = −1,Γ0[22, 8] = 1,Γ0[22, 24] = −1,Γ0[22, 79] = 1,Γ0[22, 100] = −ω∗

Γ0[23, 44] = 1,Γ0[23, 47] = −v
1
µc
c

(
hc

qc

)(1− 1
µc

)
,Γ0[23, 51] = (1− vc)

1
µc

(
imc

qc

)(1− 1
µc

)

Γ0[23, 54] = − 1

(µc − 1)

[
v

1
µc
c

(
hc

qc

)(1− 1
µc

)
− vc

(1− vc)
(1− vc)

1
µc

(
imc

qc

)(1− 1
µc

)
]

Γ0[24, 5] = µc,Γ0[24, 9] = −µc,Γ0[24, 44] = −1,Γ0[24, 47] = 1,Γ0[24, 54] = −1

Γ0[25, 8] = µc,Γ0[25, 9] = −µc,Γ0[25, 44] = −1,Γ0[25, 51] = 1,Γ0[25, 54] =
vc

(1− vc)

Γ0[25, 56] = −µc,Γ0[26, 44] = −γimc ,Γ0[26, 51] = γimc ,Γ0[26, 56] = 1,Γ0[26, 91] = −1
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Γ1[26, 44] = −γimc ,Γ1[26, 51] = γimc

Γ1[27, 5] = −vc
(
ph
pc

)(1−µc)

,Γ1[27, 8] = −(1− vc)
(
pim
pc

)(1−µc)

,Γ1[27, 9] = 1

Γ1[27, 54] = − vc
(1− µc)

[(
ph
pc

)(1−µc)

−
(
pim
pc

)(1−µc)
]
,Γ1[27, 56] = (1− vc)

(
pim
pc

)(1−µc)

Γ0[28, 45] = 1,Γ0[28, 48] = −v
1
µi
i

(
hi

qi

)(1− 1
µi

)
,Γ0[28, 52] = − (1− vi)

1
µi

(
imi

qi

)(1− 1
µi

)

Γ0[28, 55] = − 1

(µi − 1)

v 1
µi
i

(
hi

qi

)(1− 1
µi

)
− vi

(1− vi)
(1− vi)

1
µi

(
imi

qi

)(1− 1
µi

)
Γ0[29, 4] = −µi,Γ0[29, 5] = µi,Γ0[29, 45] = −1,Γ0[29, 48] = 1,Γ0[29, 55] = −1

Γ0[30, 4] = −µi,Γ0[30, 8] = µi,Γ0[30, 45] = −1,Γ0[30, 52] = 1,Γ0[30, 55] =
vi

(1− vi)

Γ0[30, 57] = −µi,Γ0[31, 45] = −γimi ,Γ0[31, 52] = γim, ,Γ0[31, 57] = 1,Γ0[31, 91] = −1

Γ1[31, 45] = −γimi ,Γ1[31, 52] = γimi

Γ0[32, 4] = 1,Γ0[32, 5] = −vi
(
ph
qi

)(1−µi)

,Γ0[32, 8] = −(1− vi)
(
pim
pi

)(1−µi)

Γ0[32, 55] = − vi
(1− µi)

[(
ph
qi

)(1−µi)

−
(
pim
qi

)(1−µi)

)

]
,Γ0[32, 57] = (1− vi)

(
pim
pi

)(1−µi)

Γ0[33, 46] = 1,Γ0[33, 49] = −1

Γ0[34, 5] = −1,Γ0[34, 49] = 1
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Γ0[35, 47] = −h
c

h
,Γ0[35, 48] = −h

i

h
,Γ0[35, 49] = −h

g

h
,Γ0[35, 50] = 1

Γ0[36, 51] = −im
c

im
,Γ0[36, 52] = −im

i

im
,Γ0[36, 53] = 1

Γ0[37, 6] = µ∗,Γ0[37, 7] = −µ∗,Γ0[37, 11] = −µ∗,Γ0[37, 24] = −µ∗,Γ0[37, 43] = 1

Γ0[37, 58] = −µ∗,Γ0[37, 59] = −1,Γ0[37, 96] = −1,Γ0[37, 98] = −1

Γ0[38, 43] = γ∗,Γ0[38, 58] = 1,Γ0[38, 59] = −γ∗,Γ0[38, 94] = −1,Γ0[38, 98] = −γ∗

Γ1[38, 43] = γ∗,Γ1[38, 59] = −γ∗,Γ1[38, 98] = −γ∗

Γ0[39, 14] = 1,Γ0[39, 16] = −φ∆π,Γ0[39, 19] = (1− φr)(φπ − 1)

Γ0[39, 42] = −(1− φr)φy + φ∆y

Γ1[39, 14] = φr,Γ1[39, 16] = (1− φr)φπ − φ∆π,Γ1[39, 42] = −φ∆y

Γ0[40, 19] = 1,Γ0[40, 93] = −1

Γ1[40, 19] = ρπ

γ[41, 1] =
pcc

pyy
ˆ̄τ c +

wN

pyy

(
ˆ̄τN + ˆ̄τwh + ˆ̄τwf

)
+
rkkg

−1
z

pyy
ˆ̄τ k

Γ0[41, 2] = − pcc
pyy

τ c,Γ0[41, 7] =
pcc

pyy
τ c +

wN

pyy

(
τN + τwh + τwf

)
+
rkkg

−1
z

pyy
τ k

Γ0[41, 9] = − pcc
pyy

τ c,Γ0[41, 13] = −rkkg
−1
z

pyy
τ k,Γ0[41, 15] = −rkkg

−1
z

pyy
τ k,Γ0[41, 26] = 1

Γ0[41, 33] = −rkkg
−1
z

pyy
τ k,Γ0[41, 35] = −wN

pyy

(
τN + τwh + τwf

)
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Γ0[41, 41] = −wN
pyy

(
τN + τwh + τwf

)
,Γ0[41, 42] =

pcc

pyy
τ c +

wN

pyy

(
τN + τwh + τwf

)
+
rkkg

−1
z

pyy
τ k

Γ0[41, 82] =
rkkg

−1
z

pyy
τ k

Γ0[42, 7] = sg,Γ0[42, 10] = −sg,Γ0[42, 26] = 1,Γ0[42, 42] = sg,Γ0[42, 102] = −sg

Γ0[43, 15] = 1,Γ0[43, 33] = 1,Γ0[43, 34] = −1

Γ0[44, 2] = −1,Γ0[44, 44] = 1

Γ0[45, 12] = −1,Γ0[45, 15] = − rkk

pigzqi

Γ0[46, 46] = 1,Γ0[46, 102] = −1

Γ0[47, 42] = 1,Γ0[47, 43] = −x
y
,Γ0[47, 50] = −h

q

Γ0[48, 2] = − pcc
pyy

,Γ0[48, 4] = − pii
pyy

,Γ0[48, 6] = −pxx
pyy

,Γ0[48, 7] = 1

Γ0[48, 8] =
pimim

c + pimim
i

pyy
,Γ0[48, 9] = − pcc

pyy
,Γ0[48, 10] = −pgg

pyy
,Γ0[48, 12] = − pii

pyy

Γ0[48, 15] = −pikg
−1
z

pyy
γu,1,Γ0[48, 42] = 1,Γ0[48, 43] = −pxx

pyy
,Γ0[48, 51] =

pimim
c

pyy

Γ0[48, 52] =
pimim

c

pyy
,Γ0[48, 56] = −pimim

c

pyy
,Γ0[48, 57] = −pimim

i

pyy
,Γ0[48, 102] = −pgg

pyy

Γ0[49, 7] = −1

φ

(
1 +

ψ

y

)
,Γ0[49, 27] = 1,Γ0[49, 38] =

1

φ

(
1 +

ψ

y

)
,Γ0[49, 42] = −(h+ x+ ψ)

φy
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Γ0[49, 43] =
1

φ

x

y
,Γ0[49, 50] =

1

φ

h

y

Γ0[50, 80] =
1

R∗

Γ1[50, 6] =
pxx

spy
,Γ1[50, 7] =

pimim− pxx
spy

,Γ1[50, 8] = −pimim
spy

,Γ1[50, 24] =
pimim− pxx

spy

Γ1[50, 43] =
pxx

spy
,Γ1[50, 53] = −pimim

spy
,Γ1[50, 59] =

pimim− pxx
spy

,Γ1[50, 80] = g−1
z Π̄−1

Γ0[51, 25] = 1,Γ0[51, 80] = −sz
y

Γ0[52, 29] = 1,Γ0[52, 30] = −1,Γ0[52, 31] = 1

Γ0[53, 6] = −sx,Γ0[53, 7] = sx,Γ0[53, 30] = 1,Γ0[53, 42] = sx,Γ0[53, 43] = −sx

Γ0[54, 7] = sim,Γ0[54, 8] = −sim,Γ0[54, 31] = 1,Γ0[54, 42] = sim,Γ0[54, 53] = −sim

Γ0[55, 6] = 1,Γ0[55, 8] = −1,Γ0[55, 32] = 1

Γ0[56, 5] = 1,Γ0[56, 16] = 1,Γ0[56, 18] = −1

Γ1[56, 5] = 1

Γ0[57, 6] = 1,Γ0[57, 16] = 1,Γ0[57, 20] = −1

Γ1[57, 6] = 1

Γ0[58, 7] = 1,Γ0[58, 16] = 1,Γ0[58, 22] = −1

Γ1[58, 7] = 1
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Γ0[59, 9] = 1

Γ0[60, 4] = 1,Γ0[60, 16] = 1,Γ0[60, 23] = −1

Γ1[60, 4] = 1

Γ0[61, 8] = 1,Γ0[61, 16] = 1,Γ0[61, 21] = −1

Γ1[61, 8] = 1

Γ0[62, 41] = −(1− βξE)(1− ξE)

(1 + β)ξE
,Γ0[62, 60] = 1 +

(1− βξE)(1− ξE)

(1 + β)ξE
,Γ0[62, 78] = − β

(1 + β)

Γ1[62, 60] =
1

(1 + β)

Γ0[63, 1] = 1,Γ1[63, 61] = 1,Π[1, 1] = 1

Γ0[64, 2] = 1,Γ1[64, 62] = 1,Π[2, 2] = 1

Γ0[65, 3] = 1,Γ1[65, 63] = 1,Π[3, 3] = 1

Γ0[66, 4] = 1,Γ1[66, 64] = 1,Π[4, 4] = 1

Γ0[67, 12] = 1,Γ1[67, 65] = 1,Π[5, 5] = 1

Γ0[68, 13] = 1,Γ1[68, 66] = 1,Π[6, 6] = 1

Γ0[69, 16] = 1,Γ1[69, 67] = 1,Π[7, 7] = 1

Γ0[70, 17] = 1,Γ1[70, 68] = 1,Π[8, 8] = 1

Γ0[71, 22] = 1,Γ1[71, 69] = 1,Π[9, 9] = 1
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Γ0[72, 18] = 1,Γ1[72, 70] = 1,Π[10, 10] = 1

Γ0[73, 19] = 1,Γ1[73, 71] = 1,Π[11, 11] = 1

Γ0[74, 20] = 1,Γ1[74, 72] = 1,Π[12, 12] = 1

Γ0[75, 21] = 1,Γ1[75, 73] = 1,Π[13, 13] = 1

Γ0[76, 35] = 1,Γ1[76, 74] = 1,Π[14, 14] = 1

Γ0[77, 24] = 1,Γ1[77, 75] = 1,Π[15, 15] = 1

Γ0[78, 81] = 1,Γ1[78, 76] = 1,Π[16, 16] = 1

Γ0[79, 82] = 1,Γ1[79, 77] = 1,Π[17, 17] = 1

Γ0[80, 60] = 1,Γ1[80, 78] = 1,Π[18, 18] = 1

Γ0[81, 101] = 1,Γ0[81, 113] = −1,Γ1[81, 97] = −1,Π[19, 19] = 1

Γ0[82, 81] = 1,Γ1[82, 81] = ρc,Ψ[1, 1] = σc

Γ0[83, 82] = 1,Γ1[83, 82] = ρg,Ψ[2, 2] = σg

Γ0[84, 83] = 1,Γ1[84, 83] = ρi,Ψ[3, 3] = σi

Γ0[85, 84] = 1,Γ1[85, 84] = ρRP ,Ψ[4, 4] = σRP

Γ0[86, 85] = 1,Γ1[86, 85] = ρRP ∗ ,Ψ[5, 5] = σRP ∗

Γ0[87, 86] = 1,Γ1[87, 86] = ρφw ,Ψ[6, 6] = σφw

Γ0[88, 87] = 1,Γ1[88, 87] = ρN ,Ψ[7, 7] = σN
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Γ0[89, 88] = 1,Γ1[89, 88] = ρφh ,Ψ[8, 8] = σφh

Γ0[90, 89] = 1,Γ1[90, 89] = ρφx ,Ψ[9, 9] = σφx

Γ0[91, 90] = 1,Γ1[91, 90] = ρφ∗ ,Ψ[10, 10] = σφ∗

Γ0[92, 91] = 1,Γ1[92, 91] = ρim,Ψ[11, 11] = σim

Γ0[93, 92] = 1,Γ1[93, 92] = ρr,Ψ[12, 12] = σr

Γ0[94, 93] = 1,Γ1[94, 93] = ρπ̄,Ψ[13, 13] = σπ̄

Γ0[95, 94] = 1,Γ1[95, 94] = ρx,Ψ[14, 14] = σx

Γ0[96, 95] = 1,Γ1[96, 95] = ρ,Ψ[15, 15] = σ

Γ0[97, 96] = 1,Γ1[97, 96] = ρv∗ ,Ψ[16, 16] = σv∗

γ[98, 1] = c[2, 1]

Γ0[98, 96] = A[2, 2],Γ0[98, 101] = A[2, 1]

Γ1[98, 11] = B[2, 5],Γ1[98, 98] = B[2, 2],Γ1[98, 99] = B[2, 3],Γ1[98, 100] = B[2, 4]

Γ1[98, 101] = B[2, 1]

γ[99, 1] = c[3, 1]

Γ0[99, 98] = A[3, 2],Γ0[99, 99] = A[3, 3],Γ0[99, 101] = A[3, 1]

Γ1[99, 11] = B[3, 5],Γ1[99, 98] = B[3, 2],Γ1[99, 99] = B[3, 3],Γ1[99, 100] = B[3, 4]

Γ1[99, 101] = B[3, 1]
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γ[100, 1] = c[4, 1]

Γ0[100, 98] = A[4, 2],Γ0[100, 99] = A[4, 3],Γ0[100, 100] = A[4, 4],Γ0[100, 101] = A[4, 1]

Γ1[100, 11] = B[4, 5],Γ1[100, 98] = B[4, 2],Γ1[100, 99] = B[4, 3],Γ1[100, 100] = B[4, 4]

Γ1[100, 101] = B[4, 1]

γ[101, 1] = c[1, 1]

Γ0[101, 101] = A[1, 1]

Γ1[101, 11] = B[1, 5],Γ1[101, 98] = B[1, 2],Γ1[101, 99] = B[1, 3],Γ1[101, 100] = B[1, 4]

Γ1[101, 101] = B[1, 1]

γ[102, 1] = c,Γ0[102, 102] = 1

Γ1[102, 102] = a

Γ0[103, 103] = 1,Γ1[103, 42] = 1

Γ0[104, 104] = 1,Γ1[104, 2] = 1

Γ0[105, 105] = 1,Γ1[105, 12] = 1

Γ0[106, 106] = 1,Γ1[106, 43] = 1

Γ0[107, 107] = 1,Γ1[107, 53] = 1

Γ0[108, 108] = 1,Γ1[108, 11] = 1

Γ0[109, 109] = 1,Γ1[109, 8] = 1

Γ0[110, 110] = 1,Γ1[110, 35] = 1

Γ0[111, 111] = 1,Γ1[111, 98] = 1

Γ0[112, 112] = 1,Γ1[112, 101] = 1

265



B.5 NAWM priors

Preferences Ψ∆π ∼ N(0.30, 0.10) σN ∼ InvGamma(0.10, 2.00)

κ ∼ beta(0.70, 0.05) Ψ∆y ∼ N(0.063, 0.05) σN ∼ InvGamma(0.10, 2.00)

β∗ ∼ N(0.70, 0.05) Employment σϕh ∼ InvGamma(0.10, 2.00)

Wage and Price Setting ξE ∼ beta(0.50, 0.15) σϕx ∼ InvGamma(0.10, 2.00)

ξw ∼ beta(0.75, 0.05) Autoregressive Coefficients σϕ∗ ∼ InvGamma(0.10, 2.00)

χw ∼ beta(0.75, 0.10) ρc ∼ beta(0.75, 0.10) σι ∼ InvGamma(0.10, 2.00)

ξh ∼ beta(0.75, 0.05) ρgy ∼ beta(0.75, 0.10) σr ∼ InvGamma(0.10, 2.00)

χh ∼ beta(0.75, 0.10) ρi ∼ beta(0.75, 0.10) σπ ∼ InvGamma(0.10, 2.00)

ξx ∼ beta(0.75, 0.05) ρRP ∼ beta(0.75, 0.10) σx ∼ InvGamma(0.10, 2.00)

χx ∼ beta(0.75, 0.10) ρRP ∗ ∼ beta(0.75, 0.10) σ ∼ InvGamma(0.10, 2.00)

ξ∗ ∼ beta(0.75, 0.05) ρϕw ∼ beta(0.75, 0.10) σvx ∼ InvGamma(0.10, 2.00)

χ∗ ∼ beta(0.75, 0.10) ρN ∼ beta(0.75, 0.10) Measurement Errors

ω∗ ∼ beta(0.75, 0.10) ρϕh ∼ beta(0.75, 0.10) ∆GDPEMU ∼ InvGamma(0.10, 2.00)

Final-goods Production ρϕx ∼ beta(0.75, 0.10) ∆CONS ∼ InvGamma(0.10, 2.00)

µc ∼ Gamma(1.50, 0.25) ρϕ∗ ∼ beta(0.75, 0.10) ∆INV ∼ InvGamma(0.10, 2.00)

µi ∼ Gamma(1.50, 0.25) ρι ∼ beta(0.75, 0.10) GOV ∼ InvGamma(0.10, 2.00)

µ∗ ∼ Gamma(1.50, 0.25) ρr ∼ beta(0.75, 0.10) ∆EXPORT ∼ InvGamma(0.10, 2.00)

Adjustment Costs ρπ ∼ beta(0.75, 0.10) ∆IMPORT ∼ InvGamma(0.10, 2.00)

γi ∼ Gamma(4.00, 0.50) ρx ∼ beta(0.75, 0.10) ∆INFEMU
Y ∼ InvGamma(0.10, 2.00)

γιc ∼ Gamma(2.50, 1.00) ρ ∼ beta(0.75, 0.10) ∆INFEMU
Y ∼ InvGamma(0.10, 2.00)

γιi ∼ Gamma(2.50, 1.00) ρvx ∼ beta(0.75, 0.10) ∆INFC ∼ InvGamma(0.10, 2.00)

γ∗ ∼ Gamma(0.10, 0.50) Standard Deviations ∆INFι ∼ InvGamma(0.10, 2.00)

γu,1 ∼ Gamma(1.50, 0.25) σc ∼ InvGamma(0.10, 2.00) LABOR ∼ InvGamma(0.10, 2.00)

Monetary Policy σgy ∼ InvGamma(0.10, 2.00) ∆WAGE ∼ InvGamma(0.10, 2.00)

Ψr ∼ beta(0.90, 0.05) σi ∼ InvGamma(0.10, 2.00) ECB ∼ InvGamma(0.10, 2.00)

Ψπ ∼ N(1.70, 0.10) σRP ∼ InvGamma(0.10, 2.00) FX ∼ InvGamma(0.10, 2.00)

Ψy ∼ N(0.00, 0.40) σRP ∗ ∼ InvGamma(0.10, 2.00)

Ψπ̄ ∼ N(1.00, 0.10) σϕw ∼ InvGamma(0.10, 2.00)

Table B.1: Marginal prior distributions used for estimating the NAWM’s structural param-
eters. (Note: The inverse Gamma distribution is parameterized by the shape and the scale
parameter).
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B.6 Estimation results

B.6.1 Country specific independent DNS estimates

Germany

DNS Measurement DNS Transition

σ2
12M σ2

24M σ2
36M σ2

48M σ2
60M σ2

72M σ2
84M σ2

96M σ2
108M σ2

120M γli γsi σlv,i σsv,i

0.141 0.000 0.032 0.042 0.024 0.0126 0.000 0.011 0.041 0.087 0.993 0.935 0.067 0.361

(0.018) (0.000) (0.005) (0.006) (0.003) (0.003) (0.000) (0.002) (0.006) (0.012) (0.007) (0.013) (0.010) (0.044)

France

DNS Measurement DNS Transition

σ2
12M σ2

24M σ2
36M σ2

48M σ2
60M σ2

72M σ2
84M σ2

96M σ2
108M σ2

120M γli γsi σlv,i σsv,i

0.104 0.009 0.017 0.035 0.024 0.007 0.000 0.007 0.022 0.047 0.991 0.995 0.044 0.097

(0.009) (0.005) (0.001) (0.003) (0.003) (0.001) (0.000) (0.000) (0.002) (0.005) (0.006) (0.008) (0.006) (0.014)

Netherlands

DNS Measurement DNS Transition

σ2
12M σ2

24M σ2
36M σ2

48M σ2
60M σ2

72M σ2
84M σ2

96M σ2
108M σ2

120M γli γsi σlv,i σsv,i

0.120 0.009 0.016 0.0.25 0.178 0.006 0.000 0.005 0.022 0.028 0.999 0.980 0.006 0.196

(0.000) (0.002) (0.003) (0.004) (0.003) (0.001) (0.000) (0.001) (0.003) (0.003) (0.000) (0.013) (0.008) (0.038)

Italy

DNS Measurement DNS Transition

σ2
12M σ2

24M σ2
36M σ2

48M σ2
60M σ2

72M σ2
84M σ2

96M σ2
108M σ2

120M γli γsi σlv,i σsv,i

0.103 0.008 0.003 0.010 0.008 0.003 0.000 0.003 0.006 0.014 0.904 0.969 0.311 0.314

(0.003) (0.001) (0.001) (0.001) (0.001) (0.000) (0.000) (0.000) (0.001) (0.001) (0.028) (0.013) (0.100) (0.031)

Spain

DNS Measurement DNS Transition

σ2
12M σ2

24M σ2
36M σ2

48M σ2
60M σ2

72M σ2
84M σ2

96M σ2
108M σ2

120M γli γsi σlv,i σsv,i

0.075 0.006 0.010 0.019 0.014 0.007 0.000 0.003 0.009 0.015 0.996 0.960 0.216 0.351

(0.004) (0.003) (0.000) (0.002) (0.002) (0.005) (0.000) (0.000) (0.001) (0.001) (0.009) (0.014) (0.062) (0.047)

Table B.2: Estimated parameters of the reduced independent DNS state space model for
the five EMU countries with zero coupon rates of maturities τ = 12, 24, 36, ..., 120 month
between 03/2005 and 02/2014. (Standard errors from the diagonal of the Kalman filter’s log
likelihood’s inverse Hessian quoted in parentheses).

267



B.6.2 NAWM estimation results

B.6.2.1 Q1/2005 - Q1/2014 NAWM estimation

Houshold’s Preferences Final Goods Adjustment Cost Employment

κ β∗ µc µi γi γιc γιi γ∗ γu,2 ξE

0.765 0.832 2.257 1.681 5.278 5.692 0.442 2.807 0.111 0.701

(0.074) (0.044) (0.061) (0.039) (0.048) (0.035) (0.038) (0.029) (0.022) (0.015)

Wage and Price setting µ∗ NAWM Structural Shock Processes

ξw χw 1.110 Autoregressive Coefficients

0.869 0.728 (0.087) ρc ρgz ρi ρRP ρRP ∗ ρϕw ρN ρϕh

(0.042) (0.011) Monetary Policy 0.909 0.792 0.967 0.992 0.984 0.745 0.847 0.574

ξh χh φr φy (0.054) (0.061) (0.019) (0.003) (0.007) (0.033) (0.028) (0.043)

0.977 0.22 0.668 -0.228 ρϕx ρϕ∗ ρι ρr ρπ̄ ρx ρ ρvx

(0.030) (0.056) (0.034) (0.081) 0.459 0.848 0.721 0.950 0.784 0.757 0.847 0.971

ξx χx φπ φ∆π (0.043) (0.032) (0.059) (0.041) (0.035) (0.040) (0.037) (0.014)

0.892 0.647 1.807 -0.013 Standard Deviations

(0.001) (0.027) (0.082) (0.096) σc σgz σi σRP σRP ∗ σϕw σN σϕh

ξ∗ χ∗ φ∆y φπ̄ 0.071 0.006 0.201 0.662 0.557 0.060 0.079 0.196

0.254 0.408 0.230 0.830 (0.116) (0.018) (0.043) (0.079) (0.029) (0.043) (0.030) (0.025)

(0.034) (0.073) (0.074) (0.030) σϕx σϕ∗ σι σr σπ̄ σx σ σvx

ω∗ 1.007 1.212 4.785 0.281 0.800 0.089 1.062 8.956

0.080 (0.066) (0.028) (0.040) (0.052) (0.172) (0.088) (0.040) (0.048)

(0.018)

(Squared) Measurement Errors diag(Σ)

∆GDPEMU ∆CONS ∆INV GOV ∆EXPORT ∆IMPORT INFEMU
Y INFC INFι LABOR ∆WAGE ECB FX

0.379 0.239 0.793 0.350 0.074 0.224 0.109 0.041 0.766 0.008 0.322 0.027 0.186

(0.028) (0.085) (0.108) (0.042) (0.040) (0.048) (0.029) (0.036) (0.125) (0.015) (0.123) (0.014) (0.046)

Table B.3: Q1/2005 - Q1/2014 NAWM estimation
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B.6.2.2 Q1/1987 - Q1/2014 NAWM estimation

Houshold’s Preferences Final Goods Adjustment Cost Employment

κ β∗ µc µi γi γιc γιi γ∗ γu,2 ξE

0.802 1.203 1.925 1.597 4.966 5.695 0.454 2.816 0.135 0.493

(0.012) (0.006) (0.004) (0.003) (0.004) (0.005) (0.007) (0.003) (0.011) (0.019)

Wage and Price setting µ∗ NAWM Structural Shock Processes

ξw χw 0.926 Autoregressive Coefficients

0.635 0.985 (0.007) ρc ρgz ρi ρRP ρRP ∗ ρϕw ρN ρϕh

(0.004) (0.003) Monetary Policy 0.996 0.940 0.914 0.997 0.971 0.706 0.665 0.441

ξh χh φr φy (0.002) (0.002) (0.004) (0.003) (0.003) (0.005) (0.005) (0.008)

0.635 0.318 0.996 0.063 ρϕx ρϕ∗ ρι ρr ρπ̄ ρx ρ ρvx

(0.004) (0.008) (0.003) (0.010) 0.313 0.978 0.910 0.686 0.908 0.858 0.966 0.783

ξx χx φπ φ∆π (0.003) (0.007) (0.003) (0.003) (0.010) (0.008) (0.009) (0.004)

0.897 0.428 1.872 0.161 Standard Deviations

(0.010) (0.007) (0.011) (0.003) σc σgz σi σRP σRP ∗ σϕw σN σϕh

ξ∗ χ∗ φ∆y φπ̄ 0.066 0.074 0.112 0.460 0.443 0.223 0.161 0.121

0.782 0.586 0.229 0.725 (0.003) (0.005) (0.006) (0.003) (0.004) (0.003) (0.002) (0.004)

(0.002) (0.003) (0.009) (0.004) σϕx σϕ∗ σι σr σπ̄ σx σ σvx

ω∗ 1.030 1.335 4.847 0.145 0.119 0.149 1.135 8.977

0.079 (0.006) (0.005) (0.021) (0.006) (0.006) (0.004) (0.008) (0.011)

(0.004)

(Squared) Measurement Errors diag(Σ)

∆GDPEMU ∆CONS ∆INV GOV ∆EXPORT ∆IMPORT INFEMU
Y INFC INFι LABOR ∆WAGE ECB FX

0.290 0.212 0.587 0.725 0.123 0.123 0.122 0.094 0.499 0.002 0.675 0.205 0.046

(0.005) (0.003) (0.003) (0.003) (0.008) (0.006) (0.006) (0.003) (0.005) (0.001) (0.003) (0.004) (0.005)

Table B.4: Q1/1987 - Q1/2014 NAWM estimation
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B.6.2.3 Q1/2005 - Q1/2014 term structure extended NAWM estimation

Houshold’s Preferences Final Goods Adjustment Cost Employment

κ β∗ µc µi γi γιc γιi γ∗ γu,2 ξE

0.752 0.995 2.007 1.650 5.222 5.961 0.190 2.659 0.120 0.738

(0.045) (0.057) (0.005) (0.053) (0.051) (0.076) (0.075) (0.065) (0.023) (0.019)

Wage and Price setting µ∗ NAWM Structural Shock Processes

ξw χw 1.106 Autoregressive Coefficients

0.878 0.645 (0.038) ρc ρgz ρi ρRP ρRP ∗ ρϕw ρN ρϕh

(0.013) (0.034) Monetary Policy 0.712 0.803 0.653 0.997 0.972 0.604 0.978 0.300

ξh χh φr φy (0.047) (0.042) (0.051) (0.002) (0.007) (0.038) (0.031) (0.024)

0.985 0.315 0.708 -0.131 ρϕx ρϕ∗ ρι ρr ρπ̄ ρx ρ ρvx

(0.023) (0.045) (0.039) (0.062) 0.057 0.709 0.791 0.930 0.951 0.986 0.884 0.700

ξx χx φπ φ∆π (0.047) (0.064) (0.056) (0.047) (0.039) (0.012) (0.026) (0.032)

0.893 0.681 1.988 0.126 Standard Deviations

(0.003) (0.028) (0.077) (0.044) σc σgz σi σRP σRP ∗ σϕw σN σϕh

ξ∗ χ∗ φ∆y φπ̄ 0.046 0.019 0.262 0.498 0.410 0.386 0.196 0.311

0.738 0.893 0.027 0.689 (0.043) (0.019) (0.031) (0.043) (0.064) (0.086) (0.038) (0.050)

(0.019) (0.003) (0.035) (0.064) σϕx σϕ∗ σι σr σπ̄ σx σ σvx

ω∗ φL φS 1.289 1.219 4.403 0.358 0.404 0.347 1.337 8.884

0.078 -0.001 -0.183 (0.073) (0.076) (0.102) (0.038) (0.034) (0.113) (0.046) (0.025)

(0.011) (0.007) (0.020)

(Squared) Measurement Errors diag(Σ)

∆GDPEMU ∆CONS ∆INV GOV ∆EXPORT ∆IMPORT INFEMU
Y INFC INFι LABOR ∆WAGE ECB FX

0.368 0.109 0.868 0.544 0.493 0.088 0.218 0.262 0.786 0.043 0.335 0.024 0.139

(0.052) (0.044) (0.125) (0.068) (0.119) (0.035) (0.058) (0.053) (0.123) (0.031) (0.093) (0.041) (0.040)

Table B.5: Q1/2005 - Q1/2014 term structure extended NAWM estimation
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B.6.2.4 In-sample-fit long term Q1/1987 - Q1/2014 baseline NAWM estimation

Table B.6: Observed and NAWM implied area wide macroeconomic variables between Q1/1987 and Q1/2014 at the
posterior’s mean.
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Table B.7: Responses with respect to one standard deviation shocks coming from seven different sources. We show
the responses of EMU’s consumption ct, exports xt and foreign exchange rate st. Based on the models posterior
distribution we compute 1000 impulse responses and report the mean and the [10% ,90%] and [30% ,70%] confidence
intervals.
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C. Appendix Chapter 4

C.1 Alternative USV-MF-ATSM implementation

C.1.1 Specification of the alternative USV-MF-ATSM

According to Creal and Wu [2017] we specify the vector of state variables f t as f t =
[mt, gt,ht]

T where mt is the M × 1 vector of the M = 2 observed macroeconomic vari-
ables ln(INFt) and ln(∆GDPt), gt is the G × 1 vector of latent yield factors and ht is the
H × 1 vector of stochastic volatility factors. Similar to Creal and Wu in our alternative
implementation we set G = 3 and H = 4, so that the total number of state variables is
N = M + G + H. Σf is a N × N matrix indicating the impact of the Gaussian error

εt ∼ N(0, I9×9) with εt = [εm,t, εg,t, εh,t]
T on the ATSM’s state-variables f t. To achieve

identification the matrices Σm,Σg and Σh are lower triangular where the diagonal elements
of Σm and Σg are set to 1. Time-varying covariances Σm,t and Σg,t are defined as:

Σm,t = ΣmΛm,t (C.1)

Σg,t = ΣgΛg,t (C.2)

where Λm,t and Λg,t are M×M and G×G time-varying diagonal matrices with diag(Λm,t) =
γm,t and diag(Λg,t) = γg,t, where the vector γt = [γm,t,γg,t]

T is determined by:

γt = exp ((Γ0 + Γ1ht) /2) (C.3)

Γ0 is a (M +G)× 1 vector and the matrix Γ1 is (M +G)×H and transforms the impact of
the volatility factors ht on the covariance matrices of mt and gt respectively. Depending on
three free parameters γ0,4, γ1,4,3, γ1,4,4 Γ0 and Γ1 are specified as:

Γ0 =


0
0
γ0,4

0

 Γ0 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 γ1,4,3 γ1,4,4

0 0 0 1


such that the first two volatility factors are macroeconomic volatility factors, whereas the
the last two factors in ht determine the volatility of the yield factors.
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For interpreting gt as rt,Et[rt+n∗ ] and TP (t, t + n∗), where the current and expected short
rate and the term premium are defined by using the arbitrage-free pricing scheme of the
(unspanned) stochastic volatility ATSM outlined in 4.2.3.2 as:

rt = a1 + bT1 f t (C.4)

Et[rt+n∗ ] =
1

n∗
Et[r1 + ...rt+n∗−1]

= a1 +
bT1
n∗

[
(n∗ − 1)I + (n∗ − 2)Ψf + (n∗ − 2)Ψ2

f + ...+ Ψ
(n∗−2)
f

]
(I−Ψf ) µ̄t

+
bT1
n∗

[
I + Ψf + Ψ2

f + ...+ Ψ
(n∗−1)
f

]
f t

= cτ̄ + dTτ̄ f t
(C.5)

with:

cτ̄ = a1 +
bT1
τ̄

[
(n∗ − 1)I + (n∗ − 2)Ψf + (n∗ − 2)Ψ2

f + ...+ Ψ
(n∗−2)
f

]
(I−Ψf ) µ̄t (C.6)

and

dTτ̄ =
bT1
τ̄

[
I + Ψf + Ψ2

f + ...+ Ψ
(n∗−1)
f

]
(C.7)

and

TP (t, t+ n∗) = y(t, t+ τ̄)− erτ̄t
= aτ̄ + bTτ̄ f t − cτ̄ − dTτ̄ f t
= aτ̄ − cτ̄ +

(
bTτ̄ − dTτ̄

)
f t

(C.8)

with τ̄ = n∗ we apply the rotation of gt proposed by Creal and Wu by restricting δ0, δ1, µ̄f ,Ψf ,

µ̄Qg and ΨQ
g . δ0 is set to zero and δ1 is restricted by δT1 = [1, 0, 0]. The restrictions of the

unconditional means are µ̄g,1 = µ̄g,2 and

µ̄Qg,1 = µ̄Qg,2+µ̄Qg,3− 1
2τ̄

[
bTg,1Σ

Q
g ΣQ T

g bg,1 + 22bTg,2Σ
Q
g ΣQ T

g bg,2 + ...+ (τ̄ − 1)2bTg,τ̄−1Σ
Q
g ΣQ T

g bg,τ̄−1

]
respectively. The third term in the restriction of µ̄Qg is Jensen’s inequality (JI) term. For
restricting Ψf we focus on the unique real eigenvalue implementation of Creal and Wu. Us-
ing the factorization Ψf = QΛQ−1 of Ψf , where Q is a N × N diagonal matrix with the
eigenvectors qf,1, qf,2, ..., qf,N of Ψf in its columns and Λ is a N × N diagonal matrix with
the eigenvalues λTf = [λf,1, λf,2, ..., λf,4] of Ψf on its diagonal, the eigenvector matrix Q is
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restricted to:

Q =

1 q1,2 q1,3 q1,4 q1,5 q1,6 q1,7 q1,8 q1,9

q2,1 1 q2,3 q2,4 q2,5 q2,6 q2,7 q2,8 q2,9

q3,1 q3,2 1
τ̄(1−λf,1)

(1−qτ̄4 ))
q3,5 q3,6 q3,7 q3,8 q3,9

q3,1(1−λτ̄f,1)

τ̄(1−λf,1)

q3,2(1−λτ̄f,2)

τ̄(1−λf,2)
1

q3,4(1−λτ̄f,4)

τ̄(1−λf,4)

q3,5(1−λτ̄f,5)

τ̄(1−λf,5)

q3,6(1−λτ̄f,6)

τ̄(1−λf,6)

q3,7(1−λτ̄f,7)

τ̄(1−λf,7)

q3,8(1−λτ̄f,8)

τ̄(1−λf,8)

q3,9(1−λτ̄f,9)

τ̄(1−λf,9)

q5,1 q5,2 q5,3 q5,4 1 q5,6 q5,7 q5,8 q5,9

0 0 0 0 0 1 q6,7 q6,8 q6,9

0 0 0 0 0 q7,6 1 q7,8 q7,9

0 0 0 0 0 q8,6 q8,7 1 q8,9

0 0 0 0 0 q9,6 q9,7 q9,8 1


(C.9)

Factorizing the autoregressive matrix ΨQ
g of the diffusion of gt under the risk neutral measure

Q ΨQ
g = QQ

g Λg

(
QQ
g

)−1
where QQ

g is a G×G matrix of eigenvectors qQg,1, q
Q
g,2, q

Q
g,3 of ΨQ

g and

Λg is the G × G diagonal matrix with the eigenvalues λQ T
g = [λQg,1, λ

Q
g,2, λ

Q
g,3] of ΨQ

g on its
diagonal. For QQ

g we use the restriction:

QQ
g =

 1 1 1

λ̄Qg,1 − q
Q
g,3,1 λ̄Qg,2 − q

Q
g,3,2 λ̄Qg,3 − q

Q
g,3,3

qQg,3,1 qQg,3,2 qQg,3,3

 (C.10)

C.1.2 Bayesian estimation of the alternative USV-MF-ATSM

Analogue to our Bayesian estimation procedure in the ATSM block described in 4.3.2 and
to the procedure for estimating the parameters and factors {gt}t=1,2,...,T and {ht}t=1,2,...,T

of the USV-MF-ATSM applied by Creal and Wu [2017] we use a MCMC procedure that
alternates in every iteration between two state-space models, where the first is conditional
on {ht}t=1,2,...,T and the second on {gt}t=1,2,...,T . The first state-space model is used for
drawing the parameters:

θTUSV−MF−ATSM = [σ12M , σ24M , σ36M , σ48M , σ60M , λf,1, λf,2, λf,3, λf,4, λf,5, λf,6, λf,7, λf,8, λf,9,

q1,2, q1,3, q1,4, q1,5, q1,6, q1,7, q1,8, q1,9, q2,1, q2,3, q2,4, q2,5, q2,6, q2,7, q2,8, q2,9,

q3,1, q3,2, q3,4, q3,5, q3,6, q3,7, q3,8, q3,9, q5,1q3,7, q3,8, q3,9, q5,1, q5,2, q5,3, q5,4, q5,6,

q5,7, q5,8, q5,9, q6,7, q6,8, q6,9q7,6, q7,8, q7,9, q8,6, q8,7, q8,9, q9,6, q9,7, q9,8, γ0,4, γ1,4,3,

γ1,4,4, µ̄m,1, µ̄m,2, µ̄h,1, µ̄h,2, , µ̄h,3, µ̄h,4, µ̄g,1, µ̄g,3, µ̄
Q
g,2, µ̄

Q
g,3, σm,2,1, σm,2,2,

vec(Σgm), σg,2,1, σg,3,1, σg,3,2, vec(Σhm), vec(Σhg), vech(Σh), λ
Q
g,1, λ

Q
g,2, λ

Q
g,3,

qQg,3,1, q
Q
g,3,2, q

Q
g,3,3]

and the yield factors {gt}t=1,2,...,T , whereas the second model is used for drawing the stochastic
macroeconomic and term structure volatility factors {ht}t=1,2,...,T .

275



C.1.2.1 First state-space model of the alternative USV-MF-ATSM

Conditional on {ht}t=1,2,...,T the first state-space model for estimating the alternative USV-
MF-ATSM is defined with measurement equation:

Yt = c+ Hst + εt (C.11)

with Gaussian measurement errors εt ∼ N(0,R) and transition equation:

st+1 = d+ Fst + εt (C.12)

with the Gaussian εt ∼ N(0,Qt). The measurements Yt are YT
t = [yt,mt,ht] where as in

4.3.2.1 the 6× 1 vector yt contains the observed zero-coupon spot rates
yTt = [y(t, 6), y(t, 12), y(t, 24), y(t, 36), y(t, 48)y(t, 60)] of theNτ = 6 maturities τ = 6, 12, 24, 36,
48, 60 month and the USV-ATSM’s state variables are defined as sTt = [mt, gt,ht, µ̄m, µ̄

u
g , µ̄

Q,u
g ].

Here µ̄ug and µ̄Q,ug are the G×1 unrestricted unconditional means of gt unter both probability
measures. c,H and the covariance matrix R of the measurement equation are defined as:

c =

 0

A0 + A1M
Q
0

0

 H =

 IM×M 0 0 0 0 0

0 B 0 0 0 A1M
Q
1

0 0 IH×H 0 0 0

 R =

 0 0 0
0 Ω 0
0 0 0


where the Nτ × 1 vector A0 and the Nτ ×G matrix A1 are from the bond pricing equations
4.41 and 4.42 with a0,i = δ0 − aτi−1 − 1/(2τi)B

T
τi−1Σ

Q
g ΣQ T

g Bτ−1 and a1,i = −BT
τi−1/τi with

the i-th maturity of τ = 6, 12, 24, ..., 60. MQ
0 and MQ

1 are defined as:

MQ
0 =

 JI
0
0

 R =

 1 1
1 0
0 1


with JI as Jensen’s inequality term. The transition equation’s d,F and Qt are specified as:

d =


Ψ̄mhµ̄h
Ψ̄ghµ̄h
Ψ̄hµ̄h

0
0
0

 F =


Ψm Ψmg Ψmh Ψ̄mm Ψ̄mg 0
Ψgm Ψg Ψgh Ψ̄mg Ψ̄g 0

0 0 Ψh 0 0 0
0 0 0 IM×M 0 0
0 0 0 0 I(G−1)×(G−1) 0
0 0 0 0 0 I(G−1)×(G−1)


and

Qt =


ΣmΛ2

m,tΣ
T
m ΣmΛ2

m,tΣ
T
gm ΣmΛ2

m,tΣ
T
hm 0 0 0

ΣgmΛ2
m,tΣ

T
m ΣgmΛ2

m,tΣ
T
gm + ΣgΛ

2
g,tΣ

T
g ΣgmΛ2

m,tΣ
T
hm + ΣgΛ

2
g,tΣ

T
hg 0 0 0

ΣhmΛ2
m,tΣ

T
m ΣhmΛ2

m,tΣ
T
gm + ΣhgΛ

2
g,tΣ

T
g ΣhmΣT

hm + ΣhgΣ
T
hg + ΣhΣ

T
h 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
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where the covariance matrix Qt becomes time-varying due to the matrices Λm,t and Λg,t

determined by ht. The restricted (sub) coefficient matrices Ψ̄m, Ψ̄mg, Ψ̄mh, Ψ̄gm, Ψ̄g, Ψ̄gh, Ψ̄h

in F are from:  Ψm Ψmg Ψmh

Ψ̄gm Ψ̄g Ψ̄gh

0 0 Ψ̄h

 = [IN×N −Ψf ] L

with N × (N − 1) scaling matrix:  IM×M 0 0
0 M1 0
0 0 IH×H


C.1.2.2 Second state-space model of the alternative USV-MF-ATSM

The second state space model is derived from the VAR[1] process expressed in 4.35. The
measurement equation of the second state space model is:

xt = Gt + Zht + εt

with the vector of observed variables xTt = [mt, gt] and

Gt =

[
µm
µg

]
+

[
Ψm Ψmg

Ψgm Ψg

] [
mt−1

gt−1

]
Z =

[
Ψmh

Ψgh

]
St =

[
ΣmΛ2

m,tΣ
T
m ΣmΛ2

m,tΣ
T
gm

ΣgmΛ2
m,tΣ

T
m ΣgmΛ2

m,tΣ
T
gm + ΣgΛ

2
g,tΣ

T
g

]
as the measurements time varying constant, the coefficient matrix and the time varying
covariance matrix of the Gaussian measurement errors εt ∼ N(0,St) where the errors are
εt = [εm,t, εg,t].

ht+1 = µh + Ψhht + εh,t (C.13)

defines the transition equation of the state variable ht where εh,t ∼ N(0,Sh) with the co-
variance of ht:

Sh = ΣhmΣmΛ2
m,tΣ

T
mΣT

hm + ΣhgΣgmΛ2
m,tΣ

T
mΣT

hm + ΣhmΣmΛ2
m,tΣ

T
gmΣT

hm

+ Σhg

(
ΣgmΛ2

m,tΣ
T
gm + ΣgΛ

2
g,tΣ

T
g

)
ΣT
hg + ΣhΣ

T
h

C.2 Alternative USV latent- and MF-DNS implemen-

tation

Beside our DSGE-USV-ATSM and the USV-MF-ATSM outlined in the previous section we
implement (unspanned) stochastic volatility versions of the DNS and the macro-finance (MF-
) DNS proposed in their constant volatility version by Diebold and Li [2006] and Diebold,
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Rudebusch and Aruoba [2006]. To keep the estimation of these stochastic volatility DNS
simple we use the reduced two-factor form of the DNS proposed by Diebold, Piazzesi and
Rudebusch [2005]. In this Appendix we outline the implementation of the larger MF-DNS.
The implementation of the USV-Latent-DNS is analogue. In the USV-MF-DNS we use
(Nl+No)×1 term structure spanning factors fTt = [lt, st,mt], where lt and st are the Nl = 2
term structure’s level and slope factors. mT

t = [IPt, CPIt, ECBt] are the No = 3 observed
macroeconomic variables where IPt and CPIt stands for the monthly observed annual growth
rate industrial production and the annual inflation rate both queried from the OECD eco-
nomic database. ECBt is the ECB controlled short term rate approximated here by the one
month EONIA swap rate. In our specification we use Nl + No unspanning volatility factors
ht. Estimation of the stochastic volatility DNS is done by a Gibbs sampling MCMC proce-
dure where the procedure alternated between two state-space models - the first conditional
to {ht}t=1,2,...,T the second conditional to {lt, st}t=1,2,...,T

The first state-space model conditional on the volatility factors {ht}t=1,2,...,T is defined as: yt
mt

ln(ht)

 =

 Ψy 0 0
0 I 0
0 0 I

 f t
mt

ln(ht)

+

 ηy,t
ηm,t
ηh,t

 (C.14)

 f t
mt

ln(ht)

 =

 Φyy Φym 0
Φmy Φmm 0

0 0 ∆hh

 f t−1

mt−1

ln(ht−1)

+

 εy,t
εm,t
εh,t

 (C.15)

with M × 2 coefficient matrix of the measurements

Ψyy = e

(
M∑
j=1

(
eT − exp

(
−λτ T

))
δj ⊗ δj

)(
δTj λτ

)
where e denotes the M × 1 unit vector and δj is an M × 1 vector of zeros and the j-th
element equal to 1. M is the number of zero-coupon rates for the M different time to
maturities in yTt = [y(t, τ1), ..., y(t, τM)], where y(t, τj) is the time t zero-coupon rate with
time to maturity τj ≥ 0 for all j = 1, 2, ...,M . τ T = [τ1, ..., τM ] is the M × 1 vector of
maturities. The matrix ∆hh in the state-variables transition matrix in C.15 comes from the
volatility factors dynamics given by:

ln

([
hy,t
hm,t

])
=

[
Λy 0
0 Λm

]
ln

([
hy,t−1

hm,t−1

])
+ ϑt (C.16)

where the Nl ×Nl and No ×No matrices Λy and Λm are restricted to keep the stationarity
of the log factor dynamics. ϑt is the volatility factors Gaussian error term ϑi,t ∼ N(0,Σϑ)
with time-invariant N ×N covariance matrix.
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The error terms of the measurement and transition equation C.14 and C.15 are defined
by:  ηy,t

ηm,t
ηh,t

 ∼ N(0,Ση) (C.17)

where the measurements covariance matrix is specified as:

Ση =

 Ση,y 0 0
0 0 0
0 0 0


and  εy,t

εm,t
εh,t

 ∼ N

 0
0
0

 ,
 Σy

ε,t 0 0
0 Σm

ε,t 0
0 0 Σh

ε

 (C.18)

Both error vectors are orthogonal to each other. The measurements sigma matrix Ση,y and
the time varying matrices Σy

ε,t and Σm
ε,t are diagonal matrices, where the diagonal elements

of the last two matrices contain the time varying log normal distributed volatility factors
hTt =

[
hlt, h

s
t ,h

m
t

]
.

The second state space model conditional to the term structure factors {lt, st}t=1,2,...,T is
defined by the measurement equation:[

f t
mt

]
=

[
Φyy Φym

Φmy Φmm

] [
f t−1

mt−1

]
+

[
εy,t
εm,t

]
(C.19)

and the transition equation according to C.15.

Drawing the parameters of the USV latent DNS and the USV-MF-DNS is done by using
the tailored Metropolis-Hastings (MH) algorithm proposed by Chib and Ergaslev [2009] and
Chib and Ramamurthy [2010]. Drawing {lt, st}t=1,2,...,T is done by the forward-backward
Kalman filtering and drawing procedure by Carter and Kohn [1994]. For drawing the volatil-
ity factors a similar forward-backward scheme is used. Due to the non-linear influence of
the volatility factors drawing of {ht}t=1,2,...T is also done according to a forward-backward
scheme by using the bootstrap particle filter with conditional resampling proposed by An-
drieu, Doucet and Holenstein [2010] for the forward filtering and the algorithm proposed by
Whiteley [2010] for the backward drawing of {ht}t=1,2,...T .

C.3 Generalized Autoregressive Score Model (GAS)

As outlined in Creal, Koopman and Lucas [2011] the mean adjusted observed yield data yt
where yt is a n× 1 vector with the n = 4 maturities τ = 12, 36, 60, 120 month is distributed
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by a multivariate Student’s t distribution, with PDF:

f (yt|Σt, v) =
Γ
(

(v+n)
2

)
Γ
(
v
2

)
((v − 2)π)n/2 |Σt|1/2

(C.20)

Σt is the n× n time varying covariance matrix and v > 2 are the degrees of freedom of the
multivariate distribution. For the generalized autoregressive score (GAS) implemented here,
the covariance matrix Σt and the correlation matrix Rt are decomposed according to the
standard case described by Creal, Koopman and Lucas [2011]:

Σt = DtRtDt , Rt = ∆−1
t Qt∆

−1
t , ∆t = diag (Qt)

1/2 (C.21)

where the n × n matrix Dt is diagonal with the standard deviations of the mean adjusted
yield yt on its diagonal. Qt is a symmetric (at least) positive semidefinite n× n matrix.

The dynamics of Σt and Dt are driven by a n(n+ 1)/2 +n× 1 vector of factors f t, where f t
is specified here with f t = [dt, qt]

T , where dt = diag(Dt)
2 is the n× 1 vector of time-varying

variances from the diagonal of Dt and qt = vech(Qt) is the n(n + 1)/2 × 1 vector of the
lower triangular elements of the symmetric matrix Qt with vech(∗) as the operator which
transforms the lower triangular elements into the column vector qt. f t is modeled by the
following autoregressive process:

f t+1 = ω +

p∑
i=1

Aist−i+1 +

q∑
j=1

Bjf t−j+1 (C.22)

where ω is a n(n + 1)/2 × 1 vector of constants and Ai and Bj with i = 1, 2, ..., p and
j = 1, 2, ..., q are n(n+ 1)/2 + n× n(n+ 1)/2 + n diagonal matrices. st is the scale function
which is defined by:

st = St∇t , ∇t =
∂ln(f(yt|f t,θ)

∂f t
(C.23)

with PDF f of the multivariate Student distribution from C.20. θ collects the parameters
of v,ω,Ai and Bj with i = 1, 2, ..., p and j = 1, 2, ..., q of the factor dynamics defined in
C.22. The scaling matrix St in C.23 is chosen with inverse Fisher information matrix, which
expresses information about the curvature of the logged PDF f in C.23:

St = Ĩ+
t|t−1 Ĩt|t−1 = Et−1

[
∇t∇T

t

]
(C.24)

Due to the singularity of the information matrix, with Ĩ+
t|t−1 as the Moore-Penrose pseudo

inverse is used as the scaling matrix St in C.24. ∇t and Ĩt|t−1 are defined as:

∇t =
1

2
ΨT
t DT

nJTt⊗ (wtȳt⊗ − vec(In×n)) (C.25)
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Ĩt|t−1 =
1

4
ΨT
t DT

nJTt⊗
(
gG− vec(In×n)vec(In×n)T

)
Jt⊗DnΨt (C.26)

with the weights wt = (v+n)/(v−2+yTt Σ−1
t yt) and g = (v+n)/(v+2+n), In×n as the n×n

identity matrix, the lower triangular Jt implicitely defined by the Cholesky decomposition of
the inverted covariance matrix Σ−1

t = JTt Jt, ȳt = Jtyt and the n2 × n2 matrix G which is
defined as:

G[(i− 1)n+ l, (j − 1)n+m] = δi,mδl,m + δi,lδj,m + δi,mδj,l ∀i, j, l,m = 1, 2, ..., n (C.27)

with:

δi,j =

{
1 i = j
0 i 6= j

Dn is the n2 × n(n + 1)/2 duplicaton matrix implied by Dnvech(C) = vec(C) for some
symmetric n×n matrix C. C⊗ = C⊗C denotes the n2×n2 Kronecker product of the n×n
matrix C with itself. The matrix Ψt = [Ψt,d,Ψt,q] = ∂vech(Σt)/∂f

T
t is defined by:

Ψt,q = Ln

(
Dt∆

−1
t ⊗Dt∆

−1
t

) (
Dn −

[
In×n ⊗Qt∆

−1
t + Qt∆

−1
t ⊗ In×n

]
K∆Wq

)
(C.28)

Ψt,d = Ln [In×n ⊗DtRt + DtRt ⊗ In×n] KdV (C.29)

where Ln =
(
DT
nDn

)−1
DT
n defines the elimination matrix from the equation Lnvec(C) =

vech(C) for some n× n matrix C, K∆ and Kd are selection matrices from vec(∆2
t ) = K∆qt

and vec(Dt) = Kddt and Wq and V are diagonal matrices, where the i = 1, 2, ..., n diagonal
elements of Wq are 1/2

√
|qt,i| if qt,i 6= 0 and zero for qt,i = 0. The diagonal elements of V

are given by 1/2
√
dt,i for i = 1, 2, ..., n. Estimation of the parameters θ is done by MLE:

θ̂ = arg max
θ

L (θ) =
T∑
t=1

(
ln

(
Γ

(
v + n

2

))
− ln

(
Γ
(v

2

))
− 1

2
ln (|Σt|)

)

−
T∑
t=1

(
1

2
ln ((v − 2)π) +

(v + n)

2
ln

(
1 +

yTt Σ−1
t yt

(v − 2)

)) (C.30)

C.4 Decomposition of the term structure of volatilities

We focus here on the uncertainty factors related to ht. The decomposition of the term struc-
ture of volatilities is based on the empirical uncertainty shocks collected in the T×1 vector ε̂h,
where the time t element ε̂t of ε̂h with t = 1, 2, ..., T is calculated as ε̂t = (ht−µh−ψhht−1)/σh.

For the elements of ε̂h we calculate their diffusion through time, where we first define the
T × 1 vector ψ̃h with:

ψ̃h = σh

T∑
t=1

ψthδ
T
t (C.31)
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δTt is a T × 1 vector of zeros with the t-th element equal to 1. With ψ̃h we next generate the
T × T lower triangular matrix Ψ̃h with:

Ψ̃h =
T∑
t=1

t∑
i=1

ψ̃h

(
δTi ⊗ δi

)
⊗ δt (C.32)

getting:

Ψ̃h =


σh 0 0 ... 0
σh σhψh 0 ... 0
σh σhψh σhψ

2
h ... 0

...
...

...
. . .

...

σh σhψh σhψ
2
h ... σhψ

(T−1)
h


with Ψ̃h we generate the T × 1 diffusion vector ε̃h of the empirical uncertainty shocks of ε̂h
with:

ε̃h = Ψ̃hεh (C.33)

so that we can calculate for each t:

Σ̃g,t = Σgexp (ε̃h,t) (C.34)

with Σ̃g,t containing the contributions of uncertainty shocks from the two latent yield factors
g1,t and g2,t to the term structure of yield volatilities are summarized in the Nτ × 2 matrix:

Cg,t =
Nτ∑
m=1

δNτ×1,m ⊗

(
2∑
i=1

δ2×1,ib̃mδ
T
2×1,id̃

T

g,t,i

)
(C.35)

where δNτ×1,i and δ2×1,i are Nτ × 1 and 2 × 1 indicator vectors with 1 at the i-th position
and zeros else. Nτ = 6 indicates the number of used maturities τ = [6, 12, 24, ..., 60]. The
two elements of the m = 1, 2, ..., Nτ th row of Cg,t are the time t contributions of uncertainty
shocks from the two term structure factors g1,t and g2,t to the volatility of the zero rate

y(t, τm) with maturity τm. The two 1× 2 vectors b̃m and d̃
T

g,t,i are determined by:

b̃m = B̃TδNc×1,m ⊗ eT2×1 (C.36)

with B̃ = [BL̃T ] where L̃ = [02×1, I2×2] is a selection matrix used for composing the Nτ × 2
matrix B̃ from the last two colums of B. BT = [bT6 , b

T
12, b

T
24, b

T
36, b

T
48, b

T
60] is the Nτ × 3 matrix

of maturity dependent bond loadings from the recursive bond pricing scheme outlined in
section 4.2.3.2. e2×1 is a 2× 1 unit vector.

d̃g,t,i = D̃g,tδNτ×1,m ⊗ e2×1 (C.37)

where the 2Nτ × 2 matrix D̃g,t is defined as:

D̃g,t = Σ̃g,tΣ̃
T
g,t ⊗ B̃T (C.38)
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C.5 Macroeconomic response on uncertainty shocks

For calculating the macroeconomic responses on uncertainty shocks originating in the macroe-
conomic volatility’s 7 × 1 process expressed in 4.30 we first define the transition of a one
standard deviation shock for each of the 7 macroeconomic volatilities
σTt = [σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t]. For a given number of steps nq (in quarters) we define
the nq × 7 matrix Rv with its (i, j) element:

rv,i,j =
i∑

k=1

ρk−1
σ,j µσ,j + ρi−1

σ,j σσ,j (C.39)

indicating the transmitted standard deviation shock from the j = 1, 2, ..., 7 volatility after
i = 1, 2, ..., nq steps diffused through the volatility process 4.30. For getting the macroeco-
nomic responses we transfer the shock transitions in Rv into the transition process of the
macroeconomic DSGE state variables expressed in its canonical linear form in 4.32. Therefore
we define the 49nq × 7 block matrix Rs:

Rv =

 rv,1,1 ... rv,1,7
...

...
rv,nq ,1 ... rv,nq ,7

 (C.40)

with its (i, j) 49× 1 vector element rv,i,j defined as:

rv,i,j =
i∑

k=1

Θi−k
0 ∆k,j (C.41)

where ∆k,j for k = 1, 2, ..., nq is:

∆k = diag(Θ1(r̃(k,j)
v )Θ1(r̃(k,j)

v )T ) (C.42)

Θ1(r̃(k,j)
v )Θ1(r̃(k,j)

v )T is the rational equilibrium covariance matrix of our used DSGE model
after running Sim’s QZ algorithm. r̃(k,j)

v is a 7× 1 column vector with rv,k,j from Rv in the
k th row and all other elements −∞. Last one ensures that only the k th volatility shock
in step i = 1, 2, ..., nq is transferred into the transition process of the DSGE. In using the
diagonal elements in ∆k we focus on the macroeconomic shock responses directly coming
from the macroeconomic volatilities.

C.6 Bootstrap particle filter with conditional resam-

pling

In the Gibbs sampling procedure applied in our model estimation the particle filter with the
conditional resampling proposed by Andrieu, Doucet and Holenstein [2010] is used. For filter-

ing the volatility factors h
(i)
t in the current step i of the Gibbs sampler the particle resampling
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of the filter uses the draw of the path {h̃(i−1)

t }t=0,1,2,...,T of filtered volatility factors in the
previous step i−1 of the Gibbs sampler. The implementation of the particle filter is as follows:

Initialize the particle filter at time t = 0:

- Set h
(i,1)
0 = h̃

(i−1)

0 and draw h
(i,j)
0 from the initial distribution h

(i,j)
0 ∼ P (h0|θ)

for the remaining draws j = 2, 3, ..., J of the particle filter

- Set the normalized weights ω̂
(i,j)
0 = 1/J for all j = 1, 2, ..., J

- Store the draws and their normalized weights {h(i,j)
0 , ω̂

(i,j)
0 }j=1,2,...,J

Continue at times t = 1, 2, ..., T with:

- Set h
(i,1)
t = h̃

(i−1)

t and draw h
(i,j)
t with j = 2, 3, ..., J from the proposal

distribution h
(i,j)
t ∼ P (h

(i,j)
t |h

(i,j)
t−1 ,θ) where P (h

(i,j)
t |h

(i,j)
t−1 ,θ) is the transition

probability. With this definition of the proposal the implemented particle filter
becomes a bootstrap filter.

- For each draw j = 1, 2, ..., J of the particle filter calculate the importance weights:

ω
(i,j)
t ∝ ω

(i,j)
t−1 P (g

(i)
t ,m

(i)
t |h

(i,j)
t , g

(i)
t−1,m

(i)
t−1,θ) (C.43)

where P (g
(i)
t ,m

(i)
t |h

(i,j)
t , g

(i)
t−1,m

(i)
t−1,θ) is the probability distribution defined by the

measurement equation.

- For each draw j = 1, 2, ..., J calculate the normalized weights:

ω̄
(i,j)
t =

ω
(i,j)
t∑J

j=1 ω
(i,j)
t

(C.44)

- Resample the draws {h(i,j)
t }j=1,2,...,J with the probabilities {ω̄(i,j)

t }j=1,2,...,J and set all

weights to the constant value ω̂
(i,j)
t = ω

(i,j)
t = 1/J . Following the conditional

resampling suggested by Andrieu, Doucet and Holenstein [2010] the draw h̃
(i−1)

t of
the Gibbs sampler in the previous step is always resampled.

- Store the draws and the normalized weights {h(i,j),ω̂
(i,j)
t

t }j=1,2,...,J

C.7 Backward drawing from the particle filter output

Drawing a path {h̃(i)

t }t=0,1,2,...,T of the volatility factors in step i of the block Gibbs sampler
is done by the algorithm proposed by Whiteley [2010]. The algorithm works as follows:
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Starting at time t = T one volatility factor h̃
(i)

T = h
(i,j)
T is drawn with probability ω̂

(i,j)
t .

Iterating backwards for t = T − 1, T − 2, ..., 0 the algorithm proceeds with the steps:

- For each draw of the particle filter j = 1, 2, ..., J calculate the backward weights:

ω
(i,j)
t|T ∝ ω

(i,j)
t P (h̃

(i)

t+1|h
(i,j)
t ,θ) (C.45)

- For each draw j = 1, 2, ..., J normalize the backward weights:

ω̂
(i,j)
t|T =

ω
(i,j)
t|T∑J

j=1 ω
(i,j)
t|T

(C.46)

- Draw h̃
(i)

t = h
(i,j)
t with the normalized backward probability ω̂

(i,j)
t|T

With the last draw in t = 0 the backward algorithm generates a draw {h̃(i)

t }t=0,1,2,...,T of
the path of filtered volatility factors ht in the i-th step of the Gibbs sampler.

285



C.8 Priors of the DSGE-USV-ATSM

SW DSGE Prior Distributions

Structural Parameters r∆y ∼ N(0.12, 0.05) ρrσ ∼ beta(0.90, 0.20)

γ̄ ∼ N(0.40, 0.10) Shock AR Coefficients ρpσ ∼ beta(0.90, 0.20)

π̄ ∼ Gamma(0.62, 0.10) ρa ∼ beta(0.50, 0.20) ρwσ ∼ beta(0.90, 0.20)

L ∼ N(0.00, 2.00) ρb ∼ beta(0.50, 0.20) Stoch. Volatility Sigmas

Preferences ρg ∼ beta(0.50, 0.20) σaσ ∼ InvGamma(0.01, 2.00)

(β−1 − 1)100 ∼ Gamma(0.25, 0.10) ρi ∼ beta(0.50, 0.20) σbσ ∼ InvGamma(0.01, 2.00)

λ ∼ β(0.70, 0.10) ρr ∼ beta(0.50, 0.20) σgσ ∼ InvGamma(0.01, 2.00)

σc ∼ N(1.50, 0.37) ρp ∼ beta(0.50, 0.20) σiσ ∼ InvGamma(0.01, 2.00)

Price and Wage Setting ρw ∼ beta(0.50, 0.20) σrσ ∼ InvGamma(0.01, 2.00)

ξp ∼ beta(0.50, 0.10) Stoch. Volatility Constants σpσ ∼ InvGamma(0.01, 2.00)

ιp ∼ beta(0.50, 0.15) µaσ ∼ N(0.00, 0.10) σwσ ∼ InvGamma(0.01, 2.00)

ξw ∼ beta(0.50, 0.10) µbσ ∼ N(0.00, 0.10) Measurement Errors

ιw ∼ beta(0.50, 0.15) µgσ ∼ N(0.00, 0.10) y ∼ InvGamma(0.10, 2.00)

Production µiσ ∼ N(0.00, 0.10) c ∼ InvGamma(0.10, 2.00)

ϕ ∼ N(4.00, 1.50) µrσ ∼ N(0.00, 0.10) i ∼ InvGamma(0.10, 2.00)

α ∼ N(0.30, 0.05) µpσ ∼ N(0.00, 0.10) l ∼ InvGamma(0.10, 2.00)

Φ ∼ N(1.25, 0.12) µwσ ∼ N(0.00, 0.10) π ∼ InvGamma(0.10, 2.00)

ψ ∼ beta(0.50, 0.15) Stoch. Volatility Coefficients w ∼ InvGamma(0.10, 2.00)

Monetary Policy ρaσ ∼ beta(0.90, 0.20) r ∼ InvGamma(0.10, 2.00)

ρ ∼ beta(0.75, 0.10) ρbσ ∼ beta(0.90, 0.20)

rπ ∼ N(1.50, 0.25) ρgσ ∼ beta(0.90, 0.20)

ry ∼ N(0.12, 0.05) ρiσ ∼ beta(0.90, 0.20)

Prior Distributions of USV ATSM Parameters

Real World Dynamics µQσ,2 ∼ N(0.10, 0.10) µh ∼ N(0.01, 0.05)

µσ,1 ∼ N(0.10, 0.10) µQσ,3 ∼ N(0.10, 0.10) ψh ∼ beta(0.65, 0.10)

µσ,2 ∼ N(0.10, 0.10) ψQ1,1 ∼ beta(0.90, 0.10) σh ∼ N(0.30, 0.10)

ψσ,1,1 ∼ beta(0.00, 0.10) ψQσ,1,2 ∼ beta(0.92, 0.10) Measurement Errors

ψσ,1,2 ∼ beta(0.00, 0.10) ψQσ,2,2 ∼ beta(0.09, 0.05) σ6M ∼ InvGamma(0.10, 2.00)

ψσ,2,1 ∼ beta(0.00, 0.10) ψQσ,2,1 ∼ beta(0.09, 0.05) σ12M ∼ InvGamma(0.10, 2.00)

ψσ,2,2 ∼ beta(0.00, 0.10) ψQσ,2,2 ∼ beta(0.92, 0.10) σ24M ∼ InvGamma(0.10, 2.00)

σσ,1,1 ∼ InvGamma(0.00, 0.10) Short term rate σ36M ∼ InvGamma(0.10, 2.00)

σσ,2,1 ∼ InvGamma(0.10, 2.00) δ1 ∼ N(0.05, 0.05) σ48M ∼ InvGamma(0.10, 2.00)

σσ,2,2 ∼ InvGamma(0.10, 2.00) δ2 ∼ N(0.10, 0.10) σ60M ∼ InvGamma(0.10, 2.00)

Risk neutral Dynamics δ3 ∼ N(0.10, 0.10)

µQσ,1 ∼ N(0.10, 0.10) Stoch. Volatility Factor

Table C.1: Prior distributions of the DSGE-USV-ATSM (We report the distribution’s mean
and standard deviation respectively. For the inverse gamma distribution we report the scale
and shape parameters).
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C.9 DSGE-USV-ATSM and alternative USV-ATSM parameter esti-

mates

C.9.1 DSGE-USV-ATSM parameter estimates Germany

DSGE Structural Parameters DSGE Disturbance Parameters
γ̄ π̄ l̄ α λ σc ρa ρb ρi ρg ρp ρw ρr

0.389 0.643 3.426 0.271 0.854 1.708 0.992 0.289 0.716 0.987 0.631 0.797 0.186
(0.103) (0.041) (0.091) (0.095) (0.064) (0.055) (0.037) (0.085) (0.094) (0.018) (0.095) (0.100) (0.061)
β ϕ ψ ιp Φ ξp Macroeconomic Uncertainty Parameters

0.999 6.704 0.628 0.631 1.313 0.326 µaσ µbσ µgσ µiσ µrσ µpσ µwσ
(0.005) (0.032) (0.052) (0.031) (0.056) (0.074) 0.063 0.008 -0.012 0.110 0.046 0.049 -0.020
ιw ξw σl ρ r r (0.046) (0.048) (0.070) (0.052) (0.036) (0.048) (0.036)

0.175 0.363 2.071 0.763 2.279 0.115 ρaσ ρbσ ρgσ ρiσ ρrσ ρpσ ρwσ
(0.053) (0.107) (0.046) (0.093) (0.018) (0.039) 0.787 0.880 0.935 0.949 0.905 0.864 0.872
r∆y (0.048) (0.035) (0.077) (0.065) (0.090) (0.040) (0.059)

0.023 σaσ σbσ σgσ σiσ σrσ σpσ σwσ
(0.054) 0.197 0.183 0.133 0.083 0.091 0.077 0.042

(0.062) (0.067) (0.090) (0.089) (0.050) (0.044) (0.034)
DSGE Measurement Errors

v c i w l π r
0.145 0.417 0.172 0.266 0.041 0.029 0.105

(0.104) (0.038) (0.042) (0.059) (0.042) (0.040) (0.028)
USV ATSM Structural Parameters

µTg Ψg Σg µQ1 µQTg ψQ1,1 ΨQ
g

0.091 0.086 0.547 0.590 0.178 0.165 0.121 0.095 0.683 0.948 0.095
(0.094) (0.025) (0.042) (0.111) (0.043) (0.049) (0.029) (0.177) (0.110) (0.059) (0.048)

0.527 0.590 0.066 0.113 0.038 0.937
(0.093) (0.081) (0.031) (0.050) (0.013) (0.063)

µh ψh σh δT1 σ6M σ12M σ24M σ36M σ48M σ60M

0.001 0.945 0.414 0.057 0.119 0.126 1.030 0.001 0.001 0.001 0.079 0.377
(0.004) (0.030) (0.028) (0.016) (0.060) (0.057) (0.103) (0.005) (0.057) (0.002) (0.053) (0.072)
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C.9.2 Structural DSGE posterior parameter distributions from MCMC for Germany

Table C.2: German MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(1/3).
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Table C.3: German MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(2/3).
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Table C.4: German MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(3/3).
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C.9.3 DSGE-USV-ATSM parameter estimates Italy

DSGE Structural Parameters DSGE Disturbance Parameters

γ̄ π̄ l̄ α λ σc ρa ρb ρi ρg ρp ρw ρr
0.377 0.623 3.383 0.219 0.769 1.509 0.848 0.382 0.798 0.997 0.757 0.764 0.068

(0.028) (0.063) (0.023) (0.048) (0.031) (0.049) (0.026) (0.054) (0.063) (0.007) (0.023) (0.024) (0.032)

β ϕ ψ ιp Φ ξp Macroeconomic Uncertainty Parameters

0.991 6.634 0.643 0.409 1.643 0.346 µaσ µbσ µgσ µiσ µrσ µpσ µwσ
(0.005) (0.029) (0.026) (0.086) (0.056) (0.111) 0.030 0.037 0.082 0.011 -0.132 -0.059 -0.009

ιw ξw σl ρ r r (0.021) (0.051) (0.030) (0.109) (0.066) (0.115) (0.053)

0.173 0.401 1.972 0.735 2.113 0.078 ρaσ ρbσ ρgσ ρiσ ρrσ ρpσ ρwσ
(0.082) (0.139) (0.049) (0.029) (0.045) (0.030) 0.833 0.964 0.928 0.662 0.675 0.793 0.857

r∆y (0.036) (0.088) (0.057) (0.045) (0.066) (0.064) (0.072)

0.229 σaσ σbσ σgσ σiσ σrσ σpσ σwσ
(0.018) 0.672 0.668 0.598 0.563 0.569 0.270 0.028

(0.129) (0.101) (0.085) (0.064) (0.053) (0.073) (0.041)

DSGE Measurement Errors

v c i w l π r

0.074 0.331 0.041 0.057 0.002 0.041 0.070

(0.051) (0.045) (0.034) (0.027) (0.019) (0.057) (0.025)

USV ATSM Structural Parameters

µTg Ψg Σg µQ1 µQTg ψQ1,1 ΨQ
g

0.115 0.071 0.656 0.652 0.082 0.025 0.346 0.169 0.907 0.973 0.030

(0.039) (0.285) (0.181) (0.170) (0.065) (0.010) (0.133) (0.034) (0.226) (0.162) (0.078)

0.525 0.433 0.259 0.232 0.076 0.962

(0.179) (0.211) (0.079) (0.057) (0.063) (0.145)

µh ψh σh δT1 σ6M σ12M σ24M σ36M σ48M σ60M

0.000 0.977 0.277 0.124 0.064 0.152 0.000 0.001 0.008 0.005 0.002 0.003

(0.005) (0.318) (0.111) (0.047) (0.064) (0.075) (0.000) (0.000) (0.003) (0.002) (0.001) (0.001)
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C.9.4 Structural DSGE posterior parameter distributions from MCMC for Italy

Table C.5: Italian MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(1/3).
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Table C.6: Italian MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(2/3).
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Table C.7: Italian MCMC diagnostic structural macroeconomic DSGE parameter distributions from MH drawing
(3/3).
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C.9.5 Alternative USV macro-finance ATSM parameter estimates Germany

µ̄Qu Γ0 Γ1

0.568 0.655 0 1 0 0 0

(0.350) (0.331) – – – – –

ΨQ 0 0 1 0 0

-0.304 1.876 1.872 – – – – –

(0.012) (0.091) (0.090) 0 0 0 1 0

-53.615 78.918 77.754 – – – – –

(0.410) (3.756) (3.748) 1.808 0 0 0.000 0.997

53.599 -77.909 -76.745 (0.256) – – (0.081) (0.122)

(0.410) (3.757) (3.749) 0 0 0 0 1

– – – – –

λQg λf
0.987 0.977 0.094 0.997 0.992 0.991 0.989 0.988 0.940 0.896

(0.002) (0.002) (0.000) (0.002) (0.001) (0.000) (0.001) (0.001) (0.001) (0.001)

µ̄m µ̄g µ̄h diag(Ω) σ6M σ12M σ24M σ36M σ48M σ60M

0.375 -0.049 0.568 0.568 0.655 2.837 -0.579 -1.617 -4.705 0.025 0.006 0.000 0.000 0.000 0.001

(0.631) (0.624) (0.350) (0.350) (0.331) (2.105) (0.661) (0.903) (2.095) (0.025) (0.005) (0.004) (0.001) (0.001) (0.003)

Ψ̄m Ψ̄mg Ψ̄mh Σm

0.993 -0.001 -0.005 0.012 -0.005 0.135 0.043 -0.031 0.116 1.000

(0.001) (0.000) (0.003) (0.004) (0.001) (0.001) (0.001) (0.001) (0.001) (0.000)

0.001 0.991 0.087 -0.095 -0.005 -0.021 -0.035 0.017 0.011 0.000 1.000

(0.001) (0.001) (0.016) (0.019) (0.002) (0.003) (0.003) (0.001) (0.003) (0.557) (0.000)

Ψ̄gm Ψ̄g Ψ̄gh Σgm Σg

0.000 0.000 0.962 0.038 0.000 -0.023 -0.017 0.009 -0.015 0.000 -0.591 1.000

(0.000) (0.000) (0.001) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000) (0.278) (1.846) (0.000)

0.000 0.000 -0.032 1.032 0.000 0.004 0.003 -0.002 0.002 0.000 -2.594 -3.697 1.000

(0.000) (0.000) (0.001) (0.020) (0.000) (0.000) (0.000) (0.000) (0.000) (1.308) (8.977) (0.348) (0.000)

0.000 0.002 -0.019 0.018 0.998 -0.1000 -0.031 0.023 -0.094 0.000 2.357 4.171 0.000 1.000

(0.000) (0.001) (0.007) (0.008) (0.001) (0.003) (0.003) (0.002) (0.004) (1.062) (7.676) (0.250) (0.005) (0.000)

Ψ̄hh Σhm Σhg Σh

0.849 -0.051 0.033 -0.107 0.006 -0.022 0.022 -0.014 -0.012 0.112

(0.001) (0.001) (0.001) (0.002) (0.026) (0.025) (0.025) (0.023) (0.023) (0.018)

0.115 0.989 -0.009 0.098 0.003 0.038 0.027 0.028 0.003 0.034 0.140

(0.002) (0.001) (0.001) (0.001) (0.026) (0.026) (0.025) (0.024) (0.024) (0.024) (0.017)

0.090 0.036 0.967 0.069 -0.012 0.045 0.004 -0.020 0.008 -0.031 -0.022 0.156

(0.001) (0.001) (0.001) (0.001) (0.026) (0.024) (0.024) (0.024) (0.023) (0.023) (0.022) (0.017)

0.031 0.030 -0.015 1.008 -0.025 -0.021 -0.027 -0.030 -0.014 -0.033 -0.023 -0.013 0.132

(0.001) (0.001) (0.001) (0.002) (0.028) (0.026) (0.026) (0.024) (0.025) (0.023) (0.023) (0.022) (0.017)
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C.9.6 Alternative USV macro-finance ATSM parameter estimates Italy

µ̄Qu Γ0 Γ1

0.292 0.599 0 1 0 0 0

(0.194) (0.058) – – – – –

ΨQ 0 0 1 0 0

-0.316 2.128 2.123 – – – – –

(0.457) (0.767) (0.757) 0 0 0 1 0

-52.125 86.394 85.218 – – – – –

(14.340) (24.097) (23.717) 1.114 0 0 0.817 0.852

52.11 -85.386 -84.211 (0.471) – – (0.263) (0.085)

(14.343) (24.102) (23.722) 0 0 0 0 1

– – – – –

λQg λf
0.982 0.970 0.085 0.989 0.989 0.954 0.927 0.918 0.913 0.865

(0.005) (0.017) (0.204) (0.002) (0.002) (0.022) (0.028) (0.012) (0.022) (0.012)

µ̄m µ̄g µ̄h diag(Ω) σ6M σ12M σ24M σ36M σ48M σ60M

-98.123 145.732 0.292 0.292 0.599 -0.051 -0.784 -2.883 -4.650 0.140 0.012 0.001 0.002 0.001 0.001

(34.394) (71.140) (0.194) (0.194) (0.058) (11.100) (11.076) (18.426) (16.435) (0.020) (0.003) (0.001) (0.001) (0.001) (0.000)

Ψ̄m Ψ̄mg Ψ̄mh Σm

0.925 -0.008 -0.204 0.213 -0.005 0.155 0.072 -0.026 0.035 1.000

(0.024) (0.020) (0.078) (0.340) (0.047) (0.133) (0.104) (0.014) (0.207) (0.000)

-0.011 0.924 0.016 -0.022 -0.004 -0.012 -0.030 0.043 -0.056 -0.211 1.000

(0.016) (0.048) (0.110) (0.519) (0.063) (0.203) (0.159) (0.022) (0.327) (0.895) (0.000)

Ψ̄gm Ψ̄g Ψ̄gh Σgm Σg

-0.022 -0.019 0.794 0.252 -0.040 0.057 0.051 -0.028 0.050 2.616 0.213 1.000

(0.009) (0.008) (0.096) (0.477) (0.016) (0.268) (0.204) (0.022) (0.402) (0.549) (0.156) (0.000)

0.001 0.001 -0.018 1.016 0.002 -0.001 -0.001 0.001 0.000 1.678 0.243 -3.157 1.000

(0.000) (0.000) (0.001) (0.007) (0.001) (0.004) (0.003) (0.000) (0.006) (0.401) (0.917) (0.978) (0.000)

0.029 0.022 0.131 -0.094 0.967 -0.088 -0.027 0.003 0.040 -1.765 1.331 4.251 0.001 1.000

(0.011) (0.016) (0.136) (0.686) (0.028) (0.355) (0.274) (0.026) (0.537) (0.651) (0.275) (1.517) (0.080) (0.000)

Ψ̄hh Σhm Σhg Σh

0.803 -0.068 0.044 -0.14 -0.012 -0.039 -0.007 0.001 0.010 0.126

(0.020) (0.008) (0.005) (0.017) (0.025) (0.025) (0.024) (0.024) (0.023) (0.051)

0.138 0.974 -0.004 0.118 -0.006 -0.013 -0.001 0.045 -0.003 -0.008 0.164

(0.033) (0.031) (0.016) (0.022) (0.025) (0.027) (0.024) (0.024) (0.026) (0.022) (0.025)

0.121 0.048 0.959 0.091 -0.003 -0.061 0.010 0.032 -0.005 0.015 0.001 0.145

(0.014) (0.006) (0.003) (0.012) (0.026) (0.025) (0.025) (0.024) (0.023) (0.023) (0.022) (0.024)

0.049 0.049 -0.025 1.019 0.030 0.032 0.017 -0.002 -0.012 -0.022 -0.011 -0.015 0.148

(0.015) (0.015) (0.007) (0.011) (0.025) (0.026) (0.024) (0.024) (0.023) (0.023) (0.024) (0.022) (0.024)
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C.9.7 Italian uncertainty responses of GDP, investment and ECB’s short rate

Table C.8: Macroeconomic responses to one standard deviation uncertainty shocks to σTt =
[σa,t, σb,t, σg,t, σi,t, σr,t, σp,t, σw,t] of yt, it and rt for Italy. Based on the models posterior distribution we calcu-
late 1000 responses and show the median (black), the mean (green) and the 40% and 80% confidence intervals.
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C.9.8 Uncertainty responses of current and expected inflation for
Germany and Italy

Table C.9: Responses of current and expected future inflation πt and Et[πt+1] to a one
standard deviation uncertainty shock in government spending activities. We show the median
(black), the mean (green) and the 40% and 80% confidence intervals for Germany and Italy
respectively.
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D. Appendix Chapter 5

D.1 Financial market stock data

Descriptive statistics of company stock’s excess returns for companies listed in the DAX
30, CAC 40, AEX 25, FTSE MIB and IBEX 35. Excess returns are calculated from the
companies stocks opening prices between 03/2005 and 02/2014.

Germany
- DAX 30 -

Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Adidas -1.198 10.971 -14.538 11.163 -3.330 21.136 0.114 0.061
Allianz -1.121 9.274 -15.310 12.091 -1.086 3.478 0.101 0.166
BASF -0.937 9.971 -15.732 11.085 -1.898 10.003 0.194 0.095
Bayer -0.327 7.292 -12.332 9.444 0.092 1.779 0.066 -0.016
Beiersdorf -0.777 5.922 -11.166 8.063 -0.224 -0.173 0.114 0.090
BMW -0.569 9.109 -16.067 14.447 -0.115 1.098 0.107 0.086
Commerzbank 4.605 77.994 -23.554 25.379 9.520 93.203 -0.042 -0.008
Continental 0.261 13.983 -24.912 18.687 -0.404 4.046 0.249 0.154
Daimler -0.705 10.673 -18.877 16.209 0.345 2.041 0.139 0.114
Deutsche Bank -1.655 12.044 -16.719 15.432 0.556 4.466 0.252 0.120
Deutsche Boerse -1.148 10.630 -18.606 12.306 -1.452 6.093 0.229 0.201
Deutsche Lufthansa -0.964 8.669 -14.841 11.795 -0.247 -0.055 0.211 0.051
Deutsche Post -1.058 9.050 -15.789 11.225 -1.196 4.531 0.056 0.214
Deutsche Telekom -1.866 6.422 -12.735 7.501 -0.443 -0.188 0.096 0.136
Eon -2.583 10.220 -17.445 7.151 -2.981 17.796 0.176 -0.080
Fresenius -0.377 6.599 -11.674 8.903 -0.426 0.691 0.272 -0.092
Fresenius Medical Care -0.956 5.144 -10.047 7.843 -0.176 -0.242 0.001 -0.072
Heidelberg Cement -0.562 12.697 -20.513 15.523 0.546 4.134 0.256 0.040
Henkel -0.425 6.953 -12.590 10.511 -0.589 1.001 0.182 0.111
Infineon -0.152 20.473 -29.591 20.783 2.748 16.292 0.423 0.153
Linde -0.653 6.523 -12.438 8.141 -0.312 0.748 0.147 0.059
Merck -0.852 7.374 -12.211 10.282 -0.162 0.309 0.010 0.095
MunichRE -1.178 5.834 -10.292 7.862 -0.092 -0.569 0.097 0.191
ProSiebenSat1 0.488 19.519 -28.487 24.792 1.890 9.260 0.290 -0.104
RWE -1.969 7.451 -11.824 8.897 -0.268 1.241 0.151 0.063
SAP -1.016 6.861 -12.237 8.950 -0.641 1.973 0.107 0.236
Siemens -1.019 8.225 -17.206 9.900 -0.845 1.717 0.144 0.079
Thyssen-Krupp -1.069 11.300 -20.078 16.017 -0.563 0.918 0.175 -0.035
VW 0.662 13.779 -19.849 17.881 0.385 6.175 -0.006 0.257
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France
- CAC 40 -

Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Total -2.266 9.392 -9.925 7.044 -5.145 40.183 0.043 -0.010
BNP Paribas -1.216 10.413 -17.984 13.890 -0.029 0.898 0.305 -0.048
LVMH -0.758 7.482 -15.569 10.920 -0.169 1.141 0.097 0.104
Axa -1.236 11.340 -18.584 14.316 -0.310 2.912 0.130 0.126
L‘Oreal -0.978 5.956 -11.944 8.590 -0.747 1.549 0.216 0.133
Danone -1.788 7.560 -9.678 6.016 -3.705 22.332 0.040 0.109
Airbus -0.574 10.307 -19.875 15.544 -0.347 0.126 -0.036 0.094
Air Liquide -0.970 16.256 -14.435 6.404 2.713 20.322 -0.504 -0.015
Vinci -1.344 16.119 -17.310 10.553 2.713 25.853 -0.253 0.045
Schneider Electric -1.210 9.533 -14.341 10.340 -2.232 11.408 0.100 0.019
Orange -2.468 6.155 -11.587 8.145 0.490 0.644 0.134 -0.048
Societe Generale -1.439 13.097 -22.726 18.503 0.047 0.131 0.220 0.138
Engie -1.657 7.162 -12.137 9.807 0.222 -0.192 -0.045 0.008
Essilor 1.196 32.867 -14.636 10.095 7.018 60.579 -0.297 -0.009
Vivendi -1.749 6.898 -12.873 8.559 -0.277 -0.392 0.057 0.197
Pernod Ricard -0.966 6.715 -12.110 9.791 -0.077 0.749 0.069 0.064
Safran -0.402 9.672 -18.703 12.546 -0.271 0.884 0.072 -0.068
Saint Goban -1.418 9.920 -20.010 13.298 -0.257 1.401 0.127 0.090
Michelin -0.921 9.527 -16.856 12.033 0.374 2.051 0.206 -0.020
Renault -0.905 13.594 -24.711 17.094 0.113 3.272 0.292 0.059
Capgemini -0.777 9.136 -17.465 14.090 -0.347 0.254 0.125 0.203
Carrefour -1.876 7.919 -14.207 9.940 -0.335 0.361 0.209 -0.043
Kering -0.884 9.459 -19.056 14.375 -0.053 1.740 0.045 0.078
Publicis Groupe -0.590 7.035 -9.669 10.011 -0.401 1.739 0.132 0.238
Veolia Environment -1.852 10.724 -22.099 13.685 -0.199 1.912 0.169 0.043
Credit Agricole -1.651 12.458 -22.757 17.289 0.266 0.263 0.209 0.033
Klepierre 0.577 29.998 -20.085 13.743 4.415 28.414 -0.262 -0.022
Sodexo -0.580 5.892 -11.072 7.827 -0.453 0.235 0.031 0.153
Peugeot -2.184 12.770 -21.013 17.740 0.571 2.366 0.174 -0.123
Bouygues -1.605 8.236 -14.028 12.663 0.041 0.658 0.172 0.131
Accor -1.093 8.855 -15.927 11.768 -0.026 0.276 0.124 0.070
Solvay -1.226 8.853 -15.521 14.182 0.386 1.803 0.185 0.045
Technip -1.387 12.173 -14.496 14.644 -2.402 11.750 0.085 0.082

Netherlands
- AEX 25 -

Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Unilever -1.112 5.453 -9.600 7.290 -0.307 1.244 0.088 -0.050
ING Group -1.313 14.236 -22.298 16.707 0.242 6.068 0.229 0.151
ASML -0.017 9.297 -15.966 15.450 -0.262 0.041 0.023 0.060
Unibail Rodamco -0.883 7.664 -14.084 10.062 -0.266 0.292 0.092 0.079
Heineken -0.944 7.014 -14.607 9.015 -0.356 0.763 0.062 0.041
Ahold -1.010 6.263 -11.269 8.994 -0.082 -0.455 0.041 0.088
Relx -1.342 5.784 -11.180 7.727 -0.138 0.347 0.072 0.090
Akzo Nobel -0.933 8.749 -14.141 12.175 -0.222 0.302 0.007 0.085
KPN -1.980 7.819 -14.993 7.681 -0.596 3.908 -0.008 0.031
Aegon 3.544 40.288 -19.172 17.094 6.495 46.405 -0.001 -0.019
DSM -1.434 9.711 -16.495 11.583 -1.722 6.399 0.289 0.020
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Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Randstad -0.943 11.445 -21.315 16.767 0.058 0.432 0.217 0.183
Gemalto -0.407 8.932 -17.663 13.209 -0.469 0.495 0.022 0.019
Vopak -0.535 9.145 -14.148 11.442 -1.784 7.773 0.131 0.027
Aalberts Industries -1.158 13.174 -19.794 15.705 -1.500 9.247 0.215 0.113
Boskalis Westminster -0.734 12.085 -18.010 15.777 -1.659 9.007 0.111 0.159
SBM Offshore -1.341 10.742 -18.193 15.873 -0.278 1.726 0.047 0.039

Italy
- FTSE MIB -

Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
A2A -1.936 9.719 -18.542 12.970 0.118 0.251 0.039 -0.160
Atlantia -1.731 8.102 -14.918 11.526 -0.086 0.280 0.159 0.136
Banca Monte Dei Paschi -3.456 11.286 -21.870 13.863 0.225 0.778 0.127 -0.004
Banca Pop. E. Romagna -1.649 10.729 -18.937 19.043 0.212 0.987 -0.057 -0.003
Banca Pop. Di Milano -2.235 12.866 -21.532 21.264 0.154 0.012 0.111 0.140
Banco Popolare -1.958 15.688 -22.739 21.170 1.163 4.282 0.019 -0.002
Buzzi Unicem -1.123 10.845 -19.098 16.570 0.034 -0.104 0.114 0.202
Campari -2.084 12.003 -13.406 8.247 -4.442 28.360 -0.021 0.046
Enel -2.073 7.128 -13.253 9.977 0.102 -0.025 0.242 0.006
Eni -1.763 6.026 -10.252 7.134 -0.075 0.968 0.044 0.112
Exor 1.414 20.001 -18.603 14.312 5.968 49.598 0.283 -0.035
Fiat Chrysler 0.128 13.774 -20.040 24.264 0.515 1.942 0.248 0.122
Finmeccanica -0.492 13.321 -16.292 19.559 2.712 13.369 -0.127 -0.058
Intesa Sanpoalo -1.682 10.583 -18.638 15.957 -0.183 0.141 0.037 0.063
Italcementi -1.869 12.752 -20.130 18.823 1.180 3.168 -0.123 -0.057
Luxottica Group -0.606 8.989 -14.144 10.706 0.534 4.625 -0.016 0.027
Mediaset -2.157 10.796 -17.282 18.390 0.409 0.699 0.160 0.060
Mediobanca -1.811 10.926 -16.767 15.700 0.768 0.973 0.022 -0.017
Saipem -0.725 10.954 -19.669 15.150 -0.676 1.682 0.101 -0.055
Snam -1.538 5.085 -9.075 4.987 -1.161 3.214 0.112 0.031
ST Microelectronics -1.904 11.113 -19.504 13.727 0.001 -0.005 0.189 0.082
Telecom Italia -2.656 8.418 -16.921 10.980 -0.055 0.360 0.020 0.037
Tenaris -0.026 12.485 -22.170 19.794 -0.351 1.287 0.160 -0.087
UniCredit 4.591 71.455 -25.417 23.534 9.485 92.733 -0.026 0.012
Unipolsai 82.207 883.209 -24.735 19.903 10.100 100.981 -0.015 -0.012

Spain
- IBEX 35 -

Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Banco Santander -1.771 9.359 -18.558 11.852 0.456 3.912 0.249 -0.033
Telefonica -1.800 6.709 -12.593 8.427 0.021 0.572 -0.029 0.016
Inditex -0.236 6.748 -11.208 9.574 -0.133 1.353 0.229 -0.031
Iberdrola -3.196 12.759 -18.524 11.529 -2.553 11.498 0.140 0.098
Repsol -1.644 8.063 -13.388 10.480 -0.618 1.429 0.176 -0.046
Gas Natural -2.180 10.962 -16.792 12.904 -2.832 16.578 0.135 0.047
International Airlines -0.673 11.854 -22.235 14.757 -0.625 0.670 0.043 0.006
Ferrovial -0.797 10.367 -15.488 16.644 0.300 2.091 0.096 0.156
Banco Pop. Espanol 0.007 28.769 -20.564 21.222 7.802 70.834 0.171 0.038
Grupo ACS -1.179 8.339 -13.523 11.289 -0.109 1.592 -0.018 -0.017
Banco Sabadell -1.982 10.381 -17.183 16.049 0.709 2.09 0.080 0.140
Endesa -1.119 8.953 -14.211 13.236 -0.158 1.154 -0.019 0.082
Enagas -1.082 7.125 -11.022 8.204 -0.415 1.761 0.016 0.035
Bankinter -2.338 14.870 -20.576 17.131 -1.661 8.618 0.155 0.042
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Company Mean Std. Q(5%) Q(95%) Skewness Kurtosis ACF [1] ACF [12]
Mediaset Espana -1.736 11.212 -21.010 17.587 0.050 0.378 0.107 0.345
Acciona -1.456 10.625 -20.401 16.865 -0.198 0.206 0.209 -0.100
Fomento de Const. -2.066 11.105 -19.485 15.651 0.763 1.885 0.230 0.066
Gamesa -1.121 13.591 -21.468 21.011 0.147 2.313 0.223 -0.083
Sacyr -1.541 16.876 -22.379 26.565 0.438 0.448 0.235 -0.101
Abengoa -0.907 15.430 -21.626 23.926 -0.915 5.513 0.132 -0.105
Indra Sistemas -1.629 6.163 -11.404 8.542 0.065 -0.119 0.086 0.017
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D.2 Market clearing and aggregate constraint

In this Appendix we list the market clearing conditions in the markets for labor, capital,
domestic and imported intermediate goods, final goods as well as in the domestic market
for government bonds and the market for foreign bonds. The market clearing conditions are
analogue to Christoffel, Coenen and Warne [2008].

Market clearing in the labor market

In equilibrium aggregating over the differentiated labor-services leads to:

Nh,t =

∫ 1

0

Nh
f,tdf = Nh

t (D.1)

Aggregating over the households h leads to:∫ 1

0

Nh,tdh =

∫ 1

0

Nh
t dh

=

∫ 1

0

(
Wh,t

Wt

)− ϕWt

(ϕWt −1)
dh

(D.2)

where for the LHS the following equation holds true:∫ 1

0

(
Wh,t

Wt

)− ϕWt

(ϕWt −1)
dh =

(1− ξw)

(
W̃t

Wt

)− ϕWt

(ϕWt −1)
+ ξw

(
W̃t

Wt

ΠC,t

Πχw
C,t−1Π1−χw

t

)− ϕWt

(ϕWt −1)
∫ 1

0

(
Wh,t−1

Wt−1

)− ϕWt

(ϕWt −1)
dh

(D.3)

W̃t denotes the optimal wage chosen by the wage setting households in t. Total wage sum
paid by the firms to the households in equilibrium leads to:∫ 1

0

Wh,tNh,tdh = Nt

∫ 1

0

Wh,t

(
Wh,t

Wt

)− ϕWt

(ϕWt −1)
dh = WtNt (D.4)

Market clearing in the capital market

In equilibrium the effective utilization of capital by the households equals the firms used
capital services rented from the households:

utKt = ut

∫ 1

0

Kh,tdh =

∫ 1

0

Ks
f,tdf = Ks

t (D.5)
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Market clearing in the domestic intermediate goods market

In equilibrium each intermediate goods producing firm f generates a supply Yf,t equal to
the domestic and foreign demand:

Yf,t = Hf,t +Xf,t (D.6)

Aggregating over the firms f in equilibrium leads to:

Yt =

∫ 1

0

Yf,tdf =

∫ 1

0

Hf,tdf +

∫ 1

0

Xf,tdf

=

∫ 1

0

(
PH,f,t
PH,t

)− ϕHt

(ϕHt −1)
Htdf +

(
PX,f,t
PX,t

)− ϕXt

(ϕXt −1)
Xtdf

= s̄H,tHt + s̄X,tXt

(D.7)

where s̄H,t and s̄X,t on the LHS hold:

s̄H,t = (1− ξH)

(
P̃H,t
PH,t

)− ϕHt

(ϕHt −1)
+ ξH

(
ΠH,t

ΠχH
H,t−1Π1−χH

t

)− ϕHt

(ϕHt −1)
s̄H,t−1 (D.8)

and

s̄X,t = (1− ξX)

(
P̃X,t
PX,t

)− ϕXt

(ϕXt −1)
+ ξX

(
ΠX,t

ΠχX
X,t−1Π1−χX

t

)− ϕXt

(ϕXt −1)
s̄X,t−1 (D.9)

P̃H;t and P̃X,t denote the optimal prices the domestic and foreign price setting firms chose
int. In nominal terms it holds:

PY,tYt =

∫ 1

0

PH,f,tHf,tdf +

∫ 1

0

PX,f,tXf,tdf

= Ht

∫ 1

0

PH,f,t

(
PH,f,t
PH,t

)− ϕHt

(ϕHt −1)
df +Xt

∫ 1

0

PX,f,t

(
PX,f,t
PX,t

)− ϕXt

(ϕXt −1)
df

= PH,tHt + PX,tXt

(D.10)

For the intermediate firm’s profits in equilibrium it holds:

Dt =

∫ 1

0

DH,f,tdf +

∫ 1

0

DX,f,tdf

= PH,tHt + PX,tXt −MCt (s̄H,tHt + s̄X,tXt + ψzt)

(D.11)

304



and in profit shares of nominal overall income:

sD,t =
Dt

PY,tYt
= 1− MCt (s̄H,tHt + s̄X,tXt + ψzt)

PY,tYt
(D.12)

Market clearing in the market for imported intermediate goods

In equilibrium the supply of each foreign exporter f ∗ equals the demand IMf∗,t. Aggre-
gating over the exporters f ∗ leads to:

∫ 1

0

IMf∗,tdf
∗ = int10

(
PIM,f∗,t

PIM,t

)− ϕ∗t
(ϕ∗t−1)

IMtdf
∗

= s̄IM,tIMt

(D.13)

s̄IM,t = (1− ξ∗)

(
P̃IM,t

PIM,t

)− ϕ∗t
(ϕ∗t−1)

+ ξ∗

(
ΠIM,t

Πχ∗

IM,t−1Π1−χ∗
t

)− ϕHt

(ϕHt −1)
s̄IM,t−1 (D.14)

P̃IM,t is the optimal price chosen by the price setting exporters.

Market clearing in the final goods market

In equilibrium in the final goods market the following conditions hold:

QC
t = Ct

QI
t = It + Γu(ut)Kt

QG
t = Gt

(D.15)

Combining the market clearing conditions for the domestic intermediate goods and final
goods market leads to the nominal aggregate resource constraint:

PY,tYt = PH,tHt + PX,tXt

− PC,tCt + PI,t (It + Γu(ut)Kt) + PG,tGt + PX,tXt

− PIM,t

(
1− ΓIMC

(
IMC

t /Q
C
t , ε

IM
t

)
IMC

t

Γ̃IMC (IMC
t /Q

C
t , ε

IM
t )

+
1− ΓIMI

(
IM I

t /Q
I
t , ε

IM
t

)
IM I

t

Γ̃IMI (IM I
t /Q

I
t , ε

IM
t )

) (D.16)

Market clearing in the domestic government bond market
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In equilibrium it is assumed that the outstanding debt is zero. Budget deficits are financed
by lump-sum taxes, such that:

Bt =

∫ 1

0

Bh,tdh = 0 (D.17)

Market clearing in the market for foreign bonds

At every time t the supply of internationally traded foreign bonds matches the demand
of domestic households for foreign bonds expressed in their (net) holdings:

B∗t =

∫ 1

0

B∗h,tdh = 0 (D.18)
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D.3 Stochastic volatility NAWM priors and estimation

results

D.3.1 Prior and posterior distributions

Marginal prior distributions used for estimating the stochastic volatility EMU wide DSGE
model’s structural parameters. (Note: The inverse Gamma distribution is parameterized by
the shape and the scale parameter).

Prior Distributions Posterior Distributions
Distribution Mean Std Mode Mean Median Q(5%) Q(95%)

Preferences
Habit formation κ Beta 0.700 0.050 0.820 0.821 0.821 0.820 0.822
Intertemp. pref. β∗ Normal 0.700 0.050 1.197 1.197 1.197 1.194 1.198
Wage and Price Setting
Calvo: wages ξw Beta 0.750 0.050 0.636 0.637 0.637 0.635 0.638
Index: wages χw Beta 0.750 0.100 0.984 0.985 0.985 0.984 0.986
Calvo: dom. prices ξh Beta 0.750 0.050 0.933 0.934 0.934 0.932 0.935
Index: dom. prices χh Beta 0.750 0.100 0.325 0.326 0.326 0.325 0.327
Calvo: exp. prices ξx Beta 0.750 0.050 0.896 0.897 0.897 0.895 0.898
Index: exp. prices χx Beta 0.750 0.100 0.434 0.434 0.434 0.432 0.435
Calvo: imp. prices ξ∗ Beta 0.750 0.050 0.784 0.783 0.782 0.781 0.785
Index: imp. prices χ∗ Beta 0.750 0.100 0.576 0.575 0.576 0.574 0.577
Oil import share ω∗ Beta 0.750 0.100 0.086 0.088 0.088 0.085 0.091
Adjustment Costs
Investment γi Gamma 4.000 0.500 4.974 4.977 4.977 4.974 4.978
Import: Cons. γIc Gamma 2.500 1.000 5.686 5.683 5.682 5.681 5.686
Import: Inv γIi Gamma 2.500 1.000 0.455 0.457 0.457 0.455 0.461
Export Share γ∗ Gamma 2.500 1.000 2.814 2.816 2.816 2.815 2.818
Capital utilizing γu,2 Gamma 0.100 0.500 0.152 0.154 0.154 0.149 0.154
Employment
Sensitivity: Hours ξE Beta 0.500 0.150 0.470 0.469 0.469 0.468 0.471
Final-goods Prod.
Subs. Elast.:Cons µc Gamma 1.500 0.250 1.910 1.914 1.913 1.910 1.919
Subs. Elast.:Inv µi Gamma 1.500 0.250 1.599 1.599 1.599 1.598 1.601
Price Elast.:Exp µ∗ Gamma 1.500 0.250 0.933 0.934 0.934 0.932 0.936
Monetary Policy
Int. Smoothing φr Beta 0.900 0.050 0.996 0.998 0.998 0.996 1.000
Inflation φπ Normal 1.700 0.100 1.877 1.876 1.875 1.874 1.877
Output πy Normal 0.000 0.400 0.051 0.052 0.053 0.051 0.054
Target Inflation φπ̄ Normal 1.000 0.100 0.759 0.759 0.759 0.758 0.761
Change Inflation φ∆π Normal 0.300 0.100 0.151 0.153 0.153 0.150 0.155
Change Output φ∆y Normal 0.200 0.050 0.219 0.219 0.219 0.217 0.220
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Prior Distributions Posterior Distributions
Distribution Mean Std Mode Mean Median Q(5%) Q(95%)

Autoregressive Coefficients
Cons. Shock ρc Beta 0.750 0.100 0.910 0.912 0.911 0.910 0.915
Perm. Tech. Shock ρgz Beta 0.750 0.100 0.942 0.940 0.940 0.939 0.942
Inv. Tech. Shock ρi Beta 0.750 0.100 0.928 0.928 0.928 0.926 0.929
Dom. RP Shock ρRP Beta 0.750 0.100 0.999 0.999 1.000 0.998 1.000
Foreign RP Shock ρRP ∗ Beta 0.750 0.100 0.979 0.977 0.977 0.975 0.979
Wage markup ρϕw Beta 0.750 0.100 0.690 0.693 0.693 0.690 0.696
Emp. Shock ρN Beta 0.750 0.100 0.670 0.670 0.670 0.668 0.671
Dom. Price markup ρϕh Beta 0.750 0.100 0.439 0.441 0.441 0.439 0.442
Exp. Price markup ρϕx Beta 0.750 0.100 0.311 0.312 0.311 0.310 0.313
Imp. Price markup ρϕ∗ Beta 0.750 0.100 0.981 0.979 0.979 0.977 0.982
Imp. Demand ρI Beta 0.750 0.10 0 0.911 0.912 0.912 0.910 0.913
Interest Rate ρr Beta 0.750 0.100 0.684 0.683 0.683 0.682 0.686
Inflation Target ρπ Beta 0.750 0.100 0.916 0.917 0.917 0.915 0.919
Export Deman ρx Beta 0.750 0.100 0.851 0.852 0.851 0.849 0.857
Trans. Tech. Shock ρ Beta 0.750 0.100 0.972 0.972 0.972 0.971 0.973
Export Prefernce ρvx Beta 0.750 0.100 0.782 0.783 0.783 0.781 0.784
Global Output ρy∗ Beta 0.750 0.100 0.802 0.800 0.800 0.798 0.802
Global Int. Rate ρr∗ Beta 0.750 0.100 0.796 0.797 0.797 0.796 0.798
Oil Shock ρpo Beta 0.750 0.100 0.804 0.803 0.803 0.801 0.805
Global Inflation ρpy∗ Beta 0.750 0.100 0.798 0.798 0.798 0.797 0.800
Gov. Spending ρg Beta 0.750 0.100 0.797 0.799 0.800 0.798 0.800
Foreign Interrelations
Export Inflation apy∗ Normal 0.900 0.010 0.904 0.906 0.905 0.900 0.907
World GDP ay∗py∗ Normal 0.000 0.010 0.001 0.003 0.001 0.000 0.003
World GDP ay∗ Normal 0.900 0.010 0.901 0.900 0.901 0.900 0.901
World Short Rate ar∗py∗ Normal 0.000 0.010 0.001 0.004 0.001 0.000 0.004
World Short Rate ar∗y∗ Normal 0.000 0.010 -0.001 -0.003 -0.001 -0.004 0.001
World Short Rate ar∗ Normal 0.900 0.010 0.900 0.900 0.900 0.899 0.901
Oil Price apopy∗ Normal 0.000 0.010 0.001 0.000 -0.003 -0.005 0.001
Oil Price apoy∗ Normal 0.000 0.010 0.000 0.003 0.000 -0.002 0.004
Oil Price apor∗ Normal 0.000 0.010 -0.001 -0.003 -0.002 -0.004 0.001
Oil Price apo Normal 0.900 0.010 0.903 0.905 0.902 0.901 0.905
Gov. Spending a Normal 0.900 0.010 0.898 0.897 0.898 0.895 0.901
Stochastic Volatility Constants
Cons. Shock µcσ Normal 0.000 0.010 0.001 0.003 0.001 0.000 0.003
Perm. Tech. Shock µgzσ Normal 0.000 0.010 0.004 0.003 0.003 0.002 0.005
Inv. Tech. Shock µiσ Normal 0.000 0.010 0.000 0.000 0.000 -0.001 0.001
Dom. RP Shock µRPσ Normal 0.000 0.010 0.000 0.001 -0.001 -0.002 0.001
Foreign RP Shock µRP

∗
σ Normal 0.000 0.010 0.000 -0.001 0.000 -0.001 0.001

Wage markup µϕ
∗
σ Normal 0.000 0.010 0.007 0.008 0.007 0.003 0.009

Emp. Shock µNσ Normal 0.000 0.010 -0.001 0.002 -0.001 -0.003 0.002

Dom. Price markup µϕ
h

σ Normal 0.000 0.010 0.000 0.001 0.000 -0.001 0.001
Exp. Price markup µϕ

x

σ Normal 0.000 0.010 0.002 0.003 0.002 0.001 0.004
Imp. Price markup µϕ

∗
σ Normal 0.000 0.010 0.000 -0.002 0.000 -0.002 0.001

Imp. Demand µimσ Normal 0.000 0.010 -0.001 0.000 -0.001 -0.002 0.001
Interest Rate µrσ Normal 0.000 0.010 -0.001 -0.001 -0.001 -0.002 0.000
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Prior Distributions Posterior Distributions
Distribution Mean Std Mode Mean Median Q(5%) Q(95%)

Inflation Target µπσ Normal 0.000 0.010 0.001 0.002 0.001 -0.001 0.002
Export Deman µxσ Normal 0.000 0.010 0.001 -0.001 0.002 -0.002 0.003
Trans. Tech. Shock µσ Normal 0.000 0.010 -0.001 -0.002 -0.001 -0.002 0.000
Export Prefernce µv

∗
σ Normal 0.000 0.010 0.003 0.002 0.003 0.001 0.005

Global Output µy
∗
σ Normal 0.000 0.010 0.000 0.002 0.000 -0.002 0.002

Global Int. Rate µr
∗
σ Normal 0.000 0.010 -0.001 -0.001 -0.001 -0.002 0.000

Oil Shock µpoσ Normal 0.000 0.010 -0.001 -0.002 -0.001 -0.002 -0.001
Global Inflation µ

py∗
σ Normal 0.000 0.010 -0.001 -0.002 -0.001 -0.003 0.002

Gov. Spending µgσ Normal 0.000 0.010 0.001 0.001 0.001 0.000 0.002
Stochastic Volatility Autoregressive Coefficients
Cons. Shock ρcσ Normal 0.900 0.010 0.899 0.897 0.898 0.897 0.901
Perm. Tech. Shock ρgzσ Normal 0.900 0.010 0.906 0.908 0.906 0.903 0.908
Inv. Tech. Shock ρiσ Normal 0.900 0.010 0.902 0.903 0.902 0.900 0.903
Dom. RP Shock ρRPσ Normal 0.900 0.010 0.898 0.899 0.898 0.897 0.901
Foreign RP Shock ρRP

∗
σ Normal 0.900 0.010 0.896 0.893 0.896 0.892 0.899

Wage markup ρϕ
∗
σ Normal 0.900 0.010 0.900 0.900 0.900 0.899 0.901

Emp. Shock ρNσ Normal 0.900 0.010 0.901 0.901 0.900 0.899 0.902

Dom. Price markup ρϕ
h

σ Normal 0.900 0.010 0.900 0.902 0.900 0.898 0.902
Exp. Price markup ρϕ

x

σ Normal 0.900 0.010 0.897 0.896 0.897 0.896 0.898
Imp. Price markup ρϕ

∗
σ Normal 0.900 0.010 0.900 0.899 0.900 0.898 0.901

Imp. Demand ρimσ Normal 0.900 0.010 0.900 0.899 0.900 0.898 0.902
Interest Rate ρrσ Normal 0.900 0.010 0.901 0.902 0.901 0.898 0.902
Inflation Target ρπσ Normal 0.900 0.010 0.900 0.902 0.900 0.898 0.903
Export Deman ρxσ Normal 0.900 0.010 0.900 0.902 0.900 0.898 0.902
Trans. Tech. Shock ρσ Normal 0.900 0.010 0.904 0.907 0.904 0.902 0.908
Export Prefernce ρv

∗
σ Normal 0.900 0.010 0.898 0.898 0.898 0.896 0.899

Global Output ρy
∗
σ Normal 0.900 0.010 0.899 0.900 0.899 0.898 0.900

Global Int. Rate ρr
∗
σ Normal 0.900 0.010 0.898 0.899 0.898 0.897 0.900

Oil Shock ρpoσ Normal 0.900 0.010 0.902 0.903 0.902 0.901 0.903
Global Inflation ρ

py∗
σ Normal 0.900 0.010 0.900 0.900 0.900 0.898 0.901

Gov. Spending ρgσ Normal 0.900 0.010 0.902 0.900 0.902 0.897 0.904
Stochastic Volatility Standard Deviation
Cons. Shock σcσ Inv. Gamma 0.010 2.000 0.012 0.016 0.011 0.010 0.017
Perm. Tech. Shock σgzσ Inv. Gamma 0.010 2.000 0.012 0.016 0.011 0.008 0.015
Inv. Tech. Shock σiσ Inv. Gamma 0.010 2.000 0.013 0.014 0.013 0.011 0.016
Dom. RP Shock σRPσ Inv. Gamma 0.010 2.000 0.013 0.016 0.012 0.010 0.017
Foreign RP Shock σRP

∗
σ Inv. Gamma 0.010 2.000 0.015 0.019 0.015 0.011 0.019

Wage markup σϕ
∗

σ Inv. Gamma 0.010 2.000 0.014 0.017 0.015 0.010 0.018
Emp. Shock σNσ Inv. Gamma 0.010 2.000 0.014 0.017 0.014 0.011 0.018

Dom. Price markup σϕ
h

σ Inv. Gamma 0.010 2.000 0.012 0.016 0.012 0.010 0.016
Exp. Price markup σϕ

x

σ Inv. Gamma 0.010 2.000 0.013 0.013 0.013 0.011 0.016
Imp. Price markup σϕ

∗
σ Inv. Gamma 0.010 2.000 0.011 0.014 0.011 0.009 0.014

Imp. Demand σimσ Inv. Gamma 0.010 2.000 0.013 0.017 0.013 0.009 0.017
Interest Rate σrσ Inv. Gamma 0.010 2.000 0.011 0.013 0.011 0.009 0.015
Inflation Target σπσ Inv. Gamma 0.010 2.000 0.014 0.017 0.014 0.013 0.017
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Prior Distributions Posterior Distributions
Distribution Mean Std Mode Mean Median Q(5%) Q(95%)

Export Deman σxσ Inv. Gamma 0.010 2.000 0.012 0.015 0.012 0.010 0.016
Trans. Tech. Shock σσ Inv. Gamma 0.010 2.000 0.013 0.015 0.015 0.010 0.016
Export Prefernce σv

∗
σ Inv. Gamma 0.010 2.000 0.014 0.019 0.013 0.010 0.019

Global Output σy
∗
σ Inv. Gamma 0.010 2.000 0.013 0.016 0.012 0.011 0.017

Global Int. Rate σr
∗
σ Inv. Gamma 0.010 2.000 0.016 0.020 0.015 0.012 0.020

Oil Shock σpoσ Inv. Gamma 0.010 2.000 0.014 0.016 0.014 0.011 0.017
Global Inflation σ

py∗
σ Inv. Gamma 0.010 2.000 0.016 0.018 0.016 0.011 0.019

Gov. Spending σgσ Inv. Gamma 0.010 2.000 0.012 0.012 0.012 0.010 0.013
Measurement Errors
EMU GDP ∆GDPEMU Inv. Gamma 0.100 2.000 0.007 0.010 0.007 0.003 0.011
EMU Consumption ∆CONS Inv. Gamma 0.100 2.000 0.003 0.005 0.003 0.002 0.006
EMU Investment ∆INV Inv. Gamma 0.100 2.000 0.005 0.010 0.005 0.002 0.009
EMU Gov. Spending GOV Inv. Gamma 0.100 2.000 0.002 0.002 0.002 0.001 0.003
EMU Exports ∆EXPORT Inv. Gamma 0.100 2.000 0.002 0.004 0.002 0.000 0.004
EMU Imports ∆IMPORT Inv. Gamma 0.100 2.000 0.008 0.012 0.009 0.003 0.012
EMU GDP Inflation ∆INFEMU

Y Inv. Gamma 0.100 2.000 0.002 0.003 0.002 0.001 0.003
EMU Cons. Inflation ∆INFC Inv. Gamma 0.100 2.000 0.004 0.009 0.003 0.001 0.009
EMU Imp. Inflation ∆INFI Inv. Gamma 0.100 2.000 0.009 0.013 0.010 0.003 0.013
EMU Employment LABOR Inv. Gamma 0.100 2.000 0.002 0.003 0.003 0.000 0.004
EMU Wages ∆WAGE Inv. Gamma 0.100 2.000 0.005 0.009 0.004 0.002 0.009
ECB’s Short Rate ECB Inv. Gamma 0.100 2.000 0.003 0.004 0.003 0.002 0.005
EMU Exchange Rate FX Inv. Gamma 0.100 2.000 0.003 0.005 0.003 0.002 0.005
World GDP ∆GDPWORLD

t Inv. Gamma 0.100 2.000 0.004 0.006 0.004 0.000 0.007
World Inflation INFWORLD

Y,t Inv. Gamma 0.100 2.000 0.003 0.003 0.003 0.001 0.005
World Short Rate LIBOR$

t Inv. Gamma 0.100 2.000 0.006 0.007 0.006 0.003 0.008
Export Inflation INFEXPORT,t Inv. Gamma 0.100 2.000 0.002 0.002 0.002 0.000 0.003
Oil Price (UK-Brent) PRICEOIL

t Inv. Gamma 0.100 2.000 0.017 0.028 0.016 0.007 0.028
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D.3.2 Non-stochastic constant volatility NAWM (pre-) estimation results

Houshold’s Preferences Final Goods Adjustment Cost Employment

κ β∗ µc µi γi γιc γιi γ∗ γu,2 ξE

0.802 1.203 1.925 1.597 4.966 5.695 0.454 2.816 0.135 0.493

(0.012) (0.006) (0.004) (0.003) (0.004) (0.005) (0.007) (0.003) (0.011) (0.019)

Wage and Price setting µ∗ NAWM Structural Shock Processes

ξw χw 0.926 Autoregressive Coefficients

0.635 0.985 (0.007) ρc ρgz ρi ρRP ρRP ∗ ρϕw ρN ρϕh

(0.004) (0.003) Monetary Policy 0.996 0.940 0.914 0.997 0.971 0.706 0.665 0.441

ξh χh φr φy (0.002) (0.002) (0.004) (0.003) (0.003) (0.005) (0.005) (0.008)

0.635 0.318 0.996 0.063 ρϕx ρϕ∗ ρι ρr ρπ̄ ρx ρ ρvx

(0.004) (0.008) (0.003) (0.010) 0.313 0.978 0.910 0.686 0.908 0.858 0.966 0.783

ξx χx φπ φ∆π (0.003) (0.007) (0.003) (0.003) (0.010) (0.008) (0.009) (0.004)

0.897 0.428 1.872 0.161 Standard Deviations

(0.010) (0.007) (0.011) (0.003) σc σgz σi σRP σRP ∗ σϕw σN σϕh

ξ∗ χ∗ φ∆y φπ̄ 0.066 0.074 0.112 0.460 0.443 0.223 0.161 0.121

0.782 0.586 0.229 0.725 (0.003) (0.005) (0.006) (0.003) (0.004) (0.003) (0.002) (0.004)

(0.002) (0.003) (0.009) (0.004) σϕx σϕ∗ σι σr σπ̄ σx σ σvx

ω∗ 1.030 1.335 4.847 0.145 0.119 0.149 1.135 8.977

0.079 (0.006) (0.005) (0.021) (0.006) (0.006) (0.004) (0.008) (0.011)

(0.004)

(Squared) Measurement Errors diag(Σ)

∆GDPEMU ∆CONS ∆INV GOV ∆EXPORT ∆IMPORT INFEMU
Y INFC INFι LABOR ∆WAGE ECB FX

0.290 0.212 0.587 0.725 0.123 0.123 0.122 0.094 0.499 0.002 0.675 0.205 0.046

(0.005) (0.003) (0.003) (0.003) (0.008) (0.006) (0.006) (0.003) (0.005) (0.001) (0.003) (0.004) (0.005)
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D.3.3 Q1/1987 - Q1/2014 stochastic NAWM volatilities

Table D.1: DSGE model implied stochastic volatilities of structural shock components ranging from long term and
investment technology to import price markups evaluated at the mode of the models posteriors (dashed lines show the
2σ band)
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Table D.2: DSGE model implied stochastic volatilities of structural shock components ranging from export and
import demand to international inlfation evaluated at the mode of the models posteriors (dashed lines show the 2σ
band)
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D.4 Time varying GAS stock volatility estimation results

D.4.1 DAX 30 time varying GAS stock volatilities Germany
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D.4.2 CAC 40 time varying GAS stock volatilities France
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D.4.3 AEX 25 time varying GAS stock volatilities Netherlands
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D.4.4 FTSE MIB time varying GAS stock volatilities Italy
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D.4.5 IBEX 35 time varying GAS stock volatilities Spain
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D.4.6 Composition of the DAX 30 Stock Volatility Principle Components for Ger-
many
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D.4.7 Composition of the CAC 40 Stock Volatility Principle Components for France
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D.4.8 Composition of the AEX 25 Stock Volatility Principle Components for the
Netherlands
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D.4.9 Composition of the FTSE MIB Stock Volatility Principle Components for Italy
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D.4.10 Composition of the IBEX 35 Stock Volatility Principle Components for Spain
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E. Appendix Chapter 6

E.1 Calculation of the continuous AF-DNS conditional

covariance matrix

As outlined in Christensen, Diebold and Rudebusch [2011] for calculating the covariance Q =
VP [Xt|Xt−1] of the state variables Xt from the transition in the AF-DNS the diagonalization
of state-variable’s reversion KP is used:

KP = VΛV−1 (E.1)

where V is a K × K matrix of the eigenvectors of KP in its columns and Λ is a K × K
diagonal matrix containing the K eigenvalues λ1, λ2, ..., λK of KP on its diagonal. With
diagonalization of KP we get:

exp(−KP s) = Vexp(−Λs)V−1 (E.2)

and
exp(−

(
KP
)T
s) =

(
V−1

)T
exp(−Λs)VT (E.3)

so that we obtain:

Q = V

(∫ ∆t

0

exp(−Λs)Ω̃exp(−Λs)ds

)
VT (E.4)

where Ω̃ = V−1ΩΩT (V−1)
T

which leads to the expression for the covariance Q:

Q = V

(
ωi,j

(λi + λj)
[1− exp(−(λi + λj)∆t)]

)
K×K

VT (E.5)

where (∗)K×K denotes a K × K matrix with its (i, j) element defined by the expression in
the inner of the brackets. For the initialization of the Kalman filter in t = 0 beside X0 = θP

the unconditional covariance

Q0 =

∫ ∞
0

exp(−KP s)ΩΩT exp(−
(
KP
)T
s)ds (E.6)

is used, which is under the assumption λi > 0 for all i = 1, 2, ..., K given by:

Q0 = V

(
ωi,j

(λi + λj)

)
K×K

VT (E.7)
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E.2 AF-DNS yield adjustment term

Following Christensen, Diebold and Rudebusch [2011] the analytical form of the yield ad-
justment term of the AF-DNS with K = 3 latent term structure factors is:

Γ(t, T )

(T − t)
=

1

2(T − t)

3∑
i=1

∫ T

t

[
ΩTB(t, T )B(t, T )TΩ

]
i,i
ds

= ā
(T − t)2

6
+ b̄

(
1

2λ2
− 1

λ3

(1− e−λ(T−t))

(T − t)
+

1

4λ3

(1− e−2λ(T−t))

(T − t)

)
+ c̄

(
1

2λ2
+

1

λ2
e−λ(T−t) − 1

4λ
(T − t)e−2λ(T−t) − 3

4λ2
e−2λ(T−t)

)
− c̄

(
2

λ3

(1− e−λ(T−t))

(T − t)
− 5

8λ3

(1− e−2λ(T−t))

(T − t)

)
+ d̄

(
1

2λ2
(T − t) +

1

λ2
e−λ(T−t) − 1

λ3

(1− e−λ(T−t))

(T − t)

)
+ ē

(
3

λ2
e−λ(T−t) +

1

2λ
(T − t) +

1

λ
(T − t)e−λ(T−t) − 3

λ3

(1− e−λ(T−t))

(T − t)

)
+ f̄

(
1

λ2
+

1

λ2
e−λ(T−t) − 1

2λ2
e−2λ(T−t) − 3

λ3

(1− e−λ(T−t))

(T − t)
+

3

4λ3

(1− e−2λ(T−t))

(T − t)

)

(E.8)

where for the independent-factor AF-DNS the constants ā, b̄, c̄, d̄, ē and f̄ are:

ā = ω2
1,1, b̄ = ω2

2,2, c̄ = ω2
3,3, d̄ = ē = f̄ = 0

and for the correlated-factor AF-DNS the constants are:

ā = ω2
1,1, b̄ = ω2

2,1+ω2
2,2, c̄ = ω2

3,1+ω2
3,2+ω2

3,3, d̄ = ω1,1ω2,1, ē = ω1,1ω3,1, f̄ = ω2,1ω3,1+ω2,2ω3,2

E.3 Derivation of recursive ATSM bond pricing with

stochastic volatility

Following Creal and Wu [2015] for the derivation of the recursive pricing scheme of the
arbitrage-free ATSM with stochastic volatility the Laplace transforms for the Gaussian and
multivariate non-central Gamma distributed state variables are introduced:

gt+1 ∼N(µg − λg + (Ψg −Λg) gt + (Ψgh −Λgh)ht

+ Σghht+1 −Σgh [(IH×H + Ψh −Λh)µh + Σh (vh − λh) + (Ψh −Λh)ht] ,Σg,tΣ
T
g,t)

(E.9)

ht+1 ∼MultNCG (vhi − λhi,Ψh −Λh,Σh,µh) (E.10)
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where λg,Λg,λh and Λh are the parameters determining the time-varying market prices of
risk for the risk-adjustment done by the risk-averse investor. For more details see Creal
and Wu [2015]. For any real G × 1 vector ūg the Laplace transform of the Gaussian gt+1

conditional on ht+1 is expressed as:

Eg|h
[
exp(ūTg gt+1)

]
= exp((µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

+ Σghht+1 −Σgh[(IH×H + Ψh −Λh)µh + Σh(vh − λh)

+ (Ψh −Λh)ht])
T ūg +

1

2
ūTg ΣgtΣ

T
gtūg)

(E.11)

The Laplace transform of the multivariate non-central Gamma distributed ht+1 for any real
H × 1 vector ūh is given by:

E
[
exp(ūThht+1)

]
= exp(ūThµh +

H∑
i=1

δTi ΣT
h ūh(

1− δTi ΣT
h ūh

)δTi Σ−1
h (Ψh −Λh) (ht − µh)

−
H∑
i=1

(vhi − λhi) ln
(
1− δTi ΣT

h ūh
)
)

(E.12)

where the Laplace transform exists only for δTi ΣT
h ūh < 1 for all i = 1, 2, ..., H. Defining the

G+H × 1 vectors uT = [ug,uh] and xTt+1 = [gt+1,ht+1] we can write:

E
[
exp(uTxt+1)

]
= E

[
exp(uTg gt+1)exp(uThht+1)

]
Eh
[
Eg|h

[
exp(uTg gt+1)exp(uThht+1)

]] (E.13)

with the conditional expectation Eg|h
[
uTg gt+1

]
from E.11 with ūg = ug we get:

E
[
exp(uTxt+1

]
= Eh[exp((µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

+ Σghht+1 −Σgh [(IH×H + Ψh −Λh)µh + Σh(vh − λh) + (Ψh −Λh)ht])
T ūg

+
1

2
uTg ΣgtΣ

T
gtug) exp(uThht+1)]

= Eh[exp(uTg (µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

−Σgh [(IH×H + Ψh −Λh)µh + Σh(vh − λh) + (Ψh −Λh)ht])

+
1

2
uTg ΣgtΣ

T
gtug + uTg Σghht+1) exp(uThht+1)]

exp(uTg (µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

−Σgh [(IH×H + Ψh −Λh)µh + Σh(vh − λh) + (Ψh −Λh)ht])

+
1

2
uTg ΣgtΣ

T
gt)Eh

[
exp((uTg Σgh + uTh )ht+1)

]
)

(E.14)
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Using the Laplace transform of ht+1 in E.12 with ūh = ΣT
ghug + uh leads to:

E
[
exp(uTxt+1)

]
= exp(uTg (µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

−Σgh [(IH×H + Ψh −Λh)µh + Σh(vh − λh) + (Ψh −Λh)ht])

+
1

2
µTg ΣgtΣ

T
gtµg)

× exp((uTg Σgh + uTh )µh

+
H∑
i=1

δTi ΣT
h (ΣT

ghug + uh)

(1− δTi ΣT
h (ΣT

ghug + uh))
δTi Σ−1

h (Ψh −Λh)(ht − µh)

−
H∑
i=1

(vhi − λhi)ln(1− δTi ΣT
h (ΣT

ghug + uh)))

(E.15)

Keeping E.15 in mind bond prices are described similar to the ATSM with constant volatility
by the exponential affine expression:

P (t, T ) = exp(Aτ + BT
τ F t)

= exp(Aτ + BT
gτgt +BT

hτht)
(E.16)

with maturity dependent coefficients Aτ ,Bgτ and Bhτ . For a one-period bond with time to
maturity τ = 1 the price P (t, t+ 1) is:

P (t, t+ 1) = Et [exp(−rt)P (t+ 1, t+ 1)] (E.17)

where the τ = 0 bond has a price of P (t+ 1, t+ 1) = 1, such that we can write with respect
to 6.47 and 6.48:

P (t, t+ 1) = exp(−δ0 − δT1ggt − δT1hht) (E.18)

According to E.18 it can be written A1 = δ0,Bg1 = δ1g and Bh1 = δ1h. For τ > 1 with
T > t+ 1 the following recursive pricing scheme can be applied:

P (t, T ) = Et [exp(−rt)P (t+ 1, T − 1)]

= Et
[
exp(−δ0 − δT1ggt − δ1hht)exp(Aτ−1 +Bgτ−1gt+1 +Bhτ−1ht+1)

]
= exp(−δ0 − δT1ggt − δT1hht + Aτ−1)Et

[
exp(BT

gτ−1gt+1 +Bhτ−1ht+1)
] (E.19)
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defining uT = [Bgτ−1,Bhτ−1] in E.19 we get with E.15:

P (t, T ) = exp(−δ0 − δT1ggt − δT1hht + Aτ−1)

× exp((µg − λg + (Ψg −Λg)gt + (Ψgh −Λgh)ht

−Σgh [(IH×H + Ψh −Λh)µh + Σh(vh − λh) + (Ψh −Λh)ht])
TBgτ−1

+
1

2
BT
gτ−1ΣgtΣ

T
gtBgτ−1)

× exp((BT
gτ−1Σgh +BT

hτ−1)µh

+
H∑
i=1

δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)

(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))
δTi Σ−1

h (Ψh −Λh)(ht − µh)

−
H∑
i=1

(vhi − λhi)ln(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)))

= exp(−δ0 + Aτ−1 + µTgBtτ−1 +
1

2
BT
gτ−1ΣgtΣ

T
gtBgτ

+ µTh
[
Bhτ−1 + (ΨT

h −ΛT
h )ΣT

ghBgτ−1

]
+ (µTg − λTg )Bgτ−1 − (vh − λh)ΣT

hΣT
ghBgτ−1

−
H∑
i=1

(vhi − λhi)ln(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))

−
H∑
i=1

δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)

(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))
δTi Σ−1

h (Ψh −Λh)µh

+
[
BT
gτ−1(Ψg −Λg)− δT1g

]
gt

+ [
H∑
i=1

δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)

(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))
δTi Σ−1

h (Ψh −Λh)

+BT
gτ−1 [(Ψgh −Λgh)−Σgh(Ψh −Λh)]− δT1h

+
1

2
(IH×H ⊗Bgτ−1)TΣgΣ

T
g (eH ⊗Bgτ−1)]ht)

(E.20)
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such that the constant Aτ and the bond loadings with respect to the latent yield and het-
eroscedasticity factors Bgτ and Bhτ can be written as:

Aτ = −δ0 + Aτ−1 + µTgBtτ−1 +
1

2
BT
gτ−1ΣgtΣ

T
gtBgτ

+ µTh
[
Bhτ−1 + (ΨT

h −ΛT
h )ΣT

ghBgτ−1

]
+ (µTg − λTg )Bgτ−1 − (vh − λh)ΣT

hΣT
ghBgτ−1

−
H∑
i=1

(vhi − λhi)ln(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))

−
H∑
i=1

δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)

(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))
δTi Σ−1

h (Ψh −Λh)µh

(E.21)

Bgτ = −δ1g + (ΨT
g −ΛT

g )Bgτ−1

(E.22)

Bhτ = [
H∑
i=1

δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1)

(1− δTi ΣT
h (ΣT

ghBgτ−1 +Bhτ−1))
δTi Σ−1

h (Ψh −Λh)

+BT
gτ−1 [(Ψgh −Λgh)−Σgh(Ψh −Λh)]− δT1h

+
1

2
(IH×H ⊗Bgτ−1)TΣgΣ

T
g (eH ⊗Bgτ−1)]T

(E.23)

where IH×H is the H ×H identity matrix and eH is the H × 1 column vector of ones. Bond
yields are determined by:

y(t, T ) = −1

τ
ln(P (t, T ))

= aτ + bTgτgt + bThτht

(E.24)

with aτ = −Aτ/τ, bg,τ = −Bg,τ/τ and bhτ = −Bhτ/τ .
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E.4 Comparison of term-structure models’ in-sample fit

τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Indep.
AF-DNS

Corr.
AF-DNS

Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

In-Sample-Fitting RMSYE Netherlands 03/2005 - 02/2014 In-Sample-Fitting MAD Netherlands 03/2005 - 02/2014

12 0.072 0.255 0.300 0.194 0.058 0.553 0.021 0.155 0.245 0.056 0.198 0.228 0.155 0.042 0.496 0.013 0.122 0.237

24 0.110 0.193 0.166 0.064 0.045 0.407 0.000 0.001 0.000 0.098 0.165 0.121 0.052 0.035 0.376 0.000 0.001 0.000

36 0.090 0.157 0.064 0.010 0.023 0.246 0.026 0.172 0.179 0.078 0.129 0.045 0.008 0.019 0.229 0.020 0.136 0.170

60 0.014 0.075 0.029 0.020 0.013 0.123 0.040 0.173 0.337 0.011 0.064 0.020 0.016 0.010 0.117 0.033 0.144 0.330

120 0.091 0.108 0.125 0.124 0.015 0.124 0.015 0.058 0.504 0.070 0.092 0.100 0.097 0.012 0.095 0.012 0.047 0.476

In-Sample-Fitting RMSYE Portugal 03/2005 - 02/2014 In-Sample-Fitting MAD Portugal 03/2005 - 02/2014

12 0.372 0.789 1.010 1.069 1.055 1.004 0.099 0.338 1.863 0.219 0.538 0.627 0.703 0.653 0.627 0.061 0.191 1.791

24 0.141 0.555 0.488 0.477 0.431 1.190 0.000 0.002 0.000 0.079 0.438 0.331 0.353 0.285 0.794 0.000 0.001 0.000

36 0.104 0.446 0.323 0.234 0.172 1.220 0.088 0.456 2.092 0.069 0.349 0.208 0.174 0.118 0.782 0.063 0.250 2.016

60 0.067 0.178 0.170 0.050 0.041 1.170 0.124 0.676 2.116 0.046 0.136 0.113 0.034 0.027 0.709 0.086 0.371 2.029

120 0.360 0.489 0.155 0.258 0.258 0.960 0.037 0.240 0.431 0.291 0.347 0.101 0.194 0.185 0.660 0.027 0.133 0.411

Table E.1: In-sample RMSYEs and MADs for the Netherlands and Portugal - Estimation period 03/2005 - 02/2014.
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Table E.2: Observed and estimated yields with τ = 12, 24, 60 and 120 month maturities for France, Netherlands,
Spain and Portugal between 03/2005 and 02/2014
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E.5 Comparison of term-structure models’ out-of-sample point fore-

casts

Table E.3: Observed and 1-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for France
and Netherlands between 03/2010 and 02/2014
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Table E.4: Observed and 6-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for France
and Netherlands between 03/2010 and 02/2014
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Table E.5: Observed and 1-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for Spain
and Portugal between 03/2010 and 02/2014
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Table E.6: Observed and 6-month ahead predicted yields with τ = 12, 24, 36, 60 and 120 month maturities for Spain
and Portugal between 03/2010 and 02/2014
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for France

12 0.267 0.638 0.217 0.282 0.245 1.474 0.179 0.188 0.204 0.218 0.241 0.348 0.263 0.223

24 0.241 0.593 0.217 0.291 0.235 1.145 0.191 0.197 0.214 0.218 0.234 0.302 0.255 0.390

36 0.237 0.566 0.225 0.303 0.236 0.947 0.203 0.208 0.225 0.224 0.235 0.285 0.252 0.483

60 0.238 0.548 0.231 0.314 0.236 0.835 0.212 0.216 0.232 0.236 0.238 0.277 0.253 0.536

120 0.235 0.517 0.233 0.325 0.237 0.782 0.216 0.219 0.231 0.243 0.236 0.272 0.251 0.493

Panel B: 2-month ahead RMSFYEs for France

12 0.308 0.955 0.279 0.492 0.356 1.437 0.245 0.264 0.331 0.584 0.608 0.647 0.424 0.600

24 0.295 0.901 0.290 0.511 0.341 1.104 0.259 0.273 0.342 0.474 0.499 0.538 0.399 0.841

36 0.301 0.881 0.307 0.530 0.338 0.923 0.277 0.288 0.356 0.429 0.448 0.487 0.387 0.931

60 0.311 0.867 0.320 0.549 0.337 0.832 0.292 0.301 0.365 0.430 0.446 0.458 0.380 0.952

120 0.309 0.820 0.323 0.570 0.336 0.777 0.297 0.304 0.357 0.466 0.472 0.442 0.372 0.862

Panel C: 6-month ahead RMSFYEs for France

12 0.502 1.917 0.531 1.469 0.779 0.952 0.418 0.562 1.036 1.748 1.781 1.783 1.145 3.186

24 0.513 1.874 0.566 1.501 0.739 0.796 0.453 0.571 1.047 1.422 1.460 1.452 1.038 3.271

36 0.536 1.887 0.597 1.533 0.725 0.808 0.486 0.584 1.053 1.239 1.270 1.271 0.965 3.187

60 0.556 1.895 0.613 1.574 0.724 0.844 0.511 0.590 1.039 1.188 1.214 1.155 0.906 3.000

120 0.549 1.824 0.600 1.632 0.734 0.790 0.515 0.578 0.990 1.295 1.306 1.088 0.859 2.712

Panel C: 12-month ahead RMSFYEs for France

12 0.748 2.880 0.955 3.087 1.677 0.849 0.597 1.451 0.974 1.392 1.396 3.282 2.319 7.064

24 0.809 2.840 1.044 3.166 1.414 1.122 0.670 1.348 0.987 1.237 1.245 2.707 2.050 6.789

36 0.853 2.856 1.101 3.236 1.280 1.310 0.715 1.261 0.997 1.150 1.157 2.364 1.863 6.405

60 0.878 2.858 1.121 3.323 1.207 1.385 0.734 1.169 0.992 1.084 1.088 2.128 1.708 5.916

120 0.853 2.765 1.085 3.445 1.186 1.276 0.717 1.081 0.952 1.029 1.033 1.982 1.596 5.350

Table E.7: Out-of-sample RMSFYEs for France - Forecasting period 03/2010 - 02/2014.
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for Netherlands

12 0.205 0.738 0.240 0.262 0.251 0.363 0.176 0.184 0.184 0.245 0.287 0.214 0.271 0.210

24 0.207 0.668 0.225 0.240 0.239 0.357 0.178 0.184 0.188 0.222 0.258 0.199 0.248 0.395

36 0.213 0.618 0.223 0.235 0.235 0.340 0.185 0.190 0.196 0.217 0.242 0.197 0.239 0.494

60 0.221 0.573 0.229 0.238 0.236 0.324 0.198 0.201 0.208 0.239 0.255 0.205 0.242 0.562

120 0.228 0.532 0.242 0.252 0.245 0.315 0.210 0.212 0.218 0.275 0.278 0.215 0.247 0.555

Panel B: 2-month ahead RMSFYEs for Netherlands

12 0.319 0.919 0.312 0.403 0.412 0.512 0.251 0.270 0.272 0.378 0.420 0.348 0.494 0.650

24 0.321 0.849 0.311 0.385 0.392 0.511 0.260 0.275 0.281 0.338 0.379 0.315 0.442 0.891

36 0.325 0.798 0.316 0.378 0.379 0.494 0.270 0.282 0.293 0.321 0.351 0.306 0.414 0.981

60 0.331 0.752 0.327 0.377 0.367 0.474 0.282 0.290 0.307 0.330 0.349 0.306 0.406 1.009

120 0.332 0.702 0.350 0.388 0.368 0.458 0.291 0.297 0.316 0.347 0.355 0.309 0.397 0.922

Panel C: 6-month ahead RMSFYEs for Netherlands

12 0.756 1.328 0.590 1.139 0.980 1.145 0.479 0.571 0.758 1.018 1.059 0.820 1.541 3.384

24 0.759 1.273 0.606 1.120 0.933 1.128 0.512 0.582 0.781 0.903 0.944 0.706 1.374 3.471

36 0.760 1.235 0.624 1.102 0.894 1.096 0.536 0.595 0.794 0.841 0.872 0.664 1.280 3.382

60 0.757 1.201 0.649 1.083 0.856 1.053 0.556 0.604 0.797 0.826 0.847 0.652 1.225 3.191

120 0.738 1.153 0.727 1.079 0.846 1.005 0.563 0.602 0.779 0.851 0.862 0.640 1.147 2.872

Panel C: 12-month ahead RMSFYEs for Netherlands

12 1.408 1.690 1.049 3.051 3.574 1.933 0.662 1.066 1.154 2.054 2.102 1.298 3.368 7.616

24 1.396 1.629 1.069 3.016 3.716 1.893 0.709 1.016 1.150 1.687 1.733 1.068 3.027 7.311

36 1.377 1.588 1.091 2.959 3.814 1.836 0.739 0.975 1.140 1.445 1.481 0.970 2.831 6.895

60 1.344 1.548 1.121 2.863 3.899 1.761 0.756 0.932 1.118 1.351 1.387 0.927 2.694 6.374

120 1.282 1.478 1.219 2.744 3.983 1.666 0.749 0.886 1.075 1.432 1.450 0.885 2.480 5.746

Table E.8: Out-of-sample RMSFYEs for Netherlands - Forecasting period 03/2010 - 02/2014.

341



τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for Spain

12 0.740 0.930 1.055 0.713 0.834 0.996 0.700 0.708 0.733 0.942 0.927 1.038 0.814 1.110

24 0.717 0.861 0.942 0.705 0.817 1.017 0.686 0.698 0.726 0.865 0.855 0.874 0.767 0.988

36 0.698 0.810 0.871 0.696 0.802 0.977 0.674 0.687 0.714 0.811 0.805 0.813 0.733 0.904

60 0.672 0.764 0.814 0.679 0.778 0.909 0.653 0.665 0.691 0.776 0.769 0.802 0.702 0.843

120 0.637 0.715 0.764 0.649 0.743 0.848 0.619 0.631 0.655 0.766 0.763 0.805 0.661 0.937

Panel B: 2-month ahead RMSFYEs for Spain

12 1.063 1.407 1.313 1.114 1.279 1.470 1.034 1.068 1.078 1.454 1.448 1.585 1.349 1.794

24 1.029 1.308 1.214 1.096 1.259 1.433 1.002 1.039 1.061 1.350 1.347 1.299 1.235 1.608

36 0.998 1.228 1.147 1.077 1.238 1.357 0.973 1.012 1.038 1.298 1.297 1.211 1.151 1.472

60 0.957 1.151 1.087 1.050 1.205 1.260 0.936 0.973 1.001 1.294 1.292 1.226 1.082 1.367

120 0.905 1.071 1.030 1.007 1.160 1.171 0.886 0.922 0.949 1.353 1.353 1.278 1.012 1.330

Panel C: 6-month ahead RMSFYEs for Spain

12 1.319 2.762 1.958 1.690 1.729 2.367 1.127 1.312 1.562 2.326 2.307 2.141 2.918 3.894

24 1.323 2.556 1.902 1.801 1.777 2.243 1.152 1.325 1.562 2.122 2.110 1.872 2.614 3.518

36 1.317 2.377 1.862 1.882 1.806 2.111 1.163 1.322 1.542 2.086 2.079 2.006 2.356 3.239

60 1.293 2.195 1.823 1.939 1.820 1.959 1.154 1.298 1.495 2.240 2.233 2.305 2.147 3.004

120 1.237 2.018 1.786 1.945 1.820 1.818 1.117 1.249 1.426 2.579 2.577 2.610 1.973 2.715

Panel C: 12-month ahead RMSFYEs for Spain

12 1.991 4.647 3.458 3.129 1.970 3.360 1.396 2.491 1.979 3.311 3.299 3.288 6.200 6.592

24 1.965 4.280 3.442 3.416 2.045 3.169 1.433 2.337 1.989 2.956 2.949 3.534 5.414 5.990

36 1.932 3.958 3.432 3.631 2.100 2.983 1.445 2.225 1.975 2.812 2.808 3.841 4.737 5.539

60 1.876 3.621 3.421 3.823 2.155 2.773 1.437 2.125 1.937 2.887 2.881 4.179 4.190 5.137

120 1.785 3.302 3.428 3.952 2.219 2.566 1.405 2.029 1.881 3.174 3.174 4.492 3.793 4.635

Table E.9: Out-of-sample RMSFYEs for Spain - Forecasting period 03/2010 - 02/2014.
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τ
Indep.

AF-DNS
Corr.

AF-DNS
Indep.
DNS

Corr.
DNS

MF-
DNS

Vasicek-
3-Factor RW

Slope
Regression VAR[1] PC-3-AR PC-6-AR

Latent
ATSM

MF-
ATSM

Stoch.
Volatility

ATSM

Panel A: 1-month ahead RMSFYEs for Portugal

12 4.082 2.767 1.961 2.388 3.491 4.283 1.848 1.933 2.305 2.153 2.156 11.910 2.095 2.611

24 3.223 2.468 1.912 2.328 3.597 3.994 1.756 1.832 2.213 2.042 2.049 9.596 1.921 2.226

36 2.786 2.299 1.885 2.287 3.633 3.713 1.707 1.774 2.149 1.972 1.979 8.203 1.822 2.252

60 2.531 2.152 1.847 2.217 3.580 3.444 1.661 1.717 2.074 1.900 1.903 7.220 1.752 2.511

120 2.335 2.024 1.769 2.104 3.408 3.236 1.592 1.636 1.968 1.798 1.800 6.499 1.673 2.319

Panel B: 2-month ahead RMSFYEs for Portugal

12 5.194 3.488 2.502 4.367 6.862 5.138 2.237 2.508 3.183 3.110 3.110 23.355 2.848 2.741

24 4.238 3.085 2.483 4.227 6.906 4.785 2.164 2.402 3.062 2.923 2.931 18.786 2.538 2.750

36 3.698 2.841 2.472 4.097 6.869 4.461 2.122 2.321 2.956 2.793 2.800 16.027 2.363 3.025

60 3.393 2.642 2.438 3.921 6.711 4.144 2.077 2.225 2.828 2.660 2.662 14.071 2.247 3.397

120 3.149 2.470 2.346 3.696 6.394 3.891 2.000 2.106 2.676 2.493 2.498 12.641 2.152 3.131

Panel C: 6-month ahead RMSFYEs for Portugal

12 9.356 6.211 5.364 15.766 12.656 7.566 5.180 7.169 10.962 9.290 9.294 66.986 10.008 8.739

24 8.362 5.883 5.208 15.223 12.744 7.141 5.053 7.210 10.851 9.240 9.250 53.934 8.548 9.160

36 7.731 5.651 5.070 14.755 12.759 6.760 4.939 7.138 10.617 9.104 9.113 46.027 7.653 9.412

60 7.331 5.426 4.886 14.192 12.658 6.353 4.770 6.866 10.170 8.823 8.827 40.388 7.023 9.519

120 6.923 5.182 4.629 13.481 12.332 5.977 4.510 6.384 9.495 8.362 8.367 36.258 6.518 8.876

Panel C: 12-month ahead RMSFYEs for Portugal

12 14.045 10.647 7.354 25.910 9.770 9.542 8.058 13.471 24.508 13.899 13.950 127.804 21.882 19.419

24 13.183 10.562 7.338 25.980 9.774 9.190 8.129 13.909 24.772 13.729 13.778 103.003 17.941 19.466

36 12.601 10.435 7.261 25.943 9.735 8.849 8.092 13.823 24.624 13.444 13.480 87.963 15.657 19.313

60 12.187 10.234 7.078 25.701 9.616 8.441 7.905 13.363 23.942 12.956 12.977 77.218 14.137 18.897

120 11.661 9.912 6.757 25.032 9.348 8.003 7.509 12.506 22.597 12.223 12.245 69.335 12.979 17.663

Table E.10: Out-of-sample RMSFYEs for Portugal - Forecasting period 03/2010 - 02/2014.
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