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Abstract

Supersymmetry (SUSY) is one of the most studied models to extend the Standard Model (SM) of

Particle Physics beyond the electroweak scale. In many supersymmetric models, the lightest super-

symmetric particle is stable and can be a suitable candidate for dark matter.

This dissertation summarises a search for supersymmetric phenomena produced via the strong or the

electroweak interaction leading to final states with two leptons (electrons or muons) of the same elec-

tric charge, or three leptons, jets and missing transverse momentum. While the same-sign or three

leptons signature is present in many SUSY scenarios, SM processes leading to such events have very

small production rates. Therefore, this analysis benefits from a small SM background in the signal

regions leading to a good sensitivity especially in SUSY scenarios with compressed mass spectra or in

which the R-parity is not conserved. The search was performed with cut-and-count analyses exploit-

ing the full dataset recorded with the ATLAS detector at the Large Hadron Collider during the years

2015 and 2016, corresponding to a total integrated luminosity of 36.1 fb−1. No significant excess

above the Standard Model expectations is observed. The results are interpreted in several simplified

supersymmetric models featuring R-parity conservation or R-parity violation, extending the exclusion

limits from previous searches.

Since no sign of SUSY particles has been observed, this dissertation presents prospects for a search for

compressed electroweakino production. This supersymmetric scenario is particularly challenging for

LHC experiments since the products of the decay chain have low energies and are therefore difficult

to detect. Results are obtained with a parameterised simulation of the ATLAS detector performances

at a centre-of-mass energy of 14 TeV and for an integrated luminosity of 3000 fb−1.
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Zusammenfassung

Supersymmetry (SUSY) gehört zu den am besten untersuchten Erweiterungen des Standard Models

(SM) der Teilchenphysik jenseits der elektroschwachen Skala. In vielen dieser supersymmetrischen

Modelle ist das leichteste supersymmetrische Teilchen stabil und bietet sich daher als geeigneter

Dunkle-Materie-Kandidat an.

Diese Dissertation fasst eine Suche nach supersymmetrischen Phänomenen zusammen, die auf der

starken und elektroschwachen Wechselwirkung basieren und zu Endzuständen mit zwei Leptonen

(Elektronen oder Myonen) der selben elektrischen Ladung oder drei Leptonen, Jets und fehlendem

transversalem Impuls führen. Während Signaturen mit zwei gleichgeladenen oder drei Leptonen in

vielen supersymmetrischen Szenarios auftreten, werden derartige Ereignisse im SM nur mit geringer

Wahrscheinlichkeit produziert. Somit profitiert diese Analyse von sehr niedrigem SM Untergrund

in den Signalregionen und ist dementsprechend äußerst sensitiv gegenüber spezifischen supersym-

metrischen Szenarios die ein komprimiertes Massenspektrum aufweisen oder jenen in denen die R-

Parität nicht erhalten ist. Diese Suche wurde mittels “cut-and-count” Analysen durchgeführt und

nutzt den gesamten Datensatz, der mit dem ATLAS Detektor am Large Hadron Collider in den Jahren

2015 und 2016 aufgenommen wurde und einer integrierten Luminosität von 36.1 fb−1 entspricht.

Es konnte keine signifikante Abweichung von den Vorhersagen des Standard Modells beobachtet

werden. Ergebnisse wurde im Rahmen verschiedener vereinfachter supersymmetrischer Modelle,

basierend auf Erhaltung oder Verletzung der R-Parität, interpretiert und somit die oberen Grenzwerte

aus früheren Suchen verbessert.

Nachdem bis jetzt noch keine Anzeichen für SUSY Teilchen beobachtet wurden, wird in dieser Dis-

sertation auch eine Studie über eine Suche nach einer komprimierten Electroweakinos-Produktion

präsentiert. Dieses spezielle supersymmetrische Szenario ist eine besondere Herausforderung für die

Experimente am LHC, da die Zerfallsprodukte lediglich niedrige Energien aufweisen und somit sehr

schwierig zu detektieren sind. Die präsentierten Ergebnisse wurden mittels einer parametrisierten

Simulation der Leistung des ATLAS Detektor bei einer Schwerpunktenergie von 14 TeV und bei

einer integrierten Luminosität von 3000 fb−1 erzielt.
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Chapter 1

Introduction

The Standard Model (SM) of Particle Physics is a quantum field theory which successfully describes
the majority of the known particle physics phenomena with high precision. The discovery of the
Higgs boson at the Large Hadron Collider (LHC) in 2012 set the last missing piece to the Standard
Model theory. Nevertheless, this theory leaves open unaddressed questions and does not provide a
description of the particle physics interaction beyond the electroweak energy scale. The fact that it
does not describe the gravitational interaction, a missing candidate for dark matter and the fine-tuning
required to ensure the stability of the Higgs mass under radiative corrections (mass hierarchy prob-
lem) are examples of the limitations of the Standard Model. Therefore, many models which provide
an extension to the SM have been postulated.
Supersymmetry (SUSY) is one of the most studied models that provide an extension of the SM beyond
the electroweak scale. It solves some of the limitations of the SM such as the mass hierarchy problem
and also provides suitable dark matter candidates. SUSY theory predicts the existence of supersym-
metric partners of the known SM particles. If R-parity (a newly introduced symmetry) is conserved,
SUSY particles are produced in pairs and the lightest supersymmetric particle (LSP), which is typi-
cally the lightest neutralino χ̃0

1 , is stable. In many models, the LSP can be a dark-matter candidate and
is produced with leptons, jets and large missing transverse momentum. If R-parity is violated (RPV),
the LSP can decay and therefore generate events with high jet and lepton multiplicities.
The LHC performances were upgraded after the end of the first data taking period (Run-I). In par-
ticular, the increase of luminosity and energy at the centre-of-mass allows to perform significative
searches of Beyond SM theories (BSM) with the data recorded by the general-purpose particle detec-
tors such as ATLAS and CMS.
A search for supersymmetric phenomena in final states with two leptons (electrons or muons) of the
same electric charge, referred to as same-sign (SS) leptons, or three leptons (3L), jets and in some
cases also missing transverse momentum Emiss

T is presented in this dissertation. The analysed data-
sample corresponds to an integrated luminosity of 36.1 fb−1 and has been collected in 2015 and 2016.
While the same-sign leptons signature is present in many supersymmetric scenarios, SM processes
leading to such events have very small production rates. Therefore, this analysis benefits from a small
SM background in the signal regions leading to a good sensitivity in particular regions of the SUSY
phase-space and in R-parity violated scenarios. Except for the prompt production of same-sign lep-
ton pairs, the main sources of background are fake/non-prompt leptons and leptons with a charge
mis-identification. This allows to use relatively loose kinematic requirements on Emiss

T increasing the
sensitivity to several different signal models.
In case the results of the SUSY searches until the end of Run-III of the LHC data taking program do
not show any sign of new physics, it is important to start designing the future searches for SUSY with
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leptons in the final state. During the long shutdown, until 2023, the LHC will be upgraded to increase
the instantaneous luminosity by a factor three (High Luminosity LHC).
The naturalness condition in the MSSM (Minimal Supersymmetric Model) suggests that the absolute
value of the higgsino mass parameter µ is at the weak energy scale. A prospect study of the exclusion
power at High Luminosity LHC for the natural mass range of a pure higgsino scenario with leptons,
jets and Emiss

T in the final state is presented in this thesis.
Chapter 2 introduces the SM theory with the description of the electroweak interactions, quantum
chromodynamics and the symmetry breaking mechanism which introduces the Higgs boson. Chap-
ter 3 summarises the Supersymmetry theory, one of the most important theories beyond SM theories
which inspired the searches discussed in this thesis. Chapter 4 reviews the characteristics of the LHC
facilities and of the ATLAS detector, while chapter 5 shows the techniques used in ATLAS to identify
and reconstruct the particles produced in the collision. The search for strongly produced SUSY par-
ticles with 2015 and 2016 data (36.1 fb−1) is described in chapter 6, from the targeted signal models
to the background estimation and final results. Chapter 7 is dedicated to the electroweak produced
SUSY particles describing the main differences with the equivalent strong analysis of the previous
chapter. In chapter 8, the prospect studies of the exclusion power for the natural mass range of a pure
higgsino scenario at High Luminosity LHC are presented. Finally, in chapter 9, a summary of the
results of the two analyses and the future prospects of the search of SUSY particles with leptons in
final state is given. All auxiliary material is included in the Appendices A-C, while a brief summary
of publications and details about the personal contributions from the author of this thesis can be found
in the list of publications.
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Chapter 2

Standard Model

2.1 Fundamental particles and forces

The Standard Model of particle physics (SM) includes several particles classified as matter interacting
particles fermions, force mediators vector bosons, plus an additional Higgs scalar boson. Moreover,
the SM theory describes three of the four main fundamental forces: electromagnetic, weak and strong.
Fermions are further subdivided into leptons, which interact only via electroweak forces, and quarks,
which are additionally interacting via the strong force. The fermions have three different generations,
where corresponding fermions between generations differ only by the mass. The leptons in SM come
in doublets and include electron (e), muon (µ) and tau (τ), with the corresponding neutrinos (ν). Also
quarks come in doublets (up-type and down-type) and are called up, down, charm, strange, top and
bottom. Each fermion has an anti-particle partner with the same mass and opposite charge. Gauge
bosons are grouped depending on the force they mediate. The photon (γ) is the electromagnetic
mediator, the W± and Z0 bosons are the weak interaction mediators and the gluons are the mediators
of the strong force. The last fundamental particle discovered in the SM is the Higgs boson, observed
first in 2012 by ATLAS and CMS experiments [1, 2]. As it will be explained in section 2.5, the Higgs
boson is responsible for the spontaneous symmetry breaking mechanism which provides mass to the
SM particles.
All particles in the SM are summarised in Figure 2.1.

2.2 Quantum Electrodynamics

Quantum Electrodynamics (QED) is a relativistic quantum field theory (QFT) developed in the 1940s
to describe the electromagnetic interactions of the particles (see e.g. [4] for pedagogical introduction).
In analogy with the classical mechanics, the Lagrangian function L may be used to derive the equation
of motion and expressed in terms of Lagrangian density L (L =

∫
L d4x). The equation of motions

can then be calculated using the Euler-Lagrange equation for fields:

∂L

∂φ
−∂µ

∂L

∂ (∂µ φ)
= 0, (2.1)

where, in the QFT case, φ is a quantum field which represents a particle and ∂µ = ∂

∂xµ is the partial
derivative with respect to the four-vector xµ .
The Dirac equation describes the propagation of a free massive fermion (spin-1/2) and it can be derived
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Figure 2.1: An overview of the Standard Model with the three generations of fermions and the gauge bosons
which are the mediators of the fundamental forces [3].

from the following Lagrangian1:

LDirac = ψ̄(iγµ
∂µ −m)ψ, (2.2)

where ψ is the fermionic field (Dirac spinor), m is the mass of the fermion and γµ are the Dirac
matrices. The Dirac Lagrangian, and thus the Dirac equation, is invariant under global gauge trans-
formations, but when applying a local transformation of the abelian unitary group UY(1):

ψ(x)→ ψ
′ = eiq f (x)

ψ(x), (2.3)

where f(x) is the function defining the transformation in each point of the phase space and q represents
the strength of the interaction, the Lagrangian loses its invariance:

L0→L0−∂µ f (x)(ψ̄γ
µ

ψ). (2.4)

To mantain a gauge invariant description of the dynamics of the particles, a new vector field Aµ needs
to be added to the Lagrangian description in Equation 2.2. The electromagnetic field Aµ needs to
transform under the same local phase transformations by:

Aµ(x)→ A′µ(x) = Aµ(x)+∂µ f (x). (2.5)

The interaction between the field ψ and the field Aµ guarantees the gauge invariance of the model. In
QED, Aµ represents the electromagnetic field with its quantum photon. The intensity of the interaction
is determined by the coupling constant q.

1The parametrisation in natural units (h̄ = 1,c = 1) is used throughout all the dissertation. In SI units, the values are
h̄ = 1.055 ·10−34 Js and c = 2.99 ·108 m/s [5].
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When adding a new vector field, two extra terms need to be added: a kinetic term and a mass term.
The mass term (m2

AAµ Aµ ) would violate once again the gauge invariance. Therefore the mass needs
to be mA = 0, leading to the massless photon observed in nature. The kinetic term for the gauge field
Aµ is:

LKin =−
1
4

Fµν Fµν , (2.6)

where Fµν = ∂µ Aν −∂ν Aµ is the electromagnetic field tensor.
The combined Lagrangian is invariant under local gauge transformation and it describes the electro-
magnetic interactions of a single spin 1/2 fermion:

LQED = ψ̄[iγµ(∂µ − iqAµ)−m]ψ− 1
4

Fµν Fµν . (2.7)

In conclusion, QED is able to describe the interactions between charged particles and photons by
requiring the invariance of the Lagrangian with respect to the UY(1) symmetry group. It was able to
predict many experimental results with high precision, among which the anomalous electron magnetic
moment [6] is particularly impressive.

2.3 Electroweak interactions

The weak interaction was firstly described by Fermi [7] with its famous description of the β decay as a
four fermion contact interaction with the Fermi constant GF as the coupling strength. This theory was
able to describe several processes such as the muon decay into electron, however, being an effective
field theory, it is valid only for processes at low energies. At higher energies it violates unitarity and
becomes non-renormalisable, losing its descriptive power.
Glashow, Salam and Weinberg [8, 9, 10] proposed another model, that solves the shortcomings of the
Fermi model, where QED and weak interactions are not independent and can be described as the same
interaction. As it was done in QED and following the development of the Yang-Mills theory [11], a
symmetry group is needed to describe the chiral nature of fermions.
The SU(2)L⊗U(1)Y symmetry group is an example of a gauge group leading to a chiral theory. The
group generators are the weak isospin~τ = 1

2~σ (where ~σ are the Pauli matrices) and Y the hypercharge.
Two new quantum numbers can be assigned to fermions: the third component of the weak isospin (I3)
and the weak hypercharge (Y ). The isospin doublets χL (I3 = ± 1

2 ) form left-handed chiral states,
while the isospin singlets χR (I3 = 0) form the right-handed chiral states.
A local gauge transformation can be applied to the left-handed and right-handed components:

χ(x)L→ eiα(x)~τ+iβ (x)Y
χL(x),

χ(x)R→ eiβ (x)Y
χR(x).

where α(x) and β (x) are the phases of the local gauge transformations.
The condition of local gauge invariance leads to the addition of four vector fields, three for SU(2)L

and one for U(1)Y symmetry group: ~Wµ = (W 1
µ ,W

2
µ ,W

3
µ ) couples to weak isospin currents and Bµ

couples to weak hypercharge currents. The fields W 1
µ and W 2

µ are electrically charged. while W 3
µ and

Bµ are neutral fields.
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The electroweak Lagrangian becomes:

LEWK = ∑
l=e,µ,τ

iχ̄ l
Lγ

µ Dµ χ
l
L + ∑

k=e,µ,τ
iχ̄k

Rγ
µ Dµ χ

k
R−

1
4

W a
µν ·W µν

a − 1
4

Bµν ·Bµν ,

Dµ = ∂µ + ig~τ · ~Wµ +g′Bµ ,

where g and g′ are the coupling strength constants. While Bµν = ∂µ Bν − ∂ν Bµ and W a
µν = ∂µW a

ν −
∂νW a

µ −gεi jkW
j

µW k
ν with a=(1,2,3).

The physical observed bosons, W±, Z0 and γ , are obtained with a combination of the gauge fields:

Aµ =W 3
µ sinθW +Bµ cosθW, (2.8)

Zµ =W 3
µ cosθW−Bµ sinθW, (2.9)

W±µ =
1√
2
(W 1

µ ∓W 2
µ ). (2.10)

where θW is the Weinberg angle and is defined in terms of the coupling constants:

sinθW =
g′√

g2 +g′2
, (2.11)

cosθW =
g√

g2 +g′2
. (2.12)

It is important to notice that the W± bosons can interact only with left-handed particles, while the
neutral bosons can couple also to right-handed states due to the presence of Bµ .
As in the QED case, the mass terms (m2WµW µ ,m2Bµ Bµ and mψψ̄) should be set to zero to preserve
the gauge invariance. Experimental evidence however show that W and Z bosons and fermions have
masses. These are introduced via spontaneous breaking of the electroweak symmetry described in
Section 2.5.

2.4 Quantum Chromodynamics

The strong interaction between quarks and gluons is described by the Quantum Chromodynamics
(QCD). Spectroscopy experiments revealed that partons can exist in three different states expressed
by the colour charge (as analogon of electric charge): red, blue and green. The QCD is a non-
abelian Yang-Mills theory based on the symmetry group SU(3)C which explains the three colour
states. Therefore, quark fields may be described as colour triplets and are required to follow the Dirac
equation as equation of motion. A local gauge transformation is implied:

ψq→ eiαnλnψq, α ∈ R, n ∈ 1, ...8, (2.13)

where λn are the eight Gell-Mann matrices [12] (SU(3) group generators) and αn represent the phases
of the local gauge transformation.
To ensure the gauge invariance, gauge fields and covariant derivative (Dµ = ∂µ − igAα

µ λα ) are added
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to the Lagrangian. The QCD Lagrangian becomes:

LQCD = ∑
q

ψ̄q(iγµ Dµ −mq)ψq−
1
4

Gn
µν Gµν

n

= ∑
q

ψ̄q(iγµ
∂µ −mq)ψq−

1
2

gs(ψ̄qγ
µ

λnψq)Gn
µ −

1
2

Gl
µ Gl

ν ,

where Gµ are the massless gauge fields, gs is the strong coupling constant and the q index runs over
the different quark flavours. The gluon field tensor is Gn

µν = ∂µ Gn
ν −∂ν Gn

µ +gs f n
klG

k
µ Gl

ν and includes
self-interactions terms of gluons, since they also carry colour charge (in opposition to photon which
do not carry electric charge). The structure constant f nkl of SU(3) is related to the Gell-Mann matrices
with the relation [λn,λk] = i f nklλl .
The QCD theory has a couple of interesting differences from the QED theory. As a consequence
of the gluon self-interaction, the potential energy of particles with colour includes also a linear term
(V = a

r + br where a < 0, b > 0), which means that quark and gluons are confined and cannot exist
isolated, so called colour confinement.
Another effect is the asymptotic freedom. In QED, the bare electron charge is screened by a cloud
of virtual e+e− pairs, similarly in QCD the quark-antiquark pairs around a quark screen the colour
charge. But, the self-interaction of gluon generates a cloud of gluons which contributes to the effec-
tive colour charge of the quark. The anti-screening effects of gluon is stronger, causing an increase
of the colour charge with the distance. Therefore, the strong coupling constant αs increases for low
energies (higher distances). Consequently, energetic quarks are almost free particles and perturbative
calculations may be performed at high energies.

2.5 Brout-Englert-Higgs mechanism

Preservation of local gauge invariance leads to massless fermions and bosons, but experimental ev-
idence shows that these particles are massive. The Brout-Engler-Higgs mechanism (BEH) [13, 14],
proposed in 1964, solves this apparent problem.
The mechanism introduces an additional isospin doublet of complex scalar fields to break the symme-
try:

Φ =

(
φ+

φ 0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
, (2.14)

where φ+, φ 0 are complex fields and φ1,2,3,4 are real fields.
A Lagrangian of the complex scalar Higgs field invariant under U(1) symmetry can be written as:

LHiggs = (Dµ Φ)†Dµ
Φ−µ

2
Φ

†
Φ−λ (Φ†

Φ)2, (2.15)

where µ and λ are free parameters and VHiggs = µ2Φ†Φ+λ (Φ†Φ)2 is the Higgs potential, where the
first term is the mass term. The vacuum stability requires λ > 0, where λ is the quartic self-coupling
of the Higgs boson, while the sign of µ2 leads to two different shape of the potential. If µ2>0, the
potential has the form of a parabola with a global minimum at zero. If µ2 < 0, there is a set of degen-
erate minimum lying on a ring in the complex plane which do not coincide with the origin, as shown
in Figure 2.2, with (φ †φ) = 2µ2/λ . Consequently, the gauge symmetry is broken in the vacuum state.
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Figure 2.2: Left: Shape of the two-dimensional Higgs potential V(Φ). Right: One-dimensional projection of
the potential for the case λ > 0 and µ2 < 0 [15].

Setting the derivative of the potential to zero allows to obtain the values of the ground states, a partic-
ular vacuum expectation value may be chosen:

Φ0 =
1√
2

(
0
ν

)
, ν =

√
−µ2

2λ
, (2.16)

where ν is called “vacuum expectation value“ and it defines the set of minimum of the potential.
A perturbation expansion around the ground state is necessary to analyse the dynamic of the field
around the minimum:

Φ(x) =
1√
2

(
0

ν +h(x)

)
exp{iχ(x)}. (2.17)

Where h(x) and χ(x) are real fields and h(x) will be interpreted as the visible scalar Higgs field. The
perturbation is expressed with this formula to have a constant part that represents the non-zero value
of the ground state. In addition a variable field is added for small perturbations around the ground
state.
The new field χ(x) is a massless scalar field and is a consequence of the spontaneous symmetry
breaking, as postulated by the Goldstone theorem [16]. The Lagrangian is locally gauge invariant for
SU(2) and with a particular choice of the gauge (“unitary gauge“) the new scalar field can be set to
zero. When the perturbed field is replaced in the Lagrangian, one obtains:

LHiggs =
1
2
(∂µ h)(∂ µ h)+

g
4
(v+h)2WµW µ +

g2

8cos2θW
(ν +h)2Zµ Zµ+ (2.18)

+
µ2

2
(ν +h)2− λ

16
(ν +h)4. (2.19)

The Lagrangian includes mass terms, in the form of mµ Aµ Aµ , for the gauge fields. The fields corre-
sponding to the physical Z0 and W± bosons rise from the covariant derivative in the kinetic term of
the new field. Moreover, the self interaction of the Higgs field leads to an additional mass term: the
Higgs boson. The masses can be expressed in terms of coupling constants, vacuum expectation value
and µ parameter:

mW =
gν

2
, mZ =

mW

cosθW
, mH =

√
2µ. (2.20)

The Higgs boson mass mH is not predicted by theory, since µ is a free parameter. Nevertheless,
the Higgs boson mass has been measured at LHC by the ATLAS and CMS experiments and is '
125 GeV [17, 18]. The BEH mechanism allows to include also the quark and leptons masses in the
SM framework without violating the gauge symmetry. A new term, invariant under SU(2)L⊗U(1)Y ,
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is add to the electroweak Lagrangian:

LLeptons = λl [(ν̄ , l̄)L

(
φ+

φ 0

)
lR +h.c.], (2.21)

where λl defines the coupling of interaction between fermions and the Higgs field and is called the
Yukawa coupling. When introducing the Higgs field h(x) in the additional term, a lepton mass term
and an interaction term are obtained:

LLeptons =−ml l̄l−
ml

ν
l̄lh. (2.22)

In the case of the quarks the procedure is similar, but all components of the doublets become massive.
Therefore a different parametrisation is used:(

−Φ0

Φ−

)
= ΦC =−iσ2Φ

∗ =

√
1
2

(
ν +h

0

)
, (2.23)

at the minimum.
The Lagrangian density of the quark Yukawa interaction is:

LQuarks = λ
i j
d (ūi, d̄′i)L

(
φ+

φ 0

)
d jR−λ

i j
u (ūi, d̄′i)L

(
−φ̄ 0

φ−

)
u jR +h.c., (2.24)

where d′ = ∑
3
n=1 Vindn, where Vin is the CKM matrix2 and dn denotes the d, s, and b quarks fields.

In conclusion, the BEH mechanism is able to include bosons and fermions masses in the SM frame-
work without losing the gauge invariance of the Lagrangian.

2.6 Limits of the Standard Model

The SM theory provides a good description of the interaction of the particles found so far and it does
not predict any new particle. Precise experimental measurements have confirmed the predicted re-
sults and did not show any significant deviation from the SM expectation. Standard Model is able to
describe the interaction of particles up to the Planck scale, the energy scale where quantum effects
of gravity should start to be significant (∼ 1019 GeV). Unfortunately, gravity is a non-renormalisable
theory and it cannot be described by QFT.
Despite the success, some experimental evidences suggest that the Standard Model is not describing
all observed phenomena, such as the neutrino oscillations, the presence of non-baryonic, cold dark
matter and the observed abundance of matter over anti-matter in our Universe.
In the following section an overview of the main problems in the SM is given.
Grand Unification Theory
If the SM is considered to be valid only at low energies (below the Planck scale), it should be derived
from a more general description of the particle interactions in a wider energy scale. In the past years
theorists proposed many models where the coupling constants of the SM unify at a high energy scale.
Models of this type are called Grand Unification Theory (GUTs).

2The Cabibbo-Kobayashi-Maskawa matrix (CKM matrix) is a unitary 3x3 matrix that describes mixing of quarks and CP
violation in flavour-changing processes in the SM. The CKM matrix can be parametrised by three mixing angles and one phase.
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The main problem with high-energy completion of the SM is how to include the gravitational interac-
tion in the GUT, since gravity is non-renormalisable and cannot be easily described with a Quantum
Field Theory.

Hierarchy problem
One of the main questions is why the weak scale (∼ 102 GeV) is much smaller than other relevant
scales such as the Planck scale (∼ 1019 GeV): this is the so called hierarchy problem.
This “problem“ is closely related to the un-naturalness of the Higgs boson mass. As a feature of the
QFT, in the BEH mechanism scalar particles acquire large masses through large radiative corrections.
As a consequence, the Higgs boson receives huge quantum corrections to the mass from every particle
which couples to its field.
The radiative corrections can be expressed as function of the Yukawa couplings (λ f ) and the fermions
masses (m f ). Moreover, they are dependent on a energy cutoff (Λ) which defines the upper limit of
the theory in the energy scale:

∆m2
h =−

λ 2
f

16π2 (2Λ
2 +O[m2

f ln
Λ

m f
]). (2.25)

If the SM would be the only theory valid up to the Planck scale, the radiative corrections would
be much bigger than the experimental Higgs boson mass. Therefore, a strong fine-tuning would be
needed to obtain the observed value. Many Beyond Standard Model theories (BSM) address the hier-
archy problem.

Neutrino oscillations
An additional problem arises from the experimental results obtained with the study of neutrino oscil-
lations. In the SM, neutrinos are described as massless, chargeless particles which have three different
flavours. Experimental observations shows that neutrinos propagating in space can be observed with
a different flavour from the initial one. That indicates that neutrinos are not massless and a mixing of
neutrino eigen-states, which can be explained introducing three different mass eigen-states not corre-
sponding to the flavour eigen-states [19]. The relations between mass and flavour eigenstates for the
three neutrino generations are described by the Pontecorvo-Maki-Nakagawa-Sakata matrix (PMNS
matrix) [20] containing the oscillation probabilities between the neutrino flavours.
Unfortunately the experimental results did not allow yet to have a precise measurement of the masses,
which would shed a light on a possible New Physics.

Dark Matter and Dark Energy
In 1933, Fritz Zwicky observed a discrepancy in the mass of the Coma cluster measured with two
different methods: doppler shift and visible light. In the first case a mass 400 bigger was measured. It
was the beginning of several experimental indications of the presence of an invisible mass called dark

matter (DM) [21].
A first example is the measurement of the radial velocity of rotating galaxies. Vera Rubin and collab-
orators observed an unexpected trend in the rotational velocity of galaxies which represents a hint for
additional undetectable mass.
Another example is given by the micro-lensing effect predicted by Einstein’s theory of general rela-
tivity. Light rays from a luminous source are deflected by a large amount of matter between the source
and the observer due to the deformation of the space-time curvature. In some cases, the effect is so
strong that is not justified by the observed baryonic matter [22].
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Figure 2.3: The merging cluster 1E0657-558. On the right is the smaller Bullet cluster which is passing
through a larger cluster. The invisible mass distribution is indicated by the green lines [23].

Another DM evidence comes from the Bullet Cluster, where a collision between two galaxy clus-
ters can be observed. Figure 2.3 shows the mass distribution of the underlying galaxies measured
through gravitational lensing (green lines) and the X-ray emission from the hot gas (coloured) in a
collision. The coloured halo is spread out because of electromagnetic effect, while the green lines
passed through each other without any inelastic interactions and the only visible effect is a reduction
of velocity of the stellar matter. This is a hint of dark matter particles interacting only gravitationally.
From experimental results one can conclude that the mass-energy of the universe is composed of 4.9%
of the known ordinary matter and 26.8% by dark matter. The remaining 68.3% is composed by dark

energy, a form of energy which is not possible to detect with the current technology and which is
responsible of the accelerating expansion of the universe [24].
After the discovery of the Higgs boson in 2012, one of the goals of the Large Hadron Collider is
to find hints of New Physics which would allow to solve the problems of the SM. One of the most
important theories beyond the SM which inspired many searches is the so-called Supersymmetry.
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Chapter 3

Beyond the Standard Model

3.1 Introduction to Supersymmetry

In 1970s, several publications proposed a new theory which would solve some of the limitations of
the SM such as the hierarchy problem and provide a suitable dark matter candidate: Supersymmetry
(SUSY) [25, 26, 27, 28]. It is an extension of the SM which introduces a new symmetry between
fermions and bosons. It has been considered a feasible Beyond Standard Model (BSM) candidate due
to:

• the introduction of new supersymmetric particles that naturally solves the hierarchy problem
without any “fine-tuning“ of the Higgs boson mass;

• unification of the gauge coupling constants of the known interactions at high energies;

• additional particles that are possible candidates for dark matter;

• SUSY is characterised by a rich phenomenology with many different models leading to a wide
range of final states, being an ideal benchmark for many analyses.

As mentioned in the previous chapter, the hierarchy problem is an important open question in the con-
text of the SM. When introducing SUSY particles in the computation of the Higgs boson mass, their
contribution is opposite to the SM particles and it reduces the radiative corrections. Since supersym-
metric partners need to have different masses1, the radiative corrections are reduced to a logarithmic
divergent corrections and not a complete cancellation; which, if the mass splitting between the SM
particles and their superpartners is not too huge, should be an acceptable solution to the hierarchy
problem.
SUSY is an interesting theory since it also provides the unification of the gauge coupling constants.
Figure 3.1 shows a schematic evolution of the inverse of the intensity of coupling constants at high
energies. In the SM (left), the forces do not meet in a common point. Several SUSY models affects
the effective couplings in such manner that the gauge couplings lead to a unique coupling value at
high energy scale (right). The conserved quantities in the SM are a direct product of space-time sym-
metries (mass, momentum, spin) and internal gauge symmetries SUC(3)× SUL(2)×UY(1) (colour,
weak isospin, electric charge). The SM symmetries commute with space-time symmetries, meaning
that any transformation will not affect the space-time conserved quantities, such as electric charge or

1There was no observation of any non-SM particle in the SM mass range.
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Figure 3.1: Energy dependent evolution of the inverse of the strength of the coupling of the three forces in the
SM (left) and with the introduction of supersymmetry (right) [29].

the spin. Supersymmetry transformations considered in SUSY directly associate fermions and bosons,
affecting the spin of the particles.
These kind of transformation would represent an exception to the Coleman and Mandula theorem [6],
which states that space-time and internal symmetries need to commute with each other. Haag, Lo-
puszanski and Sohnius extended the possible symmetry to include anticommutating generators [30].
In this way SUSY provides a unique extension of the possible symmetries realised in nature.
In order to construct a supersymmetric extension of the SM, transformations that connect bosons
and fermions are added via a super-Poincarè group. The SUSY group is represented by a fermionic
operator Q and its hermitian conjugate Q† which satisfy:

Q|ψboson >= |ψfermion > Q†|ψfermion >= |ψboson > . (3.1)

Supersymmetric particles and their SM partners are grouped in two different types of supermultiplets.
The chiral multiplets contain SM fermions with their scalar superpartners (sleptons, squarks) or scalar
Higgs boson with the corresponding SUSY partners with spin-1/2 (Higgsinos). In the second case,
vector-supermultiplets are formed by the SM gauge bosons and their fermionic superpartners (gaug-
inos). Due to commutation properties, the particles contained in the same supermultiplet share the
same charges originated by the gauge symmetries. It follows that there always are two supersymmet-
ric partners, a boson and a fermion, with the same quantum numbers except the spin.

3.1.1 Supersymmetry breaking

As mentioned previously, experimental observations have not shown any observation of SUSY par-
ticles in the SM particle mass range. Supersymmetry has to be a broken symmetry otherwise the
supersymmetric partners would have the same masses as the SM particles and they would have been
already observed.
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The way to include the breaking mechanism in the SUSY framework, without losing the cancella-
tion of the quadratic corrections to the Higgs mass, is to add a soft-breaking term to the effective
Lagrangian density:

L = LSUSY +LSoft. (3.2)

where LSoft includes many new terms and it allows squarks, sleptons and gauginos to acquire masses
higher than SM particles. The term “soft“ suggests that supersymmetry breaking is “soft“ enough to
avoid to introduce again quadratic divergent terms in the Higgs mass.
In fact, the corrections to the Higgs mass, with soft terms included, may be written as:

∆m2
H = [

λ

16π2 log(
Λ

mSoft
)+ ...], (3.3)

where mSoft is the largest mass scale associated to the additional Lagrangian term, while Λ is the SUSY
breaking scale. In order to avoid the hierarchy problem, the mass splitting between SM particles and
their superpartners should be in the order of 100 GeV - 1 TeV.

3.1.2 Minimal Supersymmetric Standard Model

The simplest supersymmetric extension of the SM is the Minimal Supersymmetric Standard Model
(MSSM). It is called minimal since it predicts the smallest number of new particles and provides
a natural solution for the hierarchy problem, if the masses of the predicted superpartners are in the
range 100 GeV - 1 TeV. The particles are organised in supermultiplets containing SM particles and
their superpartners. Moreover, the MSSM keeps the SUC(3)× SUL(2)×UY(1) gauge symmetry of
the SM. The chiral doublet supermultiplets are formed by the left-handed quarks (Q) and leptons (L)
and the bosonic superpartners (sleptons and squarks). While the right-handed fermions form singlets:
Uc and Dc for u-type and d-type antiquarks, and Ec for antileptons. The vector superfields include the
SM bosons (B0,W 0,W±) and their fermionic superpartners (gluinos, winos and binos). Finally, the
Higgs sector is described by 2 left-handed chiral supermultiplets:

Hu =

(
H+

u

H0
u

)
, Hd =

(
H0

d

H−d

)
. (3.4)

The two doublets are required since each of them give mass only to u-like and d-like quarks respec-
tively.
The interaction of the superfields may be parametrized with the superpotential W :

WMSSM = yuUcQHu− ydDcQHd− yeEcLHd−µHuHd , (3.5)

where yu,yd and ye are 3×3 matrices which describe the Yukawa coupling parameters, while µ is the
Higgsino mass.
The superpotential is written in order not to violate the R-parity2, which suppresses possible lepton
or baryon number violating terms not observed in nature. Terms may be added to consider a potential

2The R-parity is defined as PR = (−1)3B+L+2s where s is the spin quantum number, B is the baryon number and L is the
lepton number.
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R-parity violation:

W∆L=1 =
1
2

λ
i jkLiL jLkEc

k +λ
′i jkLiQ jLkDc

k +µ
′iLiHu, i, j,k ∈ 1,2,3

W∆B=1 =
1
2

λ
′′i jkUc

i Dc
jD

c
k.

where i, j,k are the generation indices, λ ,λ ′,µ ′ violate the leptonic number and λ ′′ the baryonic num-
ber.
If R-parity is conserved (RPC), all coefficients are set to zero. In a scenario of R-parity violation
(RPV), the terms will contribute to the superpotential and lead to a scenario where all SUSY particles
are unstable and decay to SM particles., thereforethe missing transverse momentum is lower com-
pared to RPC scenarios. The analysis presented in this dissertation will also cover searches for RPV
models.
As in the SM, the gauge eigenstates of SUSY multiplets do not necessary correspond to the mass
eigenstates. The Higgs doublets mix to 5 different physical Higgs bosons: two charged scalars (H±),
two neutral scalar (h0,H0) and a psuedo-scalar state (A0). The neutral gauginos (higgsinos, winos
and binos) mix to form four neutralinos: χ̃0

i with i ∈ 1,2,3,4, while the charged gauginos form the
two chargino states χ̃

±
1,2. The third generation sfermions are a mixing of left-handed and right-handed

gauge eigenstates into mass eigenstates for stop and sbottom quarks (t̃1,2, b̃1,2) and tau slepton (τ̃1,2)
and sneutrino (ν̃τ ). Table 3.1 resumes all supersymmetric particles of the MSSM.

Particles Spin Gauge eigenstates Mass eigenstates

Higgs bosons 0 H0
u H0

d H+
u H−d h0 H0 A0 H±

ũL ũR d̃L d̃R (same)

Squarks 0 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e (same)

Sleptons 0 µ̃L µ̃R ν̃µ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

Neutralinos 1/2 B̃0 W̃ 0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

Charginos 1/2 W̃± H̃+
u H̃−d χ̃

±
1 χ̃

±
2

Gluinos 1/2 g̃ (same)

Gravitino 3/2 G̃ (same)

Table 3.1: Summary of the SUSY particles predicted by the MSSM.

The weak-scale R-parity conserving MSSM [31] has 120 free parameters. Most of these parameters
are related to CP-violation and flavour changing neutral currents, which are constrained by experi-
mental results. Therefore, introducing few reasonable assumptions on the flavour and CP structure,
it is possible to strongly reduce the number of free parameters. A version of the MSSM with 19 free
parameters can be introduced: the phenomenological MSSM (pMSSM).
The pMSSM includes all the SM parameters as well as additional free parameters such as three in-
dependent gaugino mass parameters (M1,M2,M3), the ratio of the Higgs vacuum expectation values
(tanβ = v2/v1), the higgsino mass parameter µ and the pseudoscalar Higgs boson mass mA.
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Figure 3.2: Sketch of a possible spectrum of a Natural SUSY model [32].

3.1.3 Natural SUSY spectrum

The mass spectrum of SUSY particles is expected to range from the electroweak mass scale (100-
200 GeV) up to many TeV in order to not have a high level of fine-tuning to stabilise the mass scale
of the electroweak symmetry breaking. In case of a high mass SUSY spectrum, a ‘fine-tuning‘ would
be needed to stabilise the Higgs mass.
The Higgs mass scale sets many constraints in SUSY scenarios. Also in the case of the MSSM, large
radiative correction from top and stop quarks are needed to obtain mH=125 GeV. This can be solved
by adjusting the mixing of left-handed and right-handed mass eigenstates of the stop, subsequently
the observed Higgs boson is set as h0, the lightest neutral Higgs mass eigenstate.
Finally, the logarithmic terms from the divergent diagrams exactly cancel the top corrections if the top
and both stops (t̃1, t̃2) are degenerate. Since it is known that SUSY particles and SM partners are not
degenerate, the mass of the lightest stop is expected to be close to the top quark mass to keep a high
cancellation of the radiative corrections. Due to this, the searches for direct production of top squark
are considered to be crucial in the ATLAS SUSY program since the stop is expected to be the lightest
squark. In Chapter 8, another important search for Natural SUSY scenarios is introduced.
A Natural SUSY model has different constraints on the SUSY particle masses. The Higgs boson
mass should be related to the h0, as mentioned above, while the sleptons and third-generation squarks
should lie at the sub-TeV scale and be accessible to the LHC. Figure 3.2 shows a scheme of a Natural
SUSY spectrum.
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Chapter 4

LHC and the ATLAS detector

4.1 Large Hadron Collider

The Large Hadron Collider (LHC) [33] is currently the largest and most high energy proton-proton
collider in the world. It is a synchrotron with a circumference of 27 km and it is located on the bor-
der between France and Switzerland. Inside the tunnel, which previously hosted the Large Electron
Positron (LEP) collider, bunches of protons are accelerated and collided in the four main interaction
points where the experiments (ATLAS, CMS, LHCb and ALICE) are situated. The bunches are ac-
celerated by superconducting magnets and LHC is designed to have a centre-of-mass collision energy
of
√

s = 14 TeV with a bunch spacing of 25 ns. Each bunch contains approximately 1011 protons.
The protons are accelerated by a group of pre-accelerators, before being injected in the LHC ring. In
the linear accelerator LINAC2, the protons are generated and introduced in the Proton Synchrotron
Booster (PSB), where they are accelerated up to 1.4 GeV. The Proton Synchroton (PS), cumulates
and compress the protons to form the bunches and raise the energy to 25 GeV. The final boost, before
entering the LHC ring, is given by the Super Proton Synchroton (SPS) which accelerate the bunches
to 450 GeV.
Two long periods of data taking occurred up to now: 2010-2011 at 7 TeV and 2012 at 8 TeV form the
Run-I, while the 2015-2018 at 13 TeV form the on-going Run-II.

4.1.1 Parameters and performances

The frequency of bunch collisions at LHC reached up to 40 MHz in Run-II. This was one of the main
goals of the accelerator, in order to provide a high number of collisions. The instantaneous luminosity
L is used to determine how many events are produced:

Nevents = σLint = σ ×
∫

L ·dt (4.1)

where σ is the cross-section for the production of the studied events, Lint is the integrated luminos-
ity and L is the instantaneous machine luminosity. The latter can be defined with a set of beam
parameters:

L =
N2

pnb f γ

4πεβ ∗
F (4.2)

where, at the numerator, Np is the number of particles per bunch, nb the number of bunches in a single
beam, f the beam revolution frequency and γ the relativistic γ-factor. In the denominator, ε is the
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Figure 4.1: Cumulative luminosity versus time delivered to (green) and recorded by ATLAS (yellow) during
stable beams for pp collisions at 13 TeV centre-of-mass energy in 2015 (left) and 2016 (right) [34].

normalized transverse beam emittance and β ∗ is the beta function which describes the transverse size
of the particle beam at the interaction point. The numerator is related to the rate of interactions, while
the denominator term is a measure of the area of the beam spot at the interaction point. The geomet-
rical correction F takes into account the crossing angle at which the beams are colliding.
The integrated luminosity is the interesting quantity for physics analysis. In this thesis the data col-
lected in 2015 and 2016 is considered. In Figure 4.1 the integrated luminosity delivered by LHC and
recorded by the ATLAS experiment in 2015 and 2016 are shown. The luminosity peak reached in this
period by LHC is 13.8×1033cm−2s−1.

4.2 ATLAS detector

ATLAS (A Toroidal LHC ApparatuS) [35] is one of the four main experiments placed along the Large
Hadron Collider. ATLAS played a crucial role in the discovery of the Higgs boson and in the study of
its properties. In addition to high precision measurements of SM particles, it is involved in the search
for hints of New Physics, such as Supersymmetry (SUSY), beyond SM models, Dark Matter and extra
dimensions.
With its 46 meters of length, 25 meters of width, 25 meters of height and 7000 tons of weight, it is the
largest high energy particle detector ever built.
The ATLAS detector (Figure 4.2) was initially designed to observe the Higgs boson in a large mass
range and considering all the possible decay channels. The search for the Higgs boson was the ref-
erence to set the performance of the detectors which form the ATLAS experiment. Looking at the
theoretical dependency of the branching ratio by the mass of the Higgs boson and at the characteris-
tics of the final states, one can observe that the ideal and cleanest channels to study the Higgs boson
are: at low masses H→ZZ∗, where the Z decays leptonically, and H→ γγ; while at high masses the
dominant are the WW and ZZ channels, where they produce leptons, jets and neutrinos in the final
state. Furthermore, the expected decay width was of few MeV, consequently to observe the signal it
was required a high resolution in the measurement of photons, leptons, jets and neutrinos.
To acquire a good sensitivity to the Higgs boson and New Physics, the ATLAS detector needed to
fulfil a list of requirements:

• high acceptance, close to the solid angle;
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Figure 4.2: Scheme of the ATLAS detector [35].

• good momenta resolution of charged particles and good efficiency reconstruction with the inner
tracker (from hundreds of MeV to few TeV);

• hermetic calorimeters to properly measure the missing transverse momentum and fine segmen-
tation to distinguish photons, electrons and jets;

• good identification and momenta resolution of muons in a wide range of momenta, along with
the capacity to determine the charge of high pT muons;

• quick and efficient trigger system on low transverse momenta objects, rejecting most of the
background is a crucial requirement to have an ideal rate to study events of interest;

• resistance to high flow of particles keeping high performances and avoid ageing effects.

4.2.1 Coordinate system

The experiment has a cylindrical symmetry around the axis of the beam collision. A scheme of
the coordinates system and naming conventions used to describe the ATLAS detector is shown in
Figure 4.3. The point of the nominal interaction of the beams defines the origin of the reference
system. The z-axis is orientated along the beam lines, while the x-y plane is perpendicular to it with
the positive x-semi-axis pointing towards the center of the ring, while the y-axis points upwards. The
points on the x-y plane are given in polar coordinates (R, φ ), where φ is the azimuthal angle and is
set to 0 on the x-axis. The polar angle θ , measured with respect to the z-axis, is not a boost invariant
quantity; therefore is preferable to use the rapidity, since the difference between the rapidities of two
particles is invariant under the boost along the z-axis. The rapidity is defined as:

y =
1
2

ln(
E + pz

E− pz
) (4.3)

Since most of the particles observed in ATLAS are highly relativistic, the mass becomes negligible
and the pseudorapidity can be used:

η =−ln(tan(θ/2)). (4.4)
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Figure 4.3: Scheme of the reference system of ATLAS [36].

Since both φ and η are Lorentz invariant, it is convenient to define the angular separation between
two objects with

∆R =
√

∆η2 +∆φ 2. (4.5)

On the x-y plane energy and momenta are conserved; therefore, important quantities used in the
context of ATLAS analysis are the transverse momentum:

pT =
√

p2
x + p2

y (4.6)

and the transverse energy:
ET =

√
E2

x +E2
y . (4.7)

4.2.2 Magnet system

The ATLAS magnetic system [37], shown in Figure 4.4, is formed by three superconducting mag-
nets sub-systems providing a strong magnetic field, which is crucial to measure the charged particle
momenta in the TeV range.
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Figure 4.4: A schematic view of the ATLAS magnet systems [37].

The magnets forming the system are:

• Central Solenoid: its 2 T axial magnetic field is parallel to the beam and is exploited to recon-
struct the transverse momenta of the charged particles from the primary vertex inside the inner
part of the detector.

• Barrel Toroid: it is a cylindrical symmetrical toroid and it generates a 0.5 T and 1 T magnetic
field for the muon detectors in the central and end-cap regions, respectively; the direction is
tangential to the circumference with the z-axis as center.

• End-Caps Toroids: two toroid magnets which provide a 1.0 T field in the forward areas of the
muon spectrometer.

4.2.3 Inner detector

The Inner Detector (ID) [38, 39] is the closest system to the interaction point. It is composed by
silicon pixel and silicon strip SCT (Semi Conductor Tracker) detectors in the inner part and by the
TRT (Transition Radiation Tracker) detector in the outer part, as shown in Figure 4.5. The system is
immersed in a 2T axial magnetic field and it provides precise measurement of momentum, direction
and impact parameter of charged particles. It also allows to reconstruct efficiently primary and sec-
ondary vertices. The ID is 6.2 m long and 2.1 m in diameter, and it covers a pseudorapidity range up
to |η |< 2.5. By design the ID provides a combined track momentum resolution of

σpT

pT
= 0.05%pT⊕1% (4.8)

where pT should be expressed in GeV.
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Figure 4.5: A schematic view of the ATLAS Inner Detector [40].

Pixel detector
The pixel detector is the closest sub-system to the beamline. It extends in the region with |η | < 2.5
and it consists of four cylindrical barrel layers and three forward disks layers on either end-caps. The
layers are segmented in R - φ and z with typically three hits per track and all pixels have a minimum
dimension of 50× 400 µm2 (in R-φ×z). The resolution in the barrel is 10 µm (R-φ ) and 115 µm (z),
as in the end-cap. Each module has 40,080 pixel electronic channels for a total number of channels in
the Pixel Detector of approximately 80.4 Millions.
During the last LHC long shutdown, the Insertable B-Layer (IBL) [41], a new tracking layer, was
added at a distance of 33.3 mm adding other 12 million pixel read-out channels to the system.

Semi-Conductor Tracker
The SCT sits just outside the pixel detector and is based on silicon microstrip technology. In the bar-
rel region, the detector has strips at small angles (40 mrad), with a group of strips axially placed with
respect to the beam axis which provide a one-dimensional measurement. While in the endcap region,
a group of strips is placed radially and a second one has a 40 mrad angle displacement to measure
the second coordinate. The resolution in the barrel (end-caps) region is 17 µm in R-φ and 580 µm in
R (z). The total amount of readout channels in the SCT is about 6.3 million.

Transition Radiation Tracker
The TRT is the most external detector in the inner detector and can provide up to 36 hits per track.
The detector is composed of more than 300 000 4-mm diameter tubes, filled with a gaseous mixture of
70% Xe, 20% CO2 and 10% CF4. When the traversing particle excites the gas, the charge is collected
by a thin wire of tungsten (anode), placed at the center of the tube and connected with the read-out
electronics.
In the barrel (end-caps), the tubes are 144 cm (37 cm) long and parallel (radial) to the beamline. It
only provides information on the coordinate R-φ in the barrel and z-φ in the end-caps with a nominal
resolution of 130 µm per tube.
Another important characteristic of the TRT is the ability to distinguish electrons and charged pions.
Transition radiation photons are produced in the polymer fibers (barrel) and foils (end-caps) inter-
spersed with the tubes and then absorbed by the Xe atoms in the gas, amplifying the ionisation signal.
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Figure 4.6: Schematic view of the ATLAS calorimeter system [35].

In the case of an electron the average number of photons produced is much higher than for charged
pions, which allows to discriminate between the different type of particles.
The ID system provides tracking information which can be combined with the precision measure-
ments from the electromagnetic calorimeter, in order to identify the electrons, and from the muon
spectrometer, in order to measure more precisely the muon momenta.

4.2.4 Calorimeter system

The calorimeter system (Figure 4.6) is sub-divided into two parts. The inner part is the electromag-
netic calorimeter (ECal) [42]; the outer part is the hadronic calorimeter (HCal). Both ECal and HCal
are sampling calorimeters, consisting of alternating layers of absorbing material, to reduce the energy
of the incident particle, and active medium to detect the signal.
The calorimeters are designed to contain electromagnetic showers up to a few TeV and absorb most
of the energy of a typical hadronic shower. In the EM calorimeter the total thickness is expressed in
radiation length (X0)

1, while the Had calorimeter is expressed in interaction lengths (λ 2). Addition-
ally the calorimeters can limit the contamination of jets ('punch-through') which could deposit part of
their energy in the muon calorimeter.

Electromagnetic calorimeter
The EM calorimeter is a liquid argon (LAr) sampling calorimeter, with lead plates as absorbers. It
is formed by the barrel calorimeter (EMB), covering the region with |η | < 1.475, and two end-caps
(EMEC), coaxially placed in the forward areas, where the internal one covers 1.375 < |η |< 2.5 and
the outer 2.5 < |η | < 3.2. An additional calorimeter is placed in the inner position to the beamline
(|η | < 1.8). At the transition region of the barrel and end-cap components, there exists a region of
degraded performances called 'crack region' (1.37 < |η | < 1.52). Many analysis involving photons
and electrons exclude this region to maintain a high quality of identification and measurement.

1radiation length (X0): corresponds to the mean distance over which an electron loses 1/e of its energy via bremstrahlung.
2analogue of X0 for hadronically interacting particles and λ = a

NAσtot
where a is the atomic weight of the material crossed,

NA the Avogadro's number and σtot the total cross section.



26 Chapter 4. LHC and the ATLAS detector

Figure 4.7: Structure of the EM calorimeter in the barrel [35].

Figure 4.7 shows a section of the EM calorimeter. The electrodes are built with an accordion geometry
to ensure that particles pass through both the active and passive material. This design also allows to
avoid the presence of dead-zones and a signal extraction at either end of the electrode, which means
optimal tightness and which reduces electronic dead-time. The calorimeter is divided into three layers
with decreasing granularity and it allows to distinguish prompt photons from π0→ γγ and electrons
from charged pions.
EMB and EMEC share the same geometry, in the end-caps everything is rotated into the radial direc-
tion along with the accordion geometry.
The energy resolution of this calorimeter is:

∆E
E

=
10%√
E/GeV

⊕0.3%

ση =
40√

E/GeV

Hadronic calorimeter
The hadronic calorimeter (HCal) measures the energy and direction of the hadronic jets produced by
the hadronization of quarks and gluons. It is placed outside the EM, as the hadronic showers are
typically wider and longer than electromagnetic ones.
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The system is composed by three parts:
Tile calorimeter: a sampling calorimeter [43] composed of steel as the absorber material and scintil-
lating plates as the active medium. It is placed right after the EM and it covers |η |< 1.0 in the barrel
and two additional extensions in 0.8 < |η |< 1.7.
Hadronic LAr end-caps Calorimeter (HEC): It is formed by two independent wheels per end-cap.
These are placed outside the EMEC and share the same cryostat system. HEC is a sampling calorime-
ter using LAr as active material and copper plates as absorbers, due to the higher radiation in the
forward region. The coverage overlaps slightly with the Tile Calorimeter (1.5 < |η |< 3.2).
LAr forward calorimeter (FCal): It is integrated in the cryostats of the end-caps to have a more
homogenous coverage of the calorimeter and to reduce the background in the muon spectrometer.
The FCal covers the forward region of 3.1 < |η |< 4.9, is 10 X0 thick and is formed by three modules
per end-cap. The inner is a Cu/LAr calorimeter, optimised for electromagnetic showers, while the
other two are hadronic W/LAr calorimeters. A passive layer of brass is added at the end to absorb the
remaining hadron shower.

4.2.5 Muon spectrometer

The muon spectrometer [44] constitutes the outer part of the ATLAS detector. It was designed to
detect charged particles coming out of the calorimeters in the barrel and end-caps region, and to
measure their momenta up to |η |< 2.7 with a resolution better than 10% for 1 TeV tracks. Moreover,
trigger chambers are present in |η |< 2.4.
The momentum is calculated with the sagitta measurement, with a resolution of:

∆p
p

=
8

0.3BL2 ∆s, (4.9)

where B[T] is the magnetic field intensity, L[m] is the distance between the first and last hit in the
spectrometer and ∆s is the sagitta. This formula is valid only for constant B-field, which is not the
case in the muon spectrometer.
Figure 4.8 shows a schematic view of the muon spectrometer. The precision chambers are placed
inside the eight coils of the toroidal magnet in the barrel as well as on the two sides of the toroidal
magnets in the end-caps. The structure of the system is composed by eight octants, reflecting the
symmetry in φ of the toroids. Each octant is subdivided in two sectors in the azimuthal direction:
the large sector and the small sector. Several lateral extensions cause an overlap which minimises the
holes in φ of the coverage of the detector.
In the barrel, the chambers are arranged in three cylindrical shells around the beam axis, often called
'stations', with a radius of 5m, 7.5m and 10m. The end-caps form three wheels perpendicular to the
beam axis and 7.4m (Small Wheel), 14m and are 21.5m (Big Wheel) away from the interaction point
(along the z-axis). Figure 4.9 shows the transversal and longitudinal projection of the system.
The momenta measurement is performed by Monitored Drift Tube (MDT) chambers (|η |< 2.7) which
have a high momenta resolution and are easy to construct. In the forward region (2< |η |< 2.7), Cath-
ode Strip Chambers (CSC) are used to complete the inner part of the tracker due to the low dead-time
and good time resolution.
Since the muon spectrometer needs to act also as trigger for muons, a system of trigger chambers is
integrated in between the precision chambers. The trigger chambers need to store information on the
tracks, few nanoseconds after the muon has traversed the detector. For this purpose Resistive Plate



28 Chapter 4. LHC and the ATLAS detector

Figure 4.8: Overview of the different components of the muon system in ATLAS [35].

Figure 4.9: Scheme of the transversal (left) and longitudinal projection of the muon spectrometer [45].

Chambers (RPC) are placed in the barrel region (|η | < 1.05) and Thin Gap Chambers (TGC) in the
end-caps (1.05 < |η | < 2.4). These chambers also measure coordinates of the tracks: one in the di-
rection of the curvature of the track (η) and the other in the transverse plane of the curvature (φ ).
The aim of the precision chambers is to measure the η coordinate, which is useful for the momenta
extrapolation. In addition, the combination of the hits on the MDTs and of the trigger chambers pro-
vides the φ coordinates of the tracks. This method assumes that for each MDT-trigger chamber pair
only one track per event is detected, since two or more η and φ tracks cannot be combined univocally.
If this happens (rarely), the ambiguity is solved combining the tracks of the muon candidate with the
information from the ID. Muon reconstruction efficiency is well above 95% in almost all pT and η

region.

Monitored drift-tube Chambers (MDTs)
MDTs are aluminum tubes with a 30 mm diameter and a 400 µm thickness, filled with a gas mixture
of 93% Ar - 7% CO2 which provides an excellent resistance against ageing. When a muon crosses
the tubes, it ionises the gas and the electron avalanches are collected by a tungsten wire placed in the
center of the tube. Each chamber is formed by two multi-layers of drift tubes, separated by aluminium
spacer bars. Each of them consists of three (middle and outer) or four (inner) layers of tubes. The
resolution achieved by a single tube is about 80 µm, while the total chamber resolution is about 35 µm.
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Cathode strip chambers (CSCs)
In the forward region, the rate of particle is higher (> 150 Hz/cm2) and MDTs performance strongly
decreases, such that Cathode Strip Chambers are used. These are multiwire proportional chambers
with multiple anodes wires in a mixture gas of 80% Ar and 20% CO2. They are characterised by a
fast response time and high spatial resolution. The orthogonal layout allows to measure the charge
distribution in both radial and φ coordinate with a resolution of 40 µm and 5 mm respectively.

Resistive Plate Chambers (RPCs)
RPCs are used mainly as trigger chambers, but also provide a measure of the second coordinate in the
barrel. The chambers are filled with a gas mixture of C2H2F4 and a small fraction of resistive compo-
nent SF6 contained in two resistive parallel plates of bakelite, kept at a 2mm distance. Similarly to the
MDTs, the muon ionises the gas and the signal is amplified by the electric field of about 4.5 kV/mm
between the plates. The signal is then readout by metallic reading strips.
The two detector layers which form the chamber are placed orthogonally to read both the η and φ

coordinates. Two layers of chambers (middle station) provide the trigger for low-pT muons, while a
third one (outer station) is used for high pT trigger thresholds.

Thin Gap Chambers (TGCs)
As mentioned above, the end-cap region suffers from a higher particle rate. TGCs are multi-wire
proportional chambers, filled with a mixture of CO2 and n-pentane (n-C5H12), and have a similar
structure as the CSCs but a higher granularity. They are used as trigger chambers for muon tracks
and, in addition to the MDTs, they provide a second measurement of the azimuthal coordinate. Both
TGC and RPC chambers are designed to provide a signal over a time shorter than 25 ns. This allows
to identify the bunch crossing responsible for firing the trigger with an efficiency higher than 99%.

4.2.6 Trigger system

When the LHC is running at the designed performances, 40 million bunch crossings per second are
expected inside the ATLAS detector. Considering the average number of collisions expected in one
bunch crossing (∼20), the total rate of events expected is 1 GHz. Clearly it is difficult and inefficient
to store such a large amount of data, also due to the fact that many of these are soft physics events
which are not of high interest for most analyses. To reduce this rate, the ATLAS detector is equipped
with a two-level trigger system [46] based on hardware and software information. Figure 4.10 shows
a scheme of the ATLAS trigger system.
The first level (L1) is hardware-based; it exploits the MS and calorimeter information to take a deci-
sion within 2.5 µs and reduce the rate down to 100 kHz. The second level (HLT) is software-based; it
consists of fast algorithms accessing to data from a region of interest within the event that may contain
objects such as leptons or jets. The final rate of data is reduced to 1 kHz.
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Figure 4.10: Schematic view of the ATLAS trigger system [47].

4.3 Phenomenology of pp collisions

The description and simulation of the proton-proton collisions at the LHC is of crucial importance to
predict expected events detected by the ATLAS experiment, which allows to design the analyses and
compare data and theoretical calculations.
The nature of strong coupling αS allows to do perturbative calculations only at high energy scales
(hard processes), but proton-proton collisions are composed by a hard scattering process and lots of
soft (underlying) processes. The factorisation theorem [48] states that the hard part and soft part of
the collision can be factorised: the hard process is calculated with perturbative calculations, while the
soft processes are measured experimentally (for example parton distribution functions) and cannot
be calculated from first principles. In the following section, the parton distribution functions, event
simulation with Monte Carlo generators and detector simulation are introduced.

4.3.1 Parton distribution functions

The measurement of the parton distribution function (PDF) is essential to describe the proton-proton
interactions with high precision.
Protons are composed of valence quarks (two up quarks and one down quark), gluons and the so-
called sea quarks (quark-antiquark pairs generated by vacuum fluctuations). All the components of the
colliding protons (partons) are involved in the interaction, therefore it is very challenging to describe
it properly. The PDF is defined as the probability density function to find, at a specific energy scale, a
parton with a defined momentum fraction inside a hadron. The dynamics of the hadronic substructure
can be completely described by the PDF, not depending on the type of underlying scattering process,
as stated in the factorisation theorem.
The parton densities cannot be calculated perturbatively, but they can be measured at fixed energy
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Figure 4.11: Parton distribution functions (PDFs) as a function of the momentum fraction for gluons and
different quark flavours. The CT14 PDFs are calculated at NNLO for Q = 2 GeV (left) and Q = 100 GeV
(right) [51].

scale, typically with deep inelastic e±p scattering experiments or at the LHC. The dependency of the
PDF from the energy scale is then extrapolated with the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi

equation (DGLAP equation) [48, 49, 50].
Figure 6.12 shows two examples of PDFs for gluons and quarks at different energy scales Q (2 GeV
and 100 GeV). Many collaborations perform these important measurements and provide PDF sets:
CT, MSTW, NNPDF and LHAPDF [51, 52, 53, 54].
The PDFs are used for cross-section calculations and simulation of SM and BSM processes.

4.3.2 Event simulation and Monte Carlo generators

The simulation of signal and background processes for particle physics analyses is crucial for the de-
velopment of the analysis strategy and prediction of the experimental results. These simulations are
done with the so-called Monte Carlo (MC) event generators.
The proton-proton interactions are complex processes that MC are able to simulate, up to a certain
order in perturbative QCD, from the hard scattering to the final stable particles observed in a detector.
The simulation goes through several steps explained in the following section and outlined in Fig-
ure 4.12: parton shower evolution, hadronisation and interaction with the detector.
After all steps mentioned above, the simulated pp collision events are undergoing full detector sim-

ulation as discussed in 4.3.3.

Hard scattering process
The cross-section of the hard scattering processes can be calculated perturbatively as a series of ex-
pansion in powers of αS. The leading order (LO) computation gives a qualitative prediction, but it
does not describe all data well. The next-to-leading order (NLO) calculation, which includes dia-
grams with one extra power of αS, also accounts for extra radiation and provides a prediction of the
normalisation and shape of the kinematic distributions.
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Figure 4.12: Scheme of a hadron-hadron collision as simulated by a Monte Carlo event generator: hard
collision (red circle), Bremsstrahlung as simulated by parton showers (light red), secondary hard scattering
event (purple), parton-to-hadron transitions (light green ovals), hadron decays (dark green) and soft photon
radiation (yellow). [55].

Parton shower and hadronisation
The partons involved in the hard scattering induce a cascades of radiation called parton shower (PS).
There are two types of parton showers: electromagnetic showers and hadron showers.
The first ones are generated by charged particles which can radiate photons that subsequently may
decay in lepton-antilepton pairs. The second ones are formed by quarks and gluons producing quark-
antiquark pairs or additional gluons. The hadronic shower shape has a more complicated structure
due to gluon self-interaction and low-energy gluons inside the shower.
The PS algorithm proceeds with a backward evolution, starting from the hard scatter and then simu-
lating the evolution down to lower momentum scales corresponding to earlier points in the cascade.
The algorithm stops when the factorisation scale is reached and the resolution of the perturbative cal-
culation is too low. The splitting of partons are estimated with a parton splitting probability function
(i.e. quark emitting gluon) and can also include the radiation emitted by an incoming parton (so-called
initial state radiation).
Three hadronisation process consists of colourless hadrons formed from quarks and gluons.
Three different types of algorithms are used, such as SHERPA, HERWIG (cluster hadronisation method [56])
and PYTHIA (Lund string model [57]) [58, 59, 60]. The results obtained with the different algorithms
can be used to estimate theoretical uncertainties on the parton shower and hadronisation model.

Unstable particle decays
Finally, the decay of the unstable hadron particles is simulated. The lifetime and branching ratio de-
cay of the considered particles are estimated from the matrix element of the processes, later adjusted
with experimental results. These values are documented in the PDG [5]. Except for SHERPA samples,
EVTGEN [61] is used to simulate the unstable hadron decays.

Underlying event
In hadron-hadron scattering, the underlying event (UE) is defined as all the hadronic activity in the
collision, except the hard scattering part and its ISR and FSR emissions [62]. The contribution to UE
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Figure 4.13: Distribution of the average number of pp interactions per bunch-crossing for the combined
13 TeV data from 2015 and 2016 [34].

comes from multiple parton interaction (MPI) between the partons, or from beam-beam remnants,
which are left-overs of initial hadrons after the parton hard scattering.
These events populate mainly the forward region, but occasionally an additional energetic jet can be
produced. Since non-perturbative QCD processes in the UE cannot be calculated, many generators
tune the simulation parameters with collected pp data.

Pile-up
Another significant effect is the multiple interaction of particles in the same bunch-crossing, in-time

pile-up, or from previous or subsequent bunch-crossings, out-of-time pile-up.
The amount of pile-up depends strongly on the instantaneous luminosity and is usually characterised
via the number of reconstructed primary vertices NPV (for in-time interactions) and the average num-
ber of interactions per bunch-crossing < µ >. Figure 4.13 shows the average number of pp interac-
tions per bunch-crossing for the data collected in 2015 and 2016.
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The pile-up effect is simulated and added to the hard scattering process in the MC generation. The
MC samples are further reweighted such that the pile-up profile in the simulation matches the one in
data.

4.3.3 Detector simulation

The simulation of the interaction of the particle level objects with the detector is done with the
GEANT4 framework [63], which includes a full reconstruction of the detector geometry and of the
response of the tracking and calorimetry system. It takes into account also possible inactivity of read-
out modules and changes of the detector and of the trigger. The ATLAS collaboration developed a
similar framework which is able to simulate the detector with significantly lower computational time.
It is called ATLASFASTII framework [64] and fully simulates the inner detector and muon spectrom-
eter with GEANT4, while the calorimeter response is parametrised for different type of particles.
All the SUSY signal samples used in the analyses discussed in this dissertation are simulated with
ATLASFASTII, while the SM background samples are simulated by GEANT4.
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Chapter 5

Physics Objects

The following chapter describes the techniques used in ATLAS experiment to reconstruct and identify
final state particles like electrons, muons and jets. Isolation requirements are applied to separate the
signal particles from the background. Significant systematic uncertainties on particle reconstruction,
identification and isolation are explained. Only the physics objects relevant for the same-sign and
three leptons (SS3L) analysis are considered; therefore, photons and hadronically decaying taus are
not taken into account.

5.1 Electrons

Reconstruction
A combination of calorimeter signals (clusters) in the EM calorimeter and the tracks in the ID (|η | <
2.47) is used to reconstruct the electron candidate. In the Run-II analyses, the track associated with
the electron is required to be compatible with the primary interaction vertex of the hard collision. This
requirement helps reduce the background from photon conversions and secondary particles.
The cuts applied to the signal on the track parameters are: |d0|/σd0 < 5 and |∆z0 sinθ | < 0.5 mm,
where the impact parameter d0 is the distance of closest approach of the track to the measured beam-
line, z0 is the distance along the beam-line between the point where d0 is measured and the beam-spot
position, and θ is the polar angle of the track.
The transition region between the barrel part of the electromagnetic calorimeter and the EM end-caps,
called crack region, in the range 1.37 < |η |< 1.52 is characterised by a 5-10% drop in the efficiency
reconstruction and is excluded in some analyses.

Identification
Electron identification is crucial to discriminate prompt electrons from hadronic jets or converted pho-
tons. It is based on an algorithm which uses electron cluster information and track related quantities.
In Run-II, the IBL provides the number of hits in the innermost pixel layer to help discriminating
electrons from converted photons.
The baseline ID algorithm used for Run-II data analyses is a likelihood-based (LH) method. It is a
multivariate analysis (MVA) technique which uses signal and background probability density func-
tions (PDFs) of the discriminating variables to make decisions on the candidate electrons. Three
different operating points are provided: Loose, Medium and Tight. They are ordered according to the
increasing background rejection power.
The variables used by the different working points are the same; only the selection differs.
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Figure 5.1: The identification efficiency of electrons from Z→ee decays (left) and of hadrons as electrons
(background rejection, right) estimated using simulated dijet samples. The efficiencies are obtained using Monte
Carlo simulation, and are measured with respect to reconstructed electrons [65].

The distribution of the variables used in the algorithm depend on the quantity of material with which
the candidate electron interacts. Moreover, higher energetic electrons are expected to deposit more
in the outer layers of the EM calorimeter or in the Hadronic calorimeter. Therefore, the ID operating
points are binned and optimised in |η | and ET.
Figure 5.1 shows the efficiency to identify electrons and hadrons as electrons in Monte Carlo simula-
tions. The efficiencies of the electron identification increase (decrease) for signal (background) from
78% (0.8%) to 90% (0.3%) with increasing ET.
At higher ET values (above 125 GeV), the shower shape is varying. The inner layer of the EM
calorimeter collects smaller fractions of energy, while more is collected in the outer layers and in the
hadronic calorimeter. The efficiencies of Loose and Medium are not affected, while the Tight isolation
point is inefficient at high ET. To avoid this effect, for electron candidates with ET above 125 GeV,
rectangular cuts on shower width wstot

1 and E/p are added to the Medium selection.

Isolation
Analyses with leptons in the final state are typically affected by non-prompt electrons originated from
heavy flavour decays and photon conversion or misidentified light hadrons. The isolation requirement
increases the discrimination between signal and background electrons. The isolation requirements are
applied on variables quantifying the energy of particles produced around the electron candidate. Two
discriminating variables have been designed:

• Econe0.2
T : it is a calorimeter isolation, defined as the sum of transverse energies of topological

clusters [66] within a cone of ∆R = 0.2 built around the candidate electron cluster. The sum is
based only on clusters with positive reconstructed energy and the ET of the electron candidate
is subtracted. A correction is applied to take into account the effects of pile-up and underlying
events.

• pcone0.2
T : it is a track isolation, defined as the sum of transverse momenta of all tracks within a

cone of ∆R = min(0.2,10 GeV/ET) around the candidate electron track, apart from the electron
candidate track itself. The tracks must be associated with reconstructed primary vertex of the
hard collision and satisfy track quality requirements.

1Lateral shower width,
√

(ΣEiη
2
i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2, where Ei is the energy and ηi is the pseudorapidity of the

cell i. The sum is calculated within a window of 3 x 5 cells.
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Different sets of cuts on the quantities Econe0.2
T /ET and pcone0.2

T /ET define the isolation working points
used in the physics analysis. The operating points are divided into two classes:

• Efficiency targeted operating points: the requirements on quantities are set in order to obtain
a defined isolation efficiency εiso, which may be either constant or a function of ET. These
operating points are shown in Table 5.1.

• Fixed requirement operating points: the upper cuts on the quantities are fixed and have been
optimised for H→ 4` and multilepton supersymmetry searches. These operating points are usu-
ally preferred in physics analyses with soft (low ET) electrons which require a high background
rejection. They are shown in Table 5.2.

Efficiency

Operating point calorimeter isolation track isolation total efficiency

LooseTrackOnly - 99% 99%
Loose 99% 99% ∼98%
Tight 96% 99% ∼95%

Gradient 0.1143%×ET + 92.14% 0.1143%×ET + 92.14% 90/99% at 25/60 GeV
GradientLoose 0.057%×ET + 95.57% 0.057%×ET + 95.57% 95/99% at 25/60 GeV

Table 5.1: The table illustrates the efficiency targeted operating points. The numbers expressed as a percentage
represent the target efficiencies used in the operating point optimisation procedure. For the Gradient and
GradientLoose operating points, ET is in GeV [67].

Cut value

Operating point calorimeter isolation track isolation

FixedCutLoose 0.20 0.15
FixedCutTightTrackOnly - 0.06

FixedCutTight 0.06 0.06

Table 5.2: The table illustrates the fixed requirement operating points. Calorimeter and track isolation values
refer to the selection based on Econe0.2

T /ET and pcone0.2
T /ET [67].

5.2 Muons

Muons are reconstructed using information collected by the Muon Spectrometer, the ID and the
calorimeters.

Reconstruction
Muon candidates are initially reconstructed separately in the MS and in the ID. Subsequently the in-
formation is combined to form the tracks used in the physics analysis. The method used for the ID
reconstruction is described in [68, 69].
In the MS case, the track segments are reconstructed in the MDT chambers with a straight-line fit of
the hits in the layers. The coordinates in the plane orthogonal to the bending plane are given by the
RPC or TGC chambers.
The tracks reconstructed in the different layers are combined with a segment-seeded algorithm. The
middle layer segments are used as seeds due to the higher number of trigger hits available. The search
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is then extended to the inner and outer layers.
The reconstructed muon track candidate must have at least two matching segments, except for the
barrel-endcap transition regions where one segment with |η | and φ is sufficient.
Since the same segment can be shared by several tracks, an Overlap Removal procedure assigns the
segment to one or two tracks. This ensures a high efficiency for close-by muons events.
After reconstructing the tracks in the ID and the MS, the information is combined with different
methods. In ATLAS, four different types of combined reconstruction are used:

• Combined (CB) muon: the tracks are reconstructed independently in the ID and in the MS, after
which a global fit is applied to reconstruct the combined track. Most muon track candidates
follow an outside-in pattern recognition; the muon is first reconstructed in the MS and then
extrapolated and matched to the ID. The inside-out pattern is used as complementary.

• Segment-tagged (ST) muons: the track reconstructed in the ID is extended to the MS. At least
one local track in the MDT or CSC chambers must match the extrapolation. This method is
typically used for low pT muons or in the region where the MS acceptance is lower.

• Calorimeter-tagged (CT) muon: the ID track is extrapolated to the calorimeter and matched with
an energy deposit compatible with a minimum ionising particle. The purity is lower compared
with CB and ST methods, but the CT reconstruction increases the acceptance in the partially
instrumented MS region (|η | < 0.1). The CT criterion is optimised for the aforementioned
pseudorapidity region and for 15 < pT < 100 GeV muons.

• Extrapolated (ME) muons: the acceptance in the 2.5 < |η |< 2.7 region, where ID coverage is
missing, is extended by considering only MS tracks with a loose requirement on the compati-
bility on the extrapolation to the IP.

The ID track can be shared by different reconstructed candidate. When the overlap removal procedure
is applied, the CB muons are picked first, followed by the ST muons and then CT muons. The overlap
removal on ME muons is done by comparing the fit quality and the number of hits in the layers.

Identification
The aim of the identification selection is to reject the pion and kaon decays and to select the prompt
muons with high efficiency and high momentum resolution.
A study on simulated tt̄ events has been carried out to select the optimal variable to discriminate signal
and background. The muons originated from a W boson are considered as signal, while the muons
arising from light-hadron decays are considered as background.
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For CB tracks, three parameters are used:

• q/p significance: absolute value of the difference between the ratio of the charge and mo-
mentum of the muons measured in the ID and MS divided by the sum in quadrature of the
corresponding uncertainties;

• ρ ′: absolute value of the difference between the transverse momentum measurements in the ID
and MS divided by the pT of the combined track;

• normalised χ2 of the combined track fit.

In order to ensure a solid momentum measurement, requirements are applied to the number of hits in
the ID and in the MS.
The identification selection is divided into four inclusive categories: Loose, Medium, Tight and High

pT [69].

• Medium: the default ATLAS identification selection. It minimises the systematic uncertain-
ties on reconstruction and calibration. The light hadrons are suppressed by requiring a loose
compatibility between the pT measured in the ID and in the MS. Only CB and ME muons are
considered.

• Loose: all kind of reconstructed muons are used, however CB and ST muons are restricted to
|η |< 0.1 region. This looser selection is designed to maximise the reconstruction efficiency.

• Tight: purity is strongly increased, counterbalanced by a significant loss in efficiency. This
selection is useful to maximise the fake muon rejection. Only CB muons are considered.

• High pT muons: only takes into account CB muons passing the Medium selection. An extra
reqeuirement of at least three hits in the MS stations gives a high momentum resolution for
tracks with transverse momentum above 100 GeV.

Both Medium and Tight muons are used in the analyses presented in this dissertation.
Figure 5.2 shows the reconstruction efficiency as a function of η for different muon identification
selections. The efficiency is measured from Z→ µµ events.
The efficiency for Medium muons is constantly above 99% for pT > 6 GeV, as shown in Figure 5.3.
The efficiency is measured using Z→ µµ and J/ψ → µµ events in the 0.1 < |η |< 2.5 region.
The muons selected for the analysis described in this thesis have a pT > 10 GeV.

Isolation
The muons originating from the decay of W , Z and Higgs bosons are typically isolated from other
particles. In many SUSY analyses it is crucial to look for isolated muons, coming from the signal
decay chain. A good rejection between the signal muons and the non-isolated one (originating from
semi-leptonic decays from hadrons) can be obtained measuring the detector activity around the can-
didate.
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Figure 5.2: Muon reconstruction efficiency as a function of η measured in Z→ µµ events for muons with
pT > 10 GeV shown for Medium (top left), Tight (top right), and High-pT (bottom) muon selections. In
addition, the top left plot also shows the efficiency of the Loose selection (squares) in the region |η |< 0.1 where
the Loose and Medium selections differ significantly. The error bars on efficiencies indicate the statistical
uncertainty. The panels at the bottom show the ratio of the measured to predicted efficiencies, with statistical
and systematic uncertainties [69].

Figure 5.3: Reconstruction efficiency for the Medium muon selection as a function of the pT of the muon, in
the region 0.1 < |η |< 2.5 as obtained with Z→ µµ and J/ψ → µµ events. The error bars on the efficiencies
indicate the statistical uncertainty. The panel at the bottom shows the ratio of the measured to predicted
efficiencies, with statistical and systematic uncertainties [69].
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As it was the case for electrons, track-based and calorimeter-based variables are used:

• pvarcone30
T : scalar sum of the transverse momenta of the tracks with pT > 1 GeV in a cone of

size ∆R = min (10 GeV/pµ

T , 0.3) around the muon of transverse momentum pµ

T excluding the
muon track itself;

• E topcone20
T : sum of the transverse energy of topological clusters in a cone of size ∆R = 0.2

around the muon, after subtracting the contribution from the energy deposit of the muon itself
and correcting for pile-up effects.

Isolation WP Discriminating variable(s) Definition

LooseTrackOnly pvarcone30
T /pµ

T 99% efficiency costant in η and pT

Loose pvarcone30
T /pµ

T ,E topcone20
T /pµ

T 99% efficiency costant in η and pT

Tight pvarcone30
T /pµ

T ,E topcone20
T /pµ

T 96% efficiency costant in η and pT

Gradient pvarcone30
T /pµ

T ,E topcone20
T /pµ

T 90(99)% efficiency at 25(60) GeV
GradientLoose pvarcone30

T /pµ

T ,E topcone20
T /pµ

T 95(99)% efficiency at 25(60) GeV
FixedCutTightTrackOnly pvarcone30

T /pµ

T pvarcone30
T /pµ

T<0.06
FixedCutLoose pvarcone30

T /pµ

T ,E topcone20
T /pµ

T pvarcone30
T /pµ

T<0.15, E topcone20
T /pµ

T<0.30

Table 5.3: Definition of the seven isolation working points. The discriminating variables are listed in the
second column and the criteria used in the definition are reported in the third column [69].

These variables are divided by the transverse momentum of the muon and used to define seven differ-
ent working points.
The isolation selections, shown in Table 5.3, are optimised for different physics analyses.
The analysis described in this thesis proposed the FixedCutTightTrackOnly selection criterion.
Figure 5.4 shows the isolation efficiency measured for Medium muons in data and simulation as a
function of the muon pT for the LooseTrackOnly, Loose, GradientLoose, and FixedCutLoose working
points.
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Figure 5.4: Isolation efficiency for the LooseTrackOnly (top left), Loose (top right), GradientLoose (bottom
left), and FixedCutLoose (bottom right) muon isolation working points. The efficiency is shown as a function of
the muon transverse momentum pT and is measured in Z→ µµ events. The full (empty) markers indicate the
efficiency measured in data (MC) samples. The errors shown on the efficiency are statistical only. The bottom
panel shows the ratio of the efficiency measured in data and simulation, as well as the statistical uncertainties
and combination of statistical and systematic uncertainties [69].
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Figure 5.5: Overview of the jet calibration scheme [71].

5.3 Jets

Jets consist of particle bundles that originate from gluons and quarks and which deposit energy in the
electromagnetic and hadronic calorimeters. In the ATLAS detector, they typically deposit most of the
energy in the hadronic calorimeter and are characterised by a high multiplicity of tracks in the ID.
Many methods of jets reconstruction have been developed, and it is essential to choose one which is in-
frared and collinear safe. One method which fulfills these requirements is the anti-kT algorithm [70].
In the SS3L analysis, it is used with an input distance parameter of R = 0.4 and three-dimensional
topological energy clusters are used as inputs for the jet algorithm. Moreover, applying the anti-kT

algorithm results in jets with rather small circular area, thus less sensitive to pileup events.
Jets are calibrated to truth-particle level using a factorised and sequential scheme as shown in Fig-
ure 5.5.
The first step is the origin correction that corrects the calorimeter jet direction pointing back to the
primary vertex position rather than to the nominal centre of the detector.
The second step consists of adding an offset to the pileup correction to remove the effect of additional
energy from pileup particles inside the jet and to make the jet response independent of the number
of primary vertices in the event. The correction is performed event-by-event pileup to reduce pileup
fluctuations.
Then a multiplicative jet energy scale correction is derived from MC events to restore the jet response
to that of truth-particle jets in QCD dijet events.
Subsequently, a Global Sequential Calibration(GSC) is applied with additional JES corrections using
tracking and jet shape information to reduce the flavour dependence of the response and improve the
jet energy resolution.
The last step is a residual in-situ correction that is only applied to jets in data and is computed as
the ratio of MC to data jet energy response. It brings the energy response of jets in data and MC to
agreement, reducing the jet energy scale systematic uncertainty.
The ratio between the jet‘s reconstructed energy and truth energy (Ereco/Etruth

2) is the jet response
distribution. It is of interest because the presence of dead material in the detector, the reconstruction
inefficiency, and the structure of the sampling calorimeter cause a loss of energy associated with the
jet shower. As it follows, the momentum of the reconstructed jet is lower than in the original process.
The Jet Energy Scale (JES) takes care of the calibration of the mean value of the jet response distribu-
tion. The method is composed of several steps described in detail in [72] and it provides a correction
in bins of pT and η . The width of the jet response, which quantifies the residual spread, is known as

2Etruth is the energy at particle level, without any contamination from pile-up.
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Figure 5.6: Left: final jet energy scale uncertainties estimated for 2015 data as a function of jet pT for jets of
η = 0. Right: final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a
function of jet pT for jets of η = 0 [72].

Jet Energy Resolution (JER). The deviation in jet response may be caused by the stochastic nature of
the hadronic shower, by detector noise or by improper detector simulation.
Figure 5.6 shows the JES and JER uncertainties estimated for 2015 data, which play an important role
in the SS3L analysis.
Many extra jets are produced by pileup effects. In order to reduce this contribution, a Jet Vertex
Tagging technique is used [73]. This technique uses a multivariate combination of two variables:

• Jet Vertex Fraction (JVF): sum of the scalar transverse momenta of the tracks which are associ-
ated with the jet and originate from the hard-scatter vertex, divided by the scalar sum of the pT

of all the tracks;

• RpT : scalar sum of the pT of the tracks that are associated with a jet and originate from the
hard-scatter vertex divided by the fully calibrated jet pT.

The jets originating from pileup are expected to have low values of JVF and RpT , while the jets com-
ing from hard scattering process tend to have higher values. In the SS3L analysis, a cut of JVT> 0.59
is applied to all jets with 20 < pT < 60 GeV and |η |< 2.4.
Figure 5.7 (left) shows the jet selection efficiency as a function of the jet pT for this standard selection.
The JVT method is also stable against the increase of pileup.
Figure 5.7 (right) shows that the average number of jets with pT > 20 GeV does not change with the
increase of average interactions per bunch crossing, when applying the JVT cut.
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Figure 5.7: Left: The hard-scatter jet selection efficiency, in POWHEG+PYTHIA8 MC and in 2015+2016 data,
of a JVT > 0.59 cut on a jet balanced against a Z boson decaying to muons. Right: The uncertainties shown are
the statistical uncertainty summed in quadrature with the systematic uncertainty, evaluated varying the residual
contamination from pileup jets by 20%. The average number of jets with pT > 20 GeV in POWHEG+PYTHIA8
MC and in 2015+2016 data before and after a cut of JVT > 0.59 [74].

The b-tagging technique:
As it will be explained in the description of the analysis, different b-jet multiplicities in the final state
are expected for the different considered signal models. Therefore, the identification of jets containing
b-hadrons is useful to define sensitive signal regions.
The b-hadrons are characterised by a longer life time (cτ ∼ 450 µm) than other jets and they therefore
decay at a longer distance (3-5 mm) away from the primary vertex compared to other type of particles.
As shown in Figure 5.8 (left), a secondary vertex can be reconstructed and used to identify the b-jet.
To further improve the b-jet identification, many variables are combined using a Boosted Decision
Tree (BDT), called MV2 in the following [75].
The technique uses track impact parameters, reconstructed secondary vertices and multi-vertex re-
construction algorithm as discriminant variables. The algorithm has been optimised using different
amounts of c-jets in the training of the BDT: MV2c00 (0%), MV2c10 (10%) and MV2c20 (20%).
The performances of these algorithms are shown in Figure 5.8 (right) as the c-jet rejection as a function
of the b-jet efficiency. For a given b-jet efficiency, the MV2c20 performs the best: it has consequently
been used in the SS3L analysis.

5.4 Missing transverse momentum

As discussed in Section 3.1, the typical decay chain of a SUSY process where the R-parity is con-
served (RPC) features the LSP particle in the final state. Since it does not interact with the detector
material, it can only be identified as missing momentum in the transverse plane.
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Figure 5.8: Left: Illustration showing the principle of b-jet identification. Right: The c-jet rejection versus b-jet
efficiency for the MV2c20 (red) and MV2c00 (blue) b-tagging algorithms in tt̄ events [75].

Figure 5.9: Left: Emiss
T distribution for a Z decay to a pair of muons. The expectation from MC simulation is

superimposed after each MC sample is weighted with its corresponding cross-section. Jets are selected requiring
pT > 20 GeV. For central jets with pT < 50 GeV and |η |< 2.4, the Jet Vertex Tagger value is required to be
greater than 0.64 [76].

The missing transverse momentum is defined as the negative vector sum of the transverse momenta
of the visible reconstructed physics objects in the event, where the magnitude is:

Emiss
T =− ∑

visible
pT =

√
(Emiss

x )2 +(Emiss
y )2,

φ
miss = arctan(Emiss

y /Emiss
x )

where all the energies associated to electrons, muons, photons, jets and taus are considered. An extra
term, called soft term, takes into account all the tracks (Track Soft Term) or calorimeter clusters
(Calorimeter Soft Term) not associated with any specific physics object. Since the TST term is more
robust to pile-up variations, it is used in the SS3L analysis.
The capacity of reconstructing correctly the Emiss

T depends on the characteristics of the studied event.
It is possible to distinguish between processes with and without genuine Emiss

T .
In the first case, W → eν and W → µν with additional jets are used to study the reconstruction
performance, while Z→ ee and Z→ µµ are well suited to provide events with zero true Emiss

T [76].
Figure 5.9 shows the good agreement between data and MC for Emiss

T and the track-based soft term
(TST) for events with Z decaying into a muon pair.
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Chapter 6

Strong SUSY production

Searches for different SUSY production modes were performed in the scope of this thesis. In the
following chapter, the focus lies on the strong production mode. The author of this thesis contributed
to the analysis in the statistical interpretation. The same search has been performed by the author
with a smaller dataset (13.2 fb−1) [77], the following analysis is an improvement of the previously
obtained results.

6.1 Analysis strategy

A typical SUSY search analysis has a well defined structure. The initial goal is to define a region of
the phase space, called Signal Region (SR), where the targeted signal model is enhanced, while at the
same time the contribution from SM process should be small. A final state with either two leptons
having the same electric-charge or at least three leptons meets these criteria.
The target of the search are SUSY particles produced via strong interaction: gluinos (g̃) and squarks (q̃).
In a decay chain of SUSY particles, leptons can be produced. Since gluinos and squarks are Majorana
fermions, the lepton can be equally produced with a positive or negative electric charge. While two
leptons with opposite electric charges often originate from SM processes, a final state with leptons
with same electric charge (SS) is rare.
For the same reason, final states with three or more leptons are considered: electroweak production of
W and Z bosons has a low cross-section and the small branching ratio of leptonic decay reduces even
more the chance to produce multi-lepton final states.
Considering a soft third lepton allows also to include SUSY signal models with a longer decay chain
and to explore the so-called compressed scenarios (where the mass difference between SUSY parti-
cles is small).
For these reasons a search for supersymmetric particles in final state with either two same-sign leptons
or three leptons (in the following abbreviated with SS3L) is sensitive to a wide range of RPC (R-Parity
Conserving) and RPV (R-Parity Violating) models.
The background sources for this analysis can be divided into irreducible and reducible.
The irreducible background is composed of SM processes with exactly the same final state as the
considered signal models. Either the production of a top-anti-top pair (tt̄) in association with a vector
boson (W,Z) or the production of diboson and triboson (VV and VVV with V = W,Z) processes are
the main SM background processes; depending on the lepton and b-jet multiplicity requirements of
the signal regions.
The reducible background comes mainly from tt̄ pair production. When the decay is fully leptonic
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Figure 6.1: RPC SUSY processes featuring gluino ((a), (b), (c), (d)) or third-generation squark ((e), (f)) pair
production studied in this analysis. In Figure 6.1a, ˜̀≡ ẽ, µ̃, τ̃ and ν̃ ≡ ν̃e, ν̃µ , ν̃τ . In Figure 6.1f, the W ∗ labels
indicate largely off-shell W bosons, as the mass difference between χ̃0

1 and χ̃
±
1 is around 1 GeV.

(tt̄ → (b`+ν̄)(b̄`−ν)), one of the two lepton charges can be mis-measured and contribute to the SS
signal region, while in a semi-leptonic decay ((tt̄ → (b`+ν̄)(b̄qq̄‘)), the hadronic decay may be mis-
identified as a lepton.
The fake/non-prompt lepton background is dominant in some of the considered signal regions and
its estimation is crucial for the presented analysis. The techniques used to estimate the background
contribution in the signal regions are based on Monte Carlo simulations and data-driven methods. The
background is then estimated in dedicated region called Validation Region (VR). Finally the agree-
ment with data is evaluated in the defined signal regions.
If data exceeds the background expectation, the excess is evaluated with statistical methods to check
if the background-only hypothesis is rejected; and the data disagreement may be described with a new
signal model. If this is not the case, both model-dependent and model-independent limits are set.

6.1.1 Targeted signal models

As mentioned above, the SS3L analysis is designed to be sensitive to a wide range of SUSY scenarios
involving decays of heavy superpartners like massive gauge bosons, sleptons or stop quarks. Since
SUSY is a complex theory with more than 100 free parameters, models with only one production pro-
cess and a given decay chain (branching ratio of 100%), so called “simplified models“, are assumed.
The targeted signal models are used as a benchmark to optimise the signal regions defined for the
analysis. Moreover, keeping a orthogonality with other SUSY searches is important.
The different kinematic characteristics of the targeted models, such as jet and b-jet multiplicity, are
used to define the ideal set of signal regions. Six RPC SUSY scenarios are considered: gluino (g̃),
bottom squark (b̃) and top squark (t̃) pair production with χ̃0

1 as lightest and stable super-partner (Fig-
ure 6.1).
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In addition, eight RPV SUSY scenarios are considered with gluino (g̃) and down squark (d̃) pair pro-
duction (Figure 6.2). Since the R-Parity is violated, χ̃0

1 and the SUSY particles decay to SM particles
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Figure 6.2: RPV SUSY processes featuring gluino production (a, b, c, d) and t-channel production of
right-handed down squark (e, f) which decay via baryon or lepton-number violating couplings λ “ and
λ ‘respectively.

via violating λ ′′ and λ ′ terms, as introduced in Section 3.1.2.

Gluino pair production with slepton-mediated two-step decay g̃→ qq̄` ¯̀χ̃0
1

Figure 6.1a shows gluino pair production with two-step decays via neutralinos χ̃0
2 and sleptons ,

g̃→ qq̄‘χ̃0
2 → qq̄‘( ˜̀̀ /ν̃ν)→ qq̄‘(``,νν)χ̃0

1 . The decays are mediated by heavy squarks leading to a
low b-jet multiplicity. Moreover, several leptons are produced while in other scenarios the leptonic
branching ratios of W and Z bosons reduce strongly the acceptance. The final state is composed
of several charged leptons, four or more jets, no b-tagged jets and invisible particles (neutrinos and
neutralinos). Therefore, the signal regions targeting this model require at least three leptons and the
application of a b-jet veto.
Signal samples are generated assuming variable gluino and χ̃0

1 masses; sleptons and χ̃0
2 masses are

set equal and at half-way between gluino and neutralino masses. The χ̃0
2 may decay to any of the six

“left-handed“ sleptons ( ˜̀, ν̃) with equal probability. “Right-handed“ sleptons are assumed to be heavy
and do not contribute to the decay.
Figure 6.3a shows that same-sign leptons with additional jets search is able to exclude gluino masses
up to 1.7 TeV and relatively heavy neutralinos with 13.2 fb−1 [77].

Gluino pair production with gaugino-mediated two-step decay g̃→ qq̄′WZχ̃0
1

The second considered scenario assumes gluino pair-production with a two-step decay via gauginos
and W and Z bosons, as shown in Figure 6.1b. The decay is mediated by heavy squarks of the first
and second generation: g̃→ qq̄‘χ̃±→ qq̄‘W χ̃0

2 → qq̄‘WZχ̃0
1 . The final state is composed of two W

and two Z bosons (possibly off-shell) with four additional jets and invisible particles. Despite a low
SM BR leptonic decay of the W and Z bosons, the high number of bosons in the final state leads to a
good signal acceptance.
Signal regions targeting this model require many jets and zero b-tagged jets. The analysis is powerful
in the heavy-χ̃0

1 region of the phase space as shown in Figure 6.3b.



50 Chapter 6. Strong SUSY production

 [GeV]
g~

m
600 800 1000 1200 1400 1600 1800 2000

 [G
eV

]
10 χ∼

m

200

400

600

800

1000

1200

1400

1600

 
1

0
χ∼

 <
  m

g~m

))/2
1

0χ∼) + m(
2

0χ∼) = (m(ν∼,l
~

))/2, m(
1

0χ∼) + m(g~) = (m(
2

0χ∼; m(
1

0χ∼)νν qq(ll/→ g~ production, g~ g~

-1=13 TeV , 13.2 fbs

ATLAS Preliminary Observed limit 

)expσ1 ±Expected limit (

[arXiv:1507.05525]
SS/3L observed limit 2015

All limits at 95% CL

(a)

 [GeV]
g~

m
700 800 900 1000 1100 1200 1300 1400 1500 1600 1700

 [G
eV

]
10 χ∼

m

200

400

600

800

1000

1200

1400

1600

1800

 
1

0
χ∼ + m

Z
 + m

W
 <  m
g~m

))/2
1

0χ∼) + m(
1

±χ∼) = (m(
2

0χ∼))/2, m(
1

0χ∼) + m(g~) = (m(
1

±χ∼; m(
1

0χ∼ qqWZ→ g~ production, g~ g~

-1=13 TeV , 13.2 fbs

ATLAS Preliminary Observed limit 

)expσ1 ±Expected limit (

[arXiv:1602.09058]
SS/3L observed limit 2015

[arXiv:1602.06194]
Multijet observed limit 2015

All limits at 95% CL

(b)

 [GeV]
1b

~m
400 450 500 550 600 650 700 750 800 850

 [G
eV

]
10 χ∼

m

100

200

300

400

500

600

 + 100 G
eV

1
0
χ∼

 + m
t

 <  m

1b~m

) + 100 GeV
1

0χ∼) = m(
1

±χ∼, m(
1

±χ∼ t→1b
~

 production, 1b
~

 1b
~

-1=13 TeV , 13.2 fbs

ATLAS Preliminary Observed limit 

)expσ1 ±Expected limit (

[arXiv:1602.09058]
SS/3L observed limit 2015

All limits at 95% CL

(c)

 [GeV]
g~

m
800 1000 1200 1400 1600 1800

 [G
eV

]
10 χ∼

m

200

400

600

800

1000

1200

1400

1600

 
1

0
χ∼

 + m
W

 <  2
 m

g~m

0

1χ∼
 + m
t

 < 2 m

g~m

)g~) >> m(1t
~

, m(
1

0χ∼t t→g~ production, g~ g~

-1=13 TeV , 13.2 fbs

ATLAS Preliminary

Observed limit 

)expσ1 ±Expected limit (

All limits at 95% CL

[arXiv:1602.09058]
SS/3L observed limit 2015

[arXiv:1507.05525]
ATLAS 8TeV observed limit

[arXiv:1605.09318]
multi-b observed limit 2015

(d)

Figure 6.3: Exclusion limits on superpartner masses in different R-parity-conserving SUSY scenarios, for
13.2 fb−1 [77].

Signal samples are generated with variable gluino and LSP masses, while the χ̃
±
1 mass is set half way

between the two. Finally, the χ̃0
2 mass is half-way between χ̃

±
1 and χ̃0

1 .

Gluino pair production with stop-mediated decay g̃→ tt̄ χ̃0
1

In the scenario of gluino pair-production with stop-mediated decay, gluinos couple preferentially to
top squarks, the lightest squarks. However gluinos are considered lighter than stops and decay to a
tt̄ χ̃0

1 triplet via a virtual stop as shown in Fig. 6.1c. The final state is composed of four top quarks and
two neutralinos, which can be targeted by several searches.
Figure 6.3d shows that this analysis is competitive only at large neutralino masses, reaching
m

χ̃0
1
' 800 GeV of exclusion. Also in the phase space region with ∆m(g̃, χ̃0

1 ) < 2mt , where gluinos
decay via one or two off-shell top quarks (Figure 6.1d), the search with same-sign leptons is very
sensitive.
The larger number of top quarks in the event lead to several b-quarks in the final state, consequently
signal regions with at least two b-tagged jets are considered.
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Sbottom pair production with one-step decay b̃1→ t χ̃±1
In this benchmark scenario (Figure 6.1e), light bottom squarks decaying to a top quark and a chargino
are considered. Where the chargino decays: χ̃

±
1 →W χ̃0

1 . The decay products of the sbottom pair
contain two top quarks, two W bosons and two neutralinos. Therefore, at least one or two b-jets are
expected, leading to a signal region with at least one b-tagged jet. In [77] a mass of 690 GeV for b̃1 is
excluded for a light χ̃0

1 as shown in Figure 6.3c.
The model assumes a mass difference between the chargino and the neutralino of 100 GeV, allowing
a decay via an on-shell W boson.

t̃1t̃∗1 with “three same sign leptons“ signature
A pMSSM signal model with stop pair production with two step decays via a neutralino χ̃0

2 and a
chargino χ̃

±
1 is suggested in [78] and shown in Figure 6.1f. The lightest stop (t̃∗) is right-handed and

the χ̃0
2 is bino-like causing an enhancement of the branching ratio for the decay t̃1→ t χ̃0

2 . Moreover,
the χ̃

±
1 is wino-like which leads to a large branching ratio χ̃0

2 → χ̃
±
1 W∓ if chargino and LSP are nearly

mass degenerate and m
χ̃0

2
−m

χ̃0
1
< mH to suppress the decay χ̃0

2 → χ̃0
1 +H.

In the signal generation, only t̃1 is varied between 550 GeV and 800 GeV, while a two-body decay to
an on-shell top quark is considered. In addition, m

χ̃0
2
−m

χ̃0
1
= 100 GeV and m

χ̃
±
1
−m

χ̃0
1
= 500 Mev are

set to satisfy the described conditions. Stop pair production has a decay chain similar to the sbottom
pair production, the difference is in the extra W ∗ which can lead to three leptons with same electric
charge in the final state. This kind of final state is even more suppressed in the SM and allows to
loosen further the kinematic cuts (without losing signal acceptance) and explore highly compressed
SUSY scenarios.

Non-Universal Higgs Model
The non-Universal Higgs model (NUHM2) ([79, 80, 81]) solves the hierarchy problem with a rel-
atively low level of fine tuning. Several parameters are free: the scalar mass m0, the soft SUSY
breaking gaugino mass m1/2, the pseudoscalar Higgs boson mass mA, the trilinear SUSY breaking
parameter A0, the weak scale ratio of Higgs field vacuum expectation value tanβ and the superpoten-
tial Higgs mass µ . Simulated samples are generated fixing m0 = 5 TeV, A0 = −1.6m0, tanβ = 15,
mA = 1 TeV, sign(µ)>0, µ=150 GeV and varying m1/2 between 300 GeV and 800 GeV.

R-parity violating decays of gluinos and down squarks with top quarks
As mentioned before, searches for a final state with same-sign leptons may be sensitive to R-parity
violating decays SUSY scenarios. Proton lifetime measurement do not provide any constraint to the
baryonic sector (λ ′′i jk couplings). Therefore signal models predicted by Minimal Flavor Violation sce-
narios ([82, 83]) where couplings may lead to top quarks in decay products of gluinos and squarks
and to same-sign leptons in the final state ([84, 85]) are considered.
Benchmark scenarios with gluino pair production followed by stop-mediated decays (Fig. 6.2a and 6.2b)
and with pair production of right-handed1 like-sign sdown quarks (Fig. 6.2e and 6.2f) are considered.
Two like-sign top quarks are produced together with two to four hadronic jets, two of which may orig-
inate from bottom quarks in specific scenarios. Heavy χ̃0

1 are absent, so no compressed scenario can
occur; leading to rather energetic particles in the final state. Moreover, due to the absence of an LSP
particle, missing transverse momentum is only caused by neutrinos originating from top quark decays.

1Considered RPV baryon-number-violating couplings only couple to SU(2) singlets.
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In conclusion, final states originating from these signal scenarios contain same-sign leptons, several
jets and generally energetic objects. The region of the phase space is orthogonal to the ones optimised
for RPC searches, which require a high Emiss

T due to the LSP particle at the end of the decay chain.
The following signal models are considered:

• pp→ g̃g̃, g̃→ tdb with off-shell stop mediation (Fig. 6.2a);

• pp→ g̃g̃, g̃→ tdb with on-shell stop mediation (Fig. 6.2a);

• pp→ g̃g̃, g̃→ tds with off-shell stop mediation (Fig. 6.2b);

• pp→ g̃g̃, g̃→ tds with on-shell stop mediation (Fig. 6.2b);

• pp→ d̃Rd̃R/d̃∗Rd̃∗R, d̃R→ t̄ b̄ (Fig. 6.2e);

• pp→ d̃Rd̃R/d̃∗Rd̃∗R, d̃R→ t̄ s̄ (Fig. 6.2f);

Samples of gluino pair production with off-shell stop mediation were produced with a heavy stop
mass of 2.0 TeV (to have a consistent 3-body decay from PYTHIA) and gluino mass between 0.6 and
1.8 TeV. For on-shell mediation stop and gluino masses are generated in ranges [0.4-1.8] TeV and
[0.6-2.0] TeV, respectively. Regions where top squarks are lighter than gluinos are considered.
In like-sign d squark production, the gluino mass affects only the cross-section and not the signal ac-
ceptance. Therefore, samples with mg̃ = 2.0 TeV are produced and then re-scaled to the cross-section
for the other gluino masses. The branching ratios of d̃R → t̄ d̄ and d̃R → t̄ b̄ decays are assumed to
be 100%. The d-squark masses are set between 0.4 TeV and 1.8 TeV, keeping the d-squark lighter
than gluino. Figure 6.4 shows exclusion limits placed by the same analysis with 13.1 fb−1 of data.

R parity-violating decays of neutralinos
R-parity violating scenarios, where the LSP is a neutralino and decays to SM particles via λ ‘ and λ “,
can lead to like-sign leptons in the final state. The following models are considered:

• pp→ g̃g̃, g̃→ qq̄χ̃0
1 with χ̃0

1 → lqq̄ (Fig. 6.2c);

• pp→ g̃g̃, g̃→ tt χ̃0
1 with χ̃0

1 → uds (Fig. 6.2d).

Many jets are produced in these signal models, with only light jets being present in the first case and
many b-tagged jets in the second case due to the top quarks in the topology. Finally, χ̃0

1 → lqq̄ does
not contain any intrinsic Emiss

T .

6.1.2 Analysis inputs and event selection

This section describes the data and simulated samples used in this analysis; followed by a discussion
of the event selection.

Data samples
The data used for the search presented here was recorded in 2015 and 2016 by the ATLAS experiment
in pp collisions at

√
s = 13 TeV. The integrated luminosity of these datasets correspond to 3.21 fb−1
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(a) g̃→ tsd (λ ′′321 6= 0)
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(b) g̃→ tbd (λ ′′331 6= 0)
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(c) d̃R→ t̄ s̄ (λ ′′321 6= 0)
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(d) d̃R→ t̄ b̄ (λ ′′331 6= 0)

Figure 6.4: Exclusion limits on superpartner masses in different R-parity-violating SUSY scenarios, for
13.2 fb−1 [77].

and 32.86 fb−1, respectively. The combined luminosity uncertainty is 3.2%, assuming partially un-
correlated uncertainties for 2015 and 2016. The integrated luminosity is measured with the method
described in [86]. Only events where the ATLAS detector was fully operational are considered.

Simulated background and signal samples
Monte Carlo (MC) generators are used to simulate proton-proton collisions at

√
s=13 TeV with 25 ns

of bunch-spacing of both SUSY signal and SM backgrounds processes (see Section 4.3.2 for more
details). They allow to determine signal and background contribution in defined regions of the phase-
space, systematic uncertainties and analysis acceptance and efficiency. Special sets of parameter tunes
(i.e. A14, Perugia, etc.) are used for parton shower, fragmentation and underlying events modelling.
Table 6.1 summarises the settings used for the different samples. Modelling of bottom and charm
hadron decays is done by EVTGEN v1.2.0 in all samples, apart from those generated with SHERPA [60].
The full simulation of ATLAS detector response is fully handled by GEANT4 [63]; while part of the
samples are using a fast detector simulation (ATLFASTII) which parametrises the calorimeter re-
sponse, while inner detector and muon spectrometer are still simulated by GEANT4.
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Physics process Event Generator Parton shower Cross section normalization PDF set Set of tuned parameters

Signal
RPC MG5_AMC@NLO 2.2.3 [87] PYTHIA 8.186 NLO+NLL NNPDF2.3LO [88] A14 [89]

RPV except Fig. 6.2d MG5_AMC@NLO 2.2.3 PYTHIA 8.210 or NNPDF2.3LO A14
RPV Fig. 6.2d HERWIG++ 2.7.1 [90] HERWIG++ 2.7.1 NLO-Prospino [91, 92, 93, 94, 95] CTEQ6L1[96] UEEE5[97]

tt̄ +X
tt̄W ,tt̄Z/γ∗ MG5_AMC@NLO 2.2.2 PYTHIA 8.186 NLO NNPDF2.3LO A14

tt̄H MG5_AMC@NLO 2.3.2 PYTHIA 8.186 NLO NNPDF2.3LO A14
4t MG5_AMC@NLO 2.2.2 PYTHIA 8.186 NLO NNPDF2.3LO A14

Diboson
ZZ,WZ SHERPA 2.2.1 SHERPA 2.2.1 NLO NNPDF2.3LO SHERPA default

inc. W±W± SHERPA 2.1.1 SHERPA 2.1.1 NLO CT10 [98] SHERPA default
Rare

tt̄WW ,tt̄WZ MG5_AMC@NLO 2.2.2 [87] PYTHIA 8.186 NLO NNPDF2.3LO A14
tZ, tWZ, ttt̄ MG5_AMC@NLO 2.2.2 [87] PYTHIA 8.186 LO NNPDF2.3LO A14
WH,ZH MG5_AMC@NLO 2.2.2 [87] PYTHIA 8.186 NLO NNPDF2.3LO A14
Triboson SHERPA 2.1.1 SHERPA 2.1.1 NLO CT10 SHERPA default

Table 6.1: List of event generator, parton shower, cross-section order, PDF set and set of tuned parameters for
all MC samples.

Simulation of the irreducible background processes
The irreducible background is the group of SM processes which produce a final state identical to the
signal. In the SS3L analysis this background is dominated by tt̄V (where V=W,Z/γ∗) production
in signal regions with multiple b-jets and by diboson in signal regions with a b-jet veto. Diboson
processes have final states with either four charged leptons, three leptons and one neutrino or two
same-sign leptons plus two neutrinos. Other considered processes are labeled as Rare since they give
only small contributions to the signal regions.
An additional source of background can originate from two partons interacting simultaneously in the
same collision: two hard scattering process are then overlapping in the detector. These scattering
processes may lead to a W±W± final state via double-parton-scattering (DPS). The contribution in
the signal regions was estimated and was found to be negligible.

Signal simulation and cross-section
Signal processes are generated from leading order (LO) matrix elements with up to two extra partons
(apart from slepton-mediated gluino decays with one extra parton), using the MG5_AMC@NLO
2.2.3 generator [87] interfaced to PYTHIA 8 for parton shower and hadronisation, using the ATLAS14
set of tuned parameters [89] with the NNPDF2.3LO and CTEQ6L1 PDF for RPC and RPV models
respectively. The signal samples are normalised to the NLO cross-section calculation [99]. The cross-
section uncertainties [99] have values between 15 and 25% and include contributions from varied
renormalisation and factorisation scales and PDF uncertainties. Uncertainties on the signal accep-
tance are smaller than the uncertainties on the inclusive production cross-section, therefore they are
not considered.

6.1.3 Object definitions

The definitions of the objects used in the analysis are described in Chapter 5. Additional analysis
specific details are given below.

Jets: The jets selected in the analysis must satisfy, in addition to the definition given in Chapter 5,
pT > 20 GeV and |η | < 2.8. The MV2c10 b-tagging algorithm at 70% efficiency working point
is used for jets with |η | < 2.5. Optimisation studies on signal and background samples have been
performed to select the optimal efficiency working point. High rejection factors were measured in
simulated tt̄ events for light/gluon jets (380), c-jets (12) and hadronically decaying τ (54) [75, 100]
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for the 70% efficiency working point.
Correction factors and uncertainties on b-tagging efficiencies and mis-tag rates are extracted from data
and applied on the simulated events [75].
Table 6.2 summarises the selection criteria for jets and b-tagged jets.

Jets
Collection AntiKt4EMTopo
Acceptance pT > 20 GeV, |η | < 2.8

Jet vertex tagger JVT>0.64 for jets with
pT < 60 GeV, |η | < 2.4 (applied after overlap-removal)

b-jets
Acceptance pT > 20 GeV, |η | < 2.5

Identification MV2c10 at 70% WP
(85% WP for overlap-removal)

Table 6.2: Summary of the selection criteria for jets (top) and b-tagged jets (bottom).

Electrons: Electrons with pT > 10 GeV and |η |< 2.47 and satisfying Loose likelihood based electron
identification are considered as “baseline“. The region between barrel and end-cap EM calorimeters
(1.37 < |η |< 1.52) is vetoed to reduce contributions from fake/non-prompt electrons.
Electrons with wrongly measured charge (charge-flipped) represent a significant percentage of the
same-sign lepton final state. A requirement on the transverse impact parameter d0 with respect to the
reconstructed primary vertex reduces the contribution from charge-flipped electrons: |d0/σd0 | < 5.
This requirement is applied also for baseline electrons to reduce the charge-flip contamination in the
fake/non-prompt lepton estimation.
Electrons defined as “signal“ must satisfy the Medium likelihood based electron identification and
have pT > 20 GeV and |η | < 2.0 to further reduce charge-flip contributions. Moreover, the Fixed-

CutTight isolation working point and longitudinal impact parameters requirements (|z0 · sin(θ)|< 0.5
mm) are applied.
In addition, a Boosted Decision Tree (BDT) combines in a single classifier electron pT and η with
electron track and cluster properties (track impact parameter, track curvature significance, cluster
width and quality of matching between cluster and its associated track). A cut on the BDT output
allows to reach a rejection factor of almost 8 for electrons with wrongly assigned charge and 97%
efficiency for properly measured electrons in Z → ee simulated events. Differences in efficiency
between data and simulation are corrected with scale factors applied to electrons in the simulated
samples [101].

Muons: Muons with pT > 10 GeV and |η | < 2.4 and satisfying Medium identification requirement
are considered as “baseline“. “Signal“ muons are required in addition to pass the FixedCutTightTrack-

Only isolation requirements and the cuts on the impact parameters (|d0/σd0 |< 3 and |z0 ·sin(θ)|< 0.5
mm). Differences in efficiency between data and simulation are corrected with event weights applied
to muons in the simulated samples.
Table 6.3 summarise the selection criteria for electrons and muons.



56 Chapter 6. Strong SUSY production

Baseline electrons Baseline muons
Acceptance pT > 10 GeV, |ηclust| < 2.47 pT > 10 GeV, |η | < 2.4

except 1.37<|ηclust|<1.52
Quality WP LooseLH Medium

l-jet isolation see Overlap Removal description
Impact parameter |d0/σ(d0)| < 5.0

Signal electrons Signal muons
Quality WP TightLH Medium

|η | < 2.0
Isolation WP FixedCutTight FixedCutTightTrackOnly

Impact parameter |z0 · sin(θ)| < 0.5 mm |z0 · sin(θ)| < 0.5 mm
|d0/σ(d0)| < 3.0

Table 6.3: Summary of the selection criteria for electron (left) and muons (right).

Overlap removal: The overlap removal procedure used in this analysis is composed of four steps:

• Jets with a distance ∆R =
√

(∆y)2 +(∆φ)2 from a candidate lepton lower than 0.2 are discarded
as they mostly originate from calorimeter energy deposits from electron shower or muon brem-
strahlung, unless the jet is b-tagged (using 85% working point). In the latter case, the leptons
are discarded since they may originate from a semi-leptonic b-hadron decay.

• The remaining leptons within a pT-dependent cone of radius ∆R=min(0.4,0.1+0.96GeV/pT(`))

are discarded. If the lepton is a muon and the jet has fewer than 3 associated tracks, the jet is
discarded to reduce inefficiencies for energetic muons suffering significant energy losses in the
calorimeter.

• If an electron and a muon are identified with ∆Ry < 0.01, the electron is most likely originated
by muon bremsstrahlung. Since the electron is not prompt and the muon momentum is alterated,
both objects are discarded.

• If two (or more) electrons are identified with ∆Ry < 0.05, they are probably originated by the
same EM shower. Therefore, only the most energetic electron is not discarded.

This procedure avoids any possible double-counting of the objects included in the analysis.

Missing transverse momentum: The missing transverse momentum (Emiss
T ) is computed as the neg-

ative vector sum of the transverse momenta of all identified candidate objects (electrons, photons,
muons and jets). The soft term is computed as the sum of all the tracks associated to the primary
vertex but not to any physics object.
This configuration ensures the best calibration of all considered physics objects and general pile-up
independency, due to the additional soft term [102, 103].
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6.1.4 Event selection

Event cleaning
The collected data contain many events with calorimeter noise or non-collision background which
need to be rejected. Further pre-selection of events is done by applying lepton requirements and
kinematic cuts to suppress the SM background. A pre-selection of two same-sign or three lepton
events is used. Furthermore, events are selected by applying kinematic criteria to reduce background
contribution:

• Jet cleaning: quality requirements are applied on pre selected jets to remove events where
significant energy was deposited in the calorimeters due to instrumental effects: cosmic rays,
non-collision background and noise.

• Primary vertex: a reconstructed vertex, which needs to have at least two associated tracks with
pT > 400 Mev, is required. The vertex with the largest ∑ p2

T of associated tracks is considered
as the primary vertex.

• Bad muon veto: events containing at least one pre-selected muon satisfying σ(q/p)/|q/p|> 0.2
before the overlap removal are rejected, where q is the charge of the muon and p is the momen-
tum of the muon.

• Cosmic muon veto: cosmic muon candidates may be rejected if pre selected muons fail the re-
quirements longitudinal and transverse impact parameters calculated with respect to the primary
vertex: |z0|< 1.0 mm and |d0|< 0.2 mm.

• At least two leptons: events with at least two or three leptons are selected. Signal leptons
are required to have pT > 20 GeV for the two leading leptons; if a third signal lepton with
pT > 10 GeV is present, the event is categorised as three-leptons (including also events with
more than three leptons).

• Same sign: if only two leptons are present, they have to have identical charge, while events
with three leptons do not have any requirement on the charge.

Trigger strategy
The optimal trigger configuration is a combination of dilepton triggers and Emiss

T triggers. The triggers
are combined in the following way:

• if Emiss
T < 250 GeV: logical OR of all dilepton triggers;

• if Emiss
T > 250 GeV: logical OR of all dilepton triggers and Emiss

T trigger;

The increase of instantaneous luminosity between 2015 and 2016 required to raise the trigger thresh-
olds. The Emiss

T trigger was raised from 70 GeV (2015 data) to 100 GeV (2016 data). When an event
is selected by a dilepton trigger, a matching between the signal leptons of the event and the lepton
which fired the trigger is required. Trigger matching is applied to signal leptons. Final differences in
the trigger efficiency between data and MC are corrected by trigger scale factors. No correlation is
assumed between dilepton and Emiss

T trigger. Scale factors are computed for each event selected by
the dilepton trigger, considering combination of fired triggers, the number and flavors of the leptons.
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6.2 Signal regions

A set of 19 inclusive signal regions (SR) have been defined to target all considered signal models and
reach the best sensitivity. Table 6.4 shows the complete set of cuts which define the signal regions.
The name assigned to SRs depends on the number of leptons (N), number of b-jets (M) and harshness

Signal region Nsignal
leptons Nb-jets Njets pjet

T [GeV] Emiss
T [GeV] meff [GeV ] Emiss

T / meff Other Targeted Signal
Rpc2L2bS ≥ 2SS ≥2 ≥6 >25 >200 >600 >0.25 - Fig. 6.1c
Rpc2L2bH ≥ 2SS ≥2 ≥6 >25 - >1800 >0.15 - Fig. 6.1c, NUHM2

Rpc2Lsoft1b ≥ 2SS ≥1 ≥6 >25 >100 - >0.3 20,10 <p`1
T ,p`2

T < 100 GeV Fig. 6.1d
Rpc2Lsoft1b ≥ 2SS ≥1 ≥6 >25 >200 600 >0.25 20,10 <p`1

T ,p`2
T < 100 GeV Figure Fig. 6.1d

Rpc2L0bS ≥ 2SS = 0 ≥6 >25 >150 - >0.25 - Fig. 6.1b
Rpc2L0bH ≥ 2SS = 0 ≥6 >40 >250 >900 - - Figure 6.1b
Rpc3L0bS ≥ 3 = 0 ≥4 >40 >200 >600 - - Fig. 6.1a
Rpc3L0bH ≥ 3 = 0 ≥4 >40 >200 >1600 - - Fig. 6.1a
Rpc3L1bS ≥ 3 ≥1 ≥4 >40 >200 >600 - -
Rpc3L1bH ≥ 3 ≥1 ≥4 >40 >200 >1600 - -
Rpc2L1bS ≥ 2SS ≥1 ≥6 >25 >150 >600 >0.25 - Fig. 6.1e
Rpc2L1bH ≥ 2SS ≥1 ≥6 >25 >250 - >0.2 - Fig. 6.1e
Rpc3LSS1b ≥ `±`±`± ≥1 - - - - - veto 81<me±e±<101 GeV Fig. 6.1f
Rpv2L1bH ≥ 2SS ≥1 ≥6 >50 - >2200 - - Fig. 6.2a, Fig. 6.2b
Rpv2L0b = 2SS = 0 ≥6 >40 - >1800 - veto 81<me±e±<101 GeV Fig. 6.2c

Rpv2L2bH ≥ 2SS ≥2 ≥6 >40 - >2000 - veto 81<me±e±<101 GeV Fig. 6.2d
Rpv2L2bS ≥ l−l− ≥2 ≥3 >50 - >1200 - - Fig. 6.2e
Rpv2L1bS ≥ l−l− ≥1 ≥4 >50 - >1200 - - Fig. 6.2f
Rpv2L1bM ≥ l−l− ≥1 ≥4 >50 - >1800 - - Fig. 6.2f

Table 6.4: Summary of the signal region definitions. Unless explicitly stated in the table, at least two signal
leptons with pT >20 GeV and same charge (SS) are required in each signal region. Requirements are placed on
the number of signal leptons (Nsignal), the number of b-jets with pT > 20 GeV (Nb-jets), the number of jets (Njets)
above a certain pT threshold (pjet

T ), Emiss
T , meff and/or Emiss

T /meff. The last column indicates the targeted signal
model. The Rpc3L1bS and Rpc3L1bH SRs are not motivated by a particular signal model and can be seen as a
natural extension of the Rpc3L0b SRs with the same kinematic selections but requiring at least one b-jet.

of Emiss
T and meff

2 requirements (X=Soft, Medium and Hard): RpcNLMbX. All `±`± (`= e,µ) pairs
are selected, any additional number of leptons is allowed (except in Rpv2L0b). For each lepton and
b-jet multiplicity two SRs are optimised to target compressed or large mass splitting regions.
The optimisation is performed starting from a set of requirements on number of b-jets and leptons,
depending on the signal scenario favoured by the corresponding final state. Subsequently, a brute-
force scan of other main discriminant variables (number of jets, Emiss

T , meff, Emiss
T /meff) is performed

to determine the best selection for each region of the parameter space. The figure of merit used to
rank configurations is the discovery significance (Z0) defined in Eq. 6.1 which represents a statistical
test based on a ratio of two Poisson means [104]:

Z0 =

√
2(s+b)ln(1+

s
b
)− s (6.1)

where s and b represent the expected number of signal and background events. In the statistical test,
a realistic estimation of the systematic uncertainty of 30% on the expected background is included.
Since MC samples of tt̄ and Z+jets do not provide a good estimate of fake leptons and charge-flip
background (determined from data in the analysis); scale factors are obtained from the MC Template
Method (see Sec. 6.4.3)and applied to give a more reliable estimation in the optimisation procedure.
Factors vary depending on the generator or showering of the sample (PYTHIA or SHERPA) and on the
source of the fake leptons (heavy flavour or light flavour).
Finally for each signal scenario, model dependent exclusion limits are computed for each signal point
using the signal region with the best expected sensitivity.

2The effective mass is defined as the sum of HT and Emiss
T , where HT is the scalar sum of the transverse momenta of all

considered particles in the final state: meff = Emiss
T + Σi|pT|i.
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Figure 6.5: Signal acceptance for various simplified models in the signal regions Rpc2L0bS (a),
Rpc2L0bH (b), Rpc2L1bS (c) and Rpc2L1bH (d) [105].

6.3 Analysis acceptance and efficiency

Important information is provided with the study of the signal acceptance and efficiency using particle-
level MC simulation. The author of the thesis computed the signal acceptance and efficiency of the
SS3L analysis.
The considered events are taken at generator-level including parton-level activity, showering, hadro-
nisation and particle decays. The simulation of the interaction with the detector is not included. The
particle selection (isolation, identification, overlap removal) is the same used in the analysis, except
for the BDT cut to reduce the charge-flip electrons. Also, the complete set of kinematic cuts of the
SRs defined is included in the computation, along with the branching ratio of all decaying particles
considered. The signal acceptance, shown in Figure 6.5, gives an overview of the sensitivity power of
the analysis and is defined as the percentage of generated events passing the signal region selection.
Moreover, it can be used to interpret and compare signal models which have not been included in the
analysis. Similarly, efficiency maps are computed where the efficiency is defined as the ratio between
the number of reconstructed events and the number of generated events. The reconstructed events
include also the detector simulation and it contains reconstruction and identification efficiency of the
different particles considered in the analysis.
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Figure 6.6: Signal efficiency for various simplified models in the signal regions Rpc2L0bS (a), Rpc2L0bH (b),
Rpc2L1bS (c) and Rpc2L1bH (d) [105].

The efficiency can be used to estimate the number of expected events S:

S = Lint ·σprod ·A · ε, (6.2)

where σprod is the production cross section of the signal process, Lint is the integrated luminosity, and
A is the acceptance. Figure 6.6 shows the efficiency map for the same SRs as shown in Figure 6.5.
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6.4 Background estimation

Few Standard Model processes lead to same-sign (SS) or three leptons (3L) final states, and in addition
they have relatively low cross-sections. Therefore, signal regions are characterised by low contamina-
tion from irreducible background processes. Additionally, two sources of reducible background have
a significant contributions: fake/non-prompt leptons and charge-flip electrons:

• Prompt SS/3L background: the main sources are top-quark pair production in association
with a vector boson (tt̄V ) and diboson processes (depending on the b-jet multiplicity in the
signal region definition). All SM background processes have been introduced previously in
paragraph 6.1.2, along with the list of MC samples (Table 6.1).

• Fake or non-prompt lepton background: caused by objects misidentified as leptons. The
background can originate from light flavour jets or heavy flavour hadron decays, as well as
electrons from photon conversion. If produced in a process with a prompt lepton, they can lead
to a final state with same-sign leptons.

• Charge-flip background: it denotes events where the electron charge is wrongly measured,
commonly referred to as “charge-flip“. This is due to electrons having emitted a hard bremsstrahlung
photon which is subsequently converted to an electron pair; or a bad electron track reconstruc-
tion. It is negligible for muons. In this case events with opposite-sign (OS) lepton pairs are
wrongly identified as SS events.

A precise and reliable estimation of these background sources is crucial. The estimation of prompt
background relies on Monte Carlo simulations, while fake (FNP) leptons and “charge-flip“ leptons
are estimated with data-driven methods.

6.4.1 Fake lepton background

Background arising from fake objects is a common problem in many analyses in ATLAS, from SM
precision measurements to New Physics searches. When reconstructing an object the expectation is to
associate it to the ‘real‘ corresponding particle which caused the track in the detector. Unfortunately, a
significant number of times an object is mistakenly reconstructed as different from the ‘real‘ particle:
these are called fake objects.
The processes leading to fake/non-prompt leptons (will be referred as FNP for the rest of the thesis)
change depending on the considered final state. In the SS/3L analysis, the main contribution comes
from top-quark pair production (tt̄) and associated production of a vector boson and jets (V +jets).
These SM processes are not leading to two leptons with the same-charge, unless there is a charge-flip
electron or a FNP lepton produced.
A common example is a hadronic jet which may leave a narrow deposit in the calorimeter, inducing
the reconstruction algorithms to treat it as an electron. Fake lepton background has a significant role
in the search described in this dissertation; therefore a reliable estimation of the contribution in the
SRs is needed. A first option is to rely on MC simulation, with two downsides: a not perfect repro-
duction of the behaviour of fake objects and a high statistical uncertainty in the interesting regions of
the phase space.
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Therefore, data is exploited to provide a better prediction of fake background with data-driven meth-

ods such as matrix method [106], fake factor method and MC template method (supported by mea-
surements on MC).
Fake leptons are caused by instrumental effects which lead to inability to identify objects from the
measured properties. The processes causing this effect are different for electrons and muons.

Fake electrons
As explained in section 5.1, candidate electrons are reconstructed with a charged track in the ID
aligned with a deposit in the EM calorimeter, additionally the extrapolated mass must be consistent
with electron mass. A photon deposit in the EM calorimeter can look similar to the one produced
by an electron, therefore any process with one or more photons and an aligned charged track may be
reconstructed as a ‘real‘ electron.
Hadronic jets with a charged and a neutral pion can be reconstructed as electrons. Charged pions can
leave a charged track in the ID similar to an electron, and in case of a high-momentum particle the
extrapolation of the mass is less precise. Neutral pions often decay to photons, resulting in a a deposit
in the EM calorimeter. Charged track and calorimeter deposit will be matched since the pions are
coming from the same jet, causing an electron-like signature in the detector.
Heavy-flavour hadron decay is another important source of non-prompt electrons (and muons). The
heavy flavour hadron decay may contain a W± or Z0 which decays leptonically. High energy muons
may also fake electrons with photons emitted via bremstrahlung. Energetic muons and electrons cause
similar tracks in the ID, while the emitted photon will again leave a calorimeter deposit compatible
with the charged track. If the muon is reconstructed, fake electrons are removed with the Overlap
Removal procedure, however cases where the muon is not subsequently reconstructed cannot be re-
moved.

Fake muons
Candidate muons are reconstructed when a track in the muon spectrometer (MS) is matched to a track
in the ID. Charged hadrons with sufficient lifetime go through the calorimeter and leave a track only
in the MS. The activity inside the detector is high enough to produce random tracks. These can be as-
sociated to the hits in the MS and cause the reconstruction of a fake muon. Another case is originated
by pions and kaons decaying in-flight to muons in the MS and aligning to the primary vertex.

6.4.2 Dynamic matrix method

The estimation of FNP lepton background is performed with a purely data-driven procedure called ma-

trix method [106]. It is based on the relation between the number of real and FNP leptons (physical
quantities) and the number of baseline3 and signal leptons (measurable quantities). A matrix defines
this relation taking into account the different response to identification and isolation for prompt and
FNP leptons.

3For consistency with the acceptance used for signal electrons, only baseline electrons with |η |< 2.0 are considered.
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In the case of events with one lepton, a matrix Λ is defined as:(
NS

NB

)
= Λ×

(
NP

NF

)
, Λ =

(
εP εF

(1− εP) (1− εF)

)
(6.3)

where NS and NB denote the numbers of leptons passing the baseline or signal requirements. NP and
NF denote the numbers of prompt and FNP leptons. The parameters εP and εF are the probabilities
for real and FNP leptons to be selected as signal leptons in the considered analysis. Since we are
interested in the number of FNP leptons entering the signal regions selection, the efficiency matrix
has to be inverted: (

NP

NF

)
= Λ

−1×

(
NS

NB

)
, Λ

−1 =
1

εP− εF

(
(1− εF) −εF

(εP−1) εP

)
(6.4)

The number of FNP leptons passing the signal selection N{F |S} is given by the total number of FNP
leptons times the baseline to signal efficiency:

N{F |S} = NF · εF =
εF

εP− εF
(NS(εP−1)+ εPNB). (6.5)

This equation provides the number of FNP leptons passing the signal requirements. The linearity of
the method allows to calculate the total yields by assigning a weight to each event: w= εF

εP−εF
(εP−I`).

The weight value changes depending if lepton passes (I` = 1) or fails (I` = 0) the signal requirements.
The sum of weights assigned to each event gives the total yields from fake lepton background. There-
fore both the shape and normalisation of the background are estimated.
In the SS3L analysis, the starting point is the two-lepton event case, therefore the efficiency matrix is
extended to a 4x4 matrix which includes real and fake rates of both leptons:

NSS

NSB

NBS

NBB

= Λ×


NPP

NPF

NFP

NFF

 ,

Λ =


εP,1εP,2 εP,1εF,2 εF,1εP,2 εF,1εF,2

εP,1(1− εP,2) εF,1(1− εF,2) εF,1(1− εP,2) εF,1(1− εF,2)

(1− εP,1)εP,2 (1− εP,1)εF,2 (1− εF,1)εP,2 (1− εF,1)εF,2

(1− εP,1)(1− εP,2) (1− εP,1)(1− εF,2) (1− εF,1)(1− εP,2) (1− εF,1)(1− εF,2)

 .

The procedure is the same as in one lepton case. Since in the analysis events with more than two
leptons are selected, the method may be extended to an arbitrary number of leptons: called dynamic

matrix method. However events with three leptons or more have a negligible contribution. Real and
fake efficiencies are measured in different pT and η bins, to take into account different rates in all the
regions of the phase space, and for electrons and muons separately.
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Real lepton efficiency
The baseline-to-signal efficiency for the leptons is calculated with the so-called Z tag-and-probe

method in a pure Z → `` data sample. Events with at least two baseline lepton candidates with an
invariant mass falling into the Z mass window (80 < m`` < 100 GeV) are selected. One of the two
lepton candidates, the tag lepton, is required to have a transverse momentum pT > 25GeV and pass
the signal lepton requirements. The probe lepton, which is used to measure the real lepton efficiency,
is required to pass the baseline lepton requirements and have to carry opposite charge and same flavour
with respect to the corresponding tag lepton. All possible tag-and-probe combinations are considered
in an event (including permutation of the tag and probe leptons), to avoid any bias and increase the
statistic.
The real lepton efficiency is obtained by computing the ratio between the number of probe leptons
passing the signal requirements (Nsignal) and the number of probe leptons passing the baseline re-
quirements (Nbaseline) as shown in Equation 6.6:

εR =
Nsignal

Nbaseline
. (6.6)

Fake lepton efficiency
The fake rate is measured in a data control region enriched in fake leptons from heavy flavour decays.
Same-sign events with at least one b-jet, one signal muon with pT > 40 GeV and an additional baseline
lepton are selected. The control region is enriched in tt̄ events, which do not lead to a same-sign final
state. Therefore, the signal muon is assumed to be prompt and be originated from a semi-leptonic
decay of the W boson, while the additional lepton has to be produced from a heavy flavour decay.
Consequently the measurement of the fake rate is performed on the additional lepton with the formula:

ε =
Ndata

tight−Nprompt bkg
tight

Ndata
loose−Nprompt bkg

loose

, (6.7)

where ‘loose‘ leptons are satisfying baseline lepton requirements and ‘tight‘ leptons are satisfying
signal lepton requirements.
A caveat of this measurement is that different sources of FNP cannot be disentangled: a systematic
uncertainty is assigned to cover differences in fake composition between control region and signal
regions. Additionally in the electron case, the charge-flip background can affect the fake rate mea-
surement, therefore this contribution is subtracted for both signal and baseline electrons. The fake
rates are strongly dependent on the lepton flavour and kinematic characteristics.

6.4.3 MC template method

In the SS3L analysis, an alternative method is used to estimate the fake lepton background. The
processes which lead to FNP leptons can be simulated with Monte Carlo event generators and then
processed through GEANT4 to estimate the detector response. This estimation is usually not reliable
due to a not-perfect simulation of the ATLAS detector. In addition, the stringent requirements in the
signal region definitions cause a significantly high statistical uncertainty from Monte Carlo events.
The latter issue is solved with an increase of generated Monte Carlo events, while the MC Template
Method [106] is able to address the former.
The MC template method relies on the correct modelling of FNP leptons kinematics in MC simulation
to extrapolate background predictions from control regions to the signal regions. The basic assumption
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is that kinematic shapes of each FNP source is modelled correctly. For each process which contains
FNP leptons, control regions enriched with those processes are defined and normalisation factors are
extracted from a combined fit to data.
In the SS/3L analysis, five categories are defined to classify the sources of FNP leptons: prompt elec-
trons or muons decaying from on-shell W and Z bosons, non-prompt leptons from heavy flavour b

decays (HF) and fakes arising from light flavour jet or photon-conversion (LF). Prompt electrons are
further split into electrons with correctly assigned charge or mis-measured charge.
Control regions are defined in a low jet-multiplicity and low Emiss

T region of the phase space, and the
b-jet multiplicity is varied to target the different categories. A likelihood fit is defined as the prod-
uct of the Poisson probabilities describing the observed events in the binned distributions from the
expected number of events rescaled by the five multipliers which are left free to float in the fit. At
last, the charge-flip and FNP backgrounds are estimated applying the extracted multipliers (which
vary from 1.2 to 2.9) to the Monte Carlo prediction in signal regions. The dominant uncertainty
of the method (' 80%) originates from different MC predictions, comparing the simulations from
POWHEG-BOX+PYTHIA and SHERPA.

6.4.4 Expected fake/non-prompt background yields in signal regions

The expected yield for processes with fake leptons, estimated with the dynamic matrix method as well
as MC Template Method are presented in Table 6.5 for the signal regions. The estimated yields are in
good agreement in all SRs, except for Rpv2L1bS which is however affected by a high statistical error.
The final numbers obtained for the fake lepton background estimate (also shown in this table) are
taken as the weighted average of the predictions from the matrix method and the MC template method.
The weights are based on the statistical component, and the systematic uncertainties are propagated
assuming conservatively a full correlation between the two methods.
When the estimated yield is too small (below 0.15), the expected values is set to 0.15±0.15 (e.g.
RPV2L2bH), to cover for possibilities of an under-fluctuation of the number of baseline-not-signal
leptons when applying the matrix method, as well as lack of statistics in the MC samples for the other
method.

6.4.5 Charge-flip background

The main process leading to a misidentification of electric charge of a lepton is denoted as “trident
event“: an electron emits a hard photon via bremstrahlung which consequently decays into a e+e−

pair. The charge-flip occurs when the main fraction of the original momentum is transferred to the
electron with an electric charge opposite to the prompt electron (positron). A small contribution is
also given by wrong track reconstruction of energetic leptons. These two processes are shown in Fig-
ure 6.7.
Figure 6.8 shows distributions of the invariant mass of opposite-sign and same-sign lepton pairs for
electrons (left) and muons (right) at the Z resonance peak. The electron channel shows clearly a peak
in the same-sign case, originated by the charge-flip, while the effect is negligible for muons. In addi-
tion, the same-sign invariant mass peak is shifted to lower values due to the loss of energy caused by
the bremstrahlung.
A data-driven method is used to estimate the charge-flip rate in a defined control region and then
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Region Matrix method MC template method Final estimate
Rpc2L0bH 0.83 ± 0.56 ± 0.74 1.00 ± 0.96 ± 0.81 0.87 ± 0.48 ± 0.76
Rpc2L0bS 1.51 ± 0.60 ± 0.66 1.68 ± 1.02 ± 1.26 1.55 ± 0.52 ± 0.81
Rpc2L1bH 3.54 ± 1.62 ± 3.12 2.07 ± 0.63 ± 1.56 2.26 ± 0.59 ± 1.76
Rpc2L1bS 2.69 ± 1.25 ± 2.07 2.48 ± 1.32 ± 1.86 2.59 ± 0.91 ± 1.97
Rpc2L2bH -0.11 ± 0.11 ± 0.18 < 0.5 0.15 ± 0.15 ± 0.00
Rpc2L2bS 1.31 ± 1.07 ± 1.65 0.41 ± 0.33 ± 0.45 0.49 ± 0.32 ± 0.55

Rpc2Lsoft1b 4.75 ± 1.42 ± 2.64 2.48 ± 1.32 ± 1.86 3.53 ± 0.97 ± 2.22
Rpc2Lsoft2b 1.91 ± 1.18 ± 1.63 1.66 ± 0.66 ± 1.28 1.72 ± 0.58 ± 1.36
Rpc3L0bH -0.01 ± 0.11 ± 0.10 < 0.5 0.15 ± 0.15 ± 0.00
Rpc3L0bS 2.31 ± 1.50 ± 2.63 0.21 ± 0.15 ± 0.16 0.23 ± 0.15 ± 0.18
Rpc3L1bH 0.57 ± 0.43 ± 0.50 0.42 ± 0.29 ± 0.32 0.47 ± 0.24 ± 0.38
Rpc3L1bS 4.94 ± 1.83 ± 2.96 3.55 ± 1.80 ± 2.76 4.23 ± 1.28 ± 2.86

Rpc3LSS1b -0.18 ± 1.24 ± 2.85 0.90 ± 0.14 ± 0.69 0.89 ± 0.14 ± 0.72
Rpv2L0b 0.14 ± 0.22 ± 0.27 1.02 ± 0.96 ± 0.76 0.18 ± 0.21 ± 0.29

Rpv2L1bH -0.06 ± 0.03 ± 0.09 0.60 ± 0.35 ± 0.48 0.15 ± 0.15 ± 0.00
Rpv2L1bM 1.70 ± 2.07 ± 1.68 1.20 ± 0.69 ± 0.95 1.25 ± 0.65 ± 1.02
Rpv2L1bS 16.49 ± 4.04 ± 18.70 4.46 ± 1.67 ± 3.45 6.22 ± 1.54 ± 5.68
Rpv2L2bH -0.04 ± 0.02 ± 0.04 < 0.5 0.15 ± 0.15 ± 0.00
Rpv2L2bS 9.67 ± 3.29 ± 9.04 7.24 ± 2.36 ± 5.43 8.07 ± 1.92 ± 6.66

Table 6.5: Expected yields for background processes with fake leptons, in the signal regions proposed.
Uncertainties include all statistical and systematic sources for the nominal estimate. Values are presented in a
nominal±syst. err.±stat. err. format.

Figure 6.7: Processes leading to a charge mismeasurement: emittance of a bremsstrahlung photon with
subsequent e+e− conversion (left). Wrong track reconstruction of an energetic lepton (right).

extrapolate the expected yields to the signal regions. Event yields are predicted considering pairs of
opposite sign leptons (OS) in data with a weight wCF assigned. Weights depend on the probability of
a lepton charge to be mis-measured (ξ1,2).
Rates are measured as a function of pT and η , since the processes described have a significant depen-
dency on the momentum and position of the particles in the detector:

wCF = ξ1 · (1−ξ2)+(1−ξ1) ·ξ2, ξ1(2) = ξ (pT,1(2),η1(2)). (6.8)

The sum of the weights assigned to the OS events passing signal region selection estimates the charge-
flip contribution. The electron charge-flip probability ξ is extracted from a Z → e+e− data sample
selecting SS and OS electron pairs in the Z mass window (75 < m`` < 100 GeV). Subsequently, a
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Figure 6.8: Invariant mass distributions of opposite-sign and same-sign electron (left) and muon (right) pairs:
the data is compared to simulated Z0→ `` OS (blue) and SS (red) events.

likelihood fit is performed with ξ1(2) as free parameters and the number of SS and OS electron pairs
as input variables. The charge-flip rate is extracted as a function of pT and η and compared with
values obtained from Z→ e+e− Monte Carlo samples to validate the estimation.
The high number of OS events leads to a low statistical error in the estimation; additionally, systematic
uncertainties related to simulation are not affecting this method. The measured charge-flip rates vary
from 0.1 to 0.5%, for electrons reconstructed in the barrel part of the EM calorimeter (|η | < 1.37).
However, electrons with higher pseudorapidity have significantly larger rates, up to 3% for energetic
electrons.

6.5 Uncertainties on the background estimation

The SS/3L final state is rarely produced in SM processes. Therefore, the analysis is affected by
a high relative statistical error. In addition, the methods used to estimate the background of the
analysis are affected by several systematic uncertainties. In the following paragraph, the estimation
of uncertainties for the prompt and FNP backgrounds is explained.

6.5.1 Theoretical uncertainties

The sources of theoretical uncertainties on prompt SM background processes can affect normalisation
and shape of the MC simulation. Uncertainties on the cross-section affect the normalisation of MC
samples, while an imperfect simulation will lead to imprecise shape of kinematic variables.
The uncertainty on the normalisation is originated by the uncertainty on the cross-section calculations:
6% for diboson processes [107] and 12-13% for tt̄V [108]. Modelling uncertainties are estimated by
comparing different MC generators for tt̄V (MG5_AMC@NLO and SHERPA) in the signal regions;
and varying renormalization, factorisation and resummation scales used in the diboson simulation
computation.
The choice of PDF sets affects the results of MC simulations. Therefore, PDF parameters are varied
by ±1σ and propagated to the MC event weights with LHAPDF6 framework [109]. The different
sources of theoretical uncertainties are added up quadratically and treated as a common nuisance
parameter.
Theoretical uncertainties of main processes (tt̄V and VV ) in each signal region are typically 30-35%.
A flat 50% uncertainty is taken for the other processes (Rare), including cross-section, MC modelling
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and PDF uncertainties. All variations from different SM processes are summed up in quadrature and
treated as a single nuisance parameter.

6.5.2 Experimental uncertainties

In addition to the theoretical uncertainties, all experimental uncertainties on prompt processes are con-
sidered: luminosity, object reconstruction, trigger and pile-up reweighting. The uncertainties included
in the statistical interpretation of the results are:

• E-gamma scale/resolution: uncertainties included to take into account imprecise measurement
of ET scale and resolution after the electron/photon energy calibration process [110]. The orig-
inal set of 67 NP is reduced to one, since it simplifies the analysis without affecting the results.
These uncertainties are negligible (<1% in all signal regions).

• Electron efficiency: uncertainties associated to electron efficiency, reconstruction and identifi-
cation scale factors. Small contribution in signal regions (1-3%).

• Muon scale/resolution: as for electrons, uncertainties to assess inaccuracies of muons momen-
tum scale and resolution corrections (< 1%).

• Muon efficiency: similar to electrons, uncertainties associated to muon reconstruction, identi-
fication and isolation scale factors. Small contribution in signal regions (1-3%).

• Jet energy scale/resolution: uncertainties of the jet energy scale are estimated by varying the
scale up and down by ±1σ for each nuisance parameter and scaling each individual jet energy
accordingly. Uncertainties on jet flavour, pile-up corrections, and η-dependence are included in
the total 80 independent NP [71]. A four parameter reduced set is considered for this analysis.
JES uncertainties on the normalisation range in 5-15%, while JER uncertainty is 1-3% in signal
regions.

• Flavour tagging: Variations of the b-, c-, and light-jet efficiency scale factors are applied in
jet pT and η bins considering 6 different nuisance parameters. Uncertainties on flavour tagging
scale factors are usually smaller than 10% and below 1% in b-jet vetoed signal regions.

• Jet vertex tagger: variations are applied to jets scale factors to cover pile-up dependency and
differences rising from different MC generators. Uncertainties on JVT are negligible in all
signal regions (< 1%).

• Emiss
T hard/soft term: imprecise calibrations of hard objects affect the calculated Emiss

T value.
Uncertainties associated to hard objects are propagated to Emiss

T estimation and variations are
derived. Soft term uncertainties reach up to 5% in signal regions.

• Luminosity: uncertainties estimated from calibration of the luminosity scale using beam-
separation scans [86]: a total error of 3.2% is applied.

• Trigger: differences between data and MC in trigger efficiencies are corrected and evaluated
for all triggers (< 1%). For multi-object triggers and trigger combinations, the total uncertainty
is computed from the individual uncertainties for each trigger.

• Pile-up reweighting: similarly, differences between simulation and data are corrected for the
< µ > value: rescaled to cover full difference between applying and not-applying the nominal
correction. The pile-up uncertainty due to reweighting is below 1% in all signal regions.
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6.5.3 Data-driven methods uncertainties

The systematic uncertainties on the FNP estimation with the matrix method are evaluated separately
for the real and fake rate4.
The main source of systematic uncertainty in the real efficiency computation is the choice of the Z

window mass range in the definition of the control region. By varying the considered mass range,
different efficiencies are measured. In order to take into account this effect two extra mass ranges are
considered: 75 < m`` < 105 GeV and 85 < m`` < 95 GeV. The efficiencies then are extracted and
compared for each bin with respect to the nominal value, the largest difference is taken as systematic
uncertainty for the corresponding pT-η bin.
Other source of systematic uncertainties originate from varying the trigger strategy of the analysis and
differences in the kinematics between control region and signal region (extrapolation to busy environ-
ment).
The fake rate is affected by two different kind of systematic uncertainties: the ones which are cor-
related between the different pT and η bins and the uncorrelated one. In the first case, a source of
systematic uncertainty is the contribution of the events with real leptons in the fake-enriched control
region used to extract the efficiencies. To evaluate this, the expected yields from the prompt leptons
in the CR (which is used in the fake lepton efficiency equation) is variated by 30% in both directions
to obtain the variations in order to cover for the luminosity and cross-section uncertainties.
In the second case possible differences of the fake composition in the control region depending on the
different kinematic cuts applied are taken into account. Alternative control regions are designed to es-
timate this variation. The overall uncertainties of the fake/non-prompt leptons in the total background
estimates are between 18 and 21%, depending on the signal region.
Similarly, the charge-flip uncertainty is associated to the variation of the Z mass window from which
the charge-flip rates are obtained. The range of mass window and side-band for background subtrac-
tion are varied by ±5 GeV from the nominal values. For each (pT, η) bin, the highest variation from
nominal value is taken as uncertainty in that specific bin. Nevertheless, the dominant uncertainty is
due to the high statistical error in the Z→ ee data sample for same-sign events. The overall error of
the charge-flip process ranges from 1 to 8 % in signal regions.

6.5.4 Uncertainties in signal regions

Figure 6.9 summarises the contributions of the different sources of systematic uncertainty on the total
SM background predictions in the signal regions. The uncertainties amount to 25-45% of the total
background depending on the signal region, dominated by the detector background uncertainties or
the theory uncertainties.

4Systematic uncertainties resulting from the measurement of the εP and εF parameters, and their extrapolation to the signal
regions, are propagated to uncertainties on the event weight through standard first-order approximations. The different sources
of uncertainties are tracked separately so that correlations of uncertainties across different events can be accounted for correctly.
The resulting set of uncertainties on the cumulated event weights are then added in quadrature to form the systematic uncertainty
on the predicted fake lepton background yield. The corresponding statistical uncertainty is taken as the RMS of the event
weights.
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Figure 6.9: Relative uncertainties on the total background yield estimation in each signal region [105].

6.6 Background validation

Once all sources of background have been estimated, it is crucial to check the reliability of the results
obtained. The validity of data-driven methods is evaluated comparing distributions of several kine-
matic variables in data and background prediction. Requirements on Emiss

T , jet multiplicity and b-jet
multiplicity are loosen to guarantee a small signal contamination.
Figure 6.10 shows kinematic distributions after requiring at least two jets (pT > 40 GeV) and
Emiss

T > 50 GeV, as well as at least two same-sign leptons ((a), (b), (c)) or three leptons (d). All distri-
butions show a good agreement between data and background prediction apart from some deviation
at high meff. This region is however dominated by diboson production, and will not be affected by the
FNP and charge-flip estimate.
Estimation from MC simulation of main prompt background is validated in 5 dedicated Validation Re-
gions (VR): tt̄W , tt̄Z, WZ4j, WZ5j and W±W± j j. Kinematic cuts are optimised to obtain the highest
purity in the background composition and the lowest signal contamination. All VRs are additionally
vetoing all events belonging to any SRs to ensure orthogonality with it. Table 6.6 summarises the
kinematic selection. The obtained purity goes from 35% up to 65%, while signal contamination of
models near the limit of exclusion is 20% in tt̄W and below 5% in all other VRs. Table 6.7 shows ob-
served yields in these validation regions, compared with the background predictions. The agreement
is good in all VRs.

Validation Nsignal
lepton Nb-jets Njets pT,jet Emiss

T meff Other
Region name [GeV] [GeV] [GeV]

tt̄W =2SS ≥ 1 ≥ 4(e±e±,e±,µ±) >40 >45 >550 pT (l2)> 40 GeV
≥ 3(µ±µ±) >25 ∑ pb-jet

T /∑ pjet
T > 0.25

tt̄Z ≥ 3 ≥ 1 ≥ 3 >35 - >450 81<mSFOS<101 GeV
≥ 1 SFOS pair

WZ4j = 3 = 0 ≥ 4 > 25 - >450 Emiss
T /∑ pl

T < 0.7
WZ5j = 3 = 0 ≥ 5 > 25 - >450 Emiss

T /∑ pl
T < 0.7

W±W± j j = 2 SS = 0 ≥ 2 > 50 > 55 > 650 veto 81 < me±e± < 101 GeV
pl2

T > 30 GeV
∆Rη(l1,2, j)> 0.7
∆Rη(l1, l2)> 1.3

Table 6.6: Summary of the event selection in the validation regions. In all VRs, events belonging to SRs are
vetoed to avoid any signal contamination. In tt̄W VR, the requirement on the number of jets varies depending on
the leptonic flavour.
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Figure 6.10: Distributions of the number of jets (a), of b-tagged jets (b) and the effective mass ((c), (d)). The
statistical uncertainties in the background prediction are included in the uncertainty band, as well as the full
systematic uncertainties for backgrounds with fake or non-prompt leptons, or charge-flip. In all figures, the last
bin contains the overflow [105].

6.7 Statistical interpretation

6.7.1 Fit and p-values

Once the analysis strategy is defined and the event selection has been performed, it is of general
interest to analyse specific distribution of variables among the candidate event samples. The goal is
to compare distributions from data and theory and to extract physical quantities of interests via a fit to
the data distribution:

• Define the hypothesis: theoretical function y(x,θ), with x as set of variables and θ as set of
parameters.

• Define the test statistics t: variable with a known probability density function (pdf). If the ex-
periment is performed many times, the distribution of extracted t values will follow the defined
pdf (if the hypothesis is correct).

• Evaluate experimental results: parameters θ are adjusted to obtain the best agreement be-
tween data and theory. Then t is evaluated from data (t∗) and compared with the pdf. If t∗ is in
a region of high probability, then the hypothesis is likely to be correct; while if it belongs to a
region with very low probability, it might be possible to exclude the hypothesis.
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Validation regions tt̄W tt̄Z WZ4j WZ5j W±W± j j
tt̄Z/γ∗ 6.2±0.9 123±17 17.8±3.5 10.1±2.3 1.06±0.22

tt̄W 19.0±2.9 1.71±0.27 1.30±0.32 0.45±0.14 4.1±0.8
tt̄H 5.8±1.2 3.6±1.8 1.8±0.6 0.96±0.34 0.69±0.14
tt̄tt̄ 1.02±0.22 0.27±0.14 0.04±0.02 0.03±0.02 0.03±0.02

W±W± 0.5±0.4 - - - 26±14
WZ 1.4±0.8 29±17 200±110 70±40 27±14
ZZ 0.04±0.03 5.5±3.1 22±12 9±5 0.53±0.30

Rare 2.2±0.5 26±13 7.3±2.1 3.0±1.0 1.8±0.5
Fake/non-prompt leptons 18±16 22±14 49±31 17±12 13±10

Charge-flip 3.4±0.5 - - - 1.74±0.22
Total SM background 57±16 212±35 300±130 110±50 77±31

Observed 71 209 257 106 99
Ratio Obs./Exp. 1.25 0.99 0.86 0.96 1.29

Table 6.7: The number of observed data and expected background events in the validation regions. Background
categories shown as a “-“ denote that they cannot contribute to a given region (e.g. charge flips in 3-lepton
regions) or that their estimates is lower than 0.01 events. The displayed yields include all sources of statistical
and systematic uncertainties, except for the theoretical uncertainties which only affect the inclusive production
cross-sections.

Figure 6.11: Examples for a p-value computation with a Gaussian (left) and Poisson (right) PDF. The p-value
is given by the red area limited by the observed result.

In the context of a BSM analysis, the goal is to test the “SM-only“ hypothesis set as null-hypothesis.
Supposing to have a known pdf of the test statistics for the given hypothesis H0. Once the fit is
performed and t∗ is obtained, it is possible to evaluate the validity of the null-hypothesis. The ‘p-
value‘ p0 gives the probability that, if H0 is true, the result of the experiment will fluctuate as much or
more than t∗ and is defined as:

p0 =
∫

∞

t∗
f (t|H0)dt. (6.9)

In other words, if the experiment is repeated and H0 is true, p0 is the fraction of times that t > t∗.
Figure 6.11 shows two examples with a Gaussian (left) and a Poisson pdf (right). If the red area is
small, the hypothesis is wrong or there was an anomalous large fluctuation.
The process described above is a simplification of the computation done in the analysis. The PDFs
have to describe the observed number of events and constrain the nuisance parameters, parameters
to be accounted in the test statistics but not of immediate interest. Additionally, correlations among
different NP and NP correlating across different source of background have to be considered. This
is done with a set of Gaussian PDFs (description of NP) convoluted with a Poisson PDF (observed
events).
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6.7.2 CLS method

In all ATLAS analyses a modified frequentist approach is used to set upper and lower limits in new
physics searches: the CLS method. The number of expected events y, after applying the analysis
selection, is defined as:

y = µs+b (6.10)

where b is the number of events expected from SM processes (background), s is the number of events
produced by the searched phenomenon (signal) and µ is the signal strength.
If µ=1, the signal has the rate predicted by theory, while µ=0 corresponds to an absence of new
physics. The signal strength is defined as:

µ =
σ

σth
(6.11)

where σth is the cross-section predicted by the new theory and σ is the observed cross-section.
After defining a proper likelihood for the type of analysis, a test statistics qµ can be defined as:

qµ =−2ln
L(µ, ˆ̂

θ)

L(µ̂, θ̂)
(6.12)

where µ̂ and θ̂ are the best values of the parameters obtained when maximising L; while ˆ̂
θ are the

values of the NP when maximising L at fixed µ . The defined test statistics is called profile likelihood

ratio since the NPs are profiled in order to maximise the likelihood when setting the parameter of
interest.
Since it is a likelihood-ratio approach, the Neyman-Person lemma [111] ensures that the likelihood

ratio is the most powerful test-statistics to reject a null-hypothesis.

Discovery
If a significant excess of data over the background is observed, a new discovery can be claimed if
the null hypothesis H0 is rejected. A test on the background-only hypothesis is done using the test
statistics q0 (setting µ = 0):

q0 =−2ln
L(0, ˆ̂

θ)

L(µ, θ̂)
(6.13)

The p-value is simply defined as:
p0 =

∫
∞

qobs
0

f (q0|0)dq0 (6.14)

where qobs
0 is the value of q0 observed with data.

If p0 is below the defined limit, the hypothesis is rejected and a discovery has been made. The con-
vention typically used in high-energy physics experiments is to declare an excess (evidence) at 3σ

and a discovery when reaching 5σ .
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Figure 6.12: Example of q1 distributions in the two hypotheses, namely µ = 1 and µ= 0. The separation
between the two distributions indicate the capability to discriminate the two hypotheses.

Signal exclusion
Equation 6.12 can be used to exclude a given theory model. If µ=1, meaning that signal is expected,
the test statistics becomes:

q1 =−2ln
L(1, ˆ̂

θ)

L(µ̂, θ̂)
(6.15)

The lower q1, the more compatible are data and the proposed theory model, and in opposite the less
compatible with a background-only expectation. In order to determine the discriminating power be-
tween searched model and background, two pdfs are defined: f (q1|0) evaluated from MC samples of
pure background (µ = 0) and f (q1|1) from MC samples generated with µ = 1. Figure 6.12 shows an
example of q1 distribution in the two hypotheses.
The sensitivity of experiments is evaluated by taking the median of f (q1|0) ≡ q̃1 as the average ex-
pected result of a background-only experiment. The median is used to define the expected confidence
level:

CLexp
s+b =

∫
∞

q̃1

f (q1|1)dq1 (6.16)

where CLexp
s+b is the blue area in Figure 6.12 (top) and it represents the median confidence level with

which the signal is excluded. Once the data have been collected, the value qobs
1 will define the observed

confidence level:
CLobs

s+b =
∫

∞

q̃obs
1

f (q1|1)dq1. (6.17)

If it is below 5%, the signal model is excluded at 95% confidence level (CL).
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The method explained is not protected from possible “under-fluctuations“ of the background, which
would lead to a wrong exclusion of a signal model. ATLAS analyses use the CLs approach to avoid
this problem, using a slightly different definition of confidence level:

CLs =
CLs+b

CLb
(6.18)

where CLb is defined as:
CLb =

∫
∞

q̃obs
1

f (q1|0)dq1 (6.19)

CLs is always larger than CLs+b and allows to be more conservative and to protect the results from
background fluctuations.

Upper limit
Similarly, upper limits on the signal strength may be obtained. In equation 6.12, qµ is a function of
the signal strength µ with a minimum at µ = µ̂ . To define an upper limit on the signal strength, the
value µ∗ is defined as the value of µ for which CLS is equal to 1-α , where α is the required confidence
level. A scan of µ is performed ( when µ is increasing, CLS is decreasing), until the value µ∗ is found.
Model-independent upper limits may be computed for an arbitrary signal model, allowing theorists to
test their models in the defined SRs.
The signal strength µ is treated as a free parameter and the model independent upper limit is defined
on the number of expected signal events in the considered SR. The number of signal events are then
normalised to the integrated luminosity Lint and can be interpreted as upper limits on the visible
signal cross-section σvis, defined as:

σ
obs(exp)
vis = σprod×A× ε =

Nobs(exp)
BSM
Lint

, (6.20)

where σprod is the signal production cross-section, A is the detector acceptance and ε the reconstruc-
tion efficiency.
The statistical interpretation of the results of SS3L analysis have been computed with the HistFitter

software framework [112].

6.8 Results in signal regions

The observed event yields for data and the expected SM background are shown in Figure 6.13 and are
summarised in Table 6.8 for all signal regions, including statistical and systematic uncertainties.
Figure 6.14 shows the relative contribution of all rare processes for each signal region. Triboson pro-
duction is dominant when b-jets are vetoed, while tWZ and tt̄WW are mostly contributing when at
least one b-jet is required.
Since no significant deviation from SM background is observed, upper limits on BSM production and
model-dependent exclusion limits are computed. Confidence intervals are defined with a CLS method
at 95% confidence level. A profile-likelihood-ratio test is used, where the likelihood is constructed as
the product of a Poisson pdf and a Gaussian distribution (as described above). The hypothesis tests
are computed individually for each signal region.
Table 6.9 shows model-independent upper limits at 95% C.L. on the number of observed (expected)
BSM events in the signal regions: S95

obs(S
95
exp). The limits are also normalised to the integrated luminos-

ity and expressed in limits on the visible signal cross-sections σobs
vis (σ exp

vis ). The computation is done
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Figure 6.13: Observed and expected event yields in the signal regions for an integrated luminosity of
36.1 fb−1. The bottom panel shows the ratio between data and the SM prediction. The uncertainty bands
include all experimental and theoretical systematic uncertainties as well as the statistical errors [105].
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Figure 6.14: Relative contribution in each signal region from the processes in the category labelled as rare
(tt̄WW , tt̄WZ, tt̄WZ, tZ, tWZ, tt̄t, WH, ZH and triboson production) [105].

with the method explained above using 104 pseudo-experiments to derive observed and expected up-
per limits at 95% CL. For all the considered SUSY signal benchmark scenarios, exclusion limits at
95% CL with pseudo-experiments are set on the SUSY particles masses.
Figure 6.15 shows the exclusion limits for the main RPC models, all other limits are shown in ap-
pendix A. Exclusion limits are shown in a two-dimensional plane with the sparticles masses as vari-
ables. The expected limit, computed considering MC simulation, is shown with a ±1σ yellow band
contour, which includes all statistical and systematic uncertainties, while the observed limit is shown
with a solid red line along with the up and down variation due to the signal theory uncertainty as red
dotted lines. The grey numbers show the upper limits on the signal cross-section (in fb) for a specific
mass point.
As mentioned previously, two different SRs have been defined5 to target each signal benchmark.

5Four different SRs for the gluino pair production with stop-mediated decay to gain sensitivity in the region of the phase
space with production of off-shell top quarks.
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Signal region Rpc2L2bS Rpc2L2bH Rpc2Lsoft1b Rpc2Lsoft2b Rpc2L0bS Rpc2L0bH
Observed events 3 0 4 5 7 3
Total background 3.3±1.0 1.80±0.32 5.8±2.5 3.8±1.6 6.0±1.8 2.4±1.0

Fake/non-prompt leptons 0.5±0.6 0.15±0.15 3.5±2.4 1.7±1.5 1.6±1.0 0.9±0.9
Charge-flip 0.10±0.01 0.02±0.01 0.08±0.02 0.08±0.02 0.05±0.01 0.01±0.01

tt̄+W/Z 1.6±0.4 0.44±0.14 1.3±0.4 .21±0.33 0.82±0.31 0.20±0.10
Diboson 0.10±0.10 .04±0.02 0.17±0.09 0.05±0.03 3.1±1.4 1.0±0.5

tt̄+H 0.43±0.25 0.10±0.06 0.45±0.24 0.36±0.21 0.27±0.15 .08±0.07
tt̄tt̄ (4-top) 0.26±0.13 0.18 ±0.09 0.09±0.05 0.21±0.11 0.01±0.01 0.02±0.02

Rare 0.33±0.18 0.15±0.09 .18±0.10 0.17±0.10 ±0.19±0.11 0.17±0.10
p-value 0.71 .91 0.69 0.30 0.36 0.35

Significance - - - 0.5σ 0.4σ 0.4σ

Signal region Rpc3L0S Rpc3L0bH Rpc3L1bS Rpc3L1bH Rpc2L1bS Rpc2L1bH Rpc3LSS1b
Observed events 9 3 20 4 14 13 1
Total background 11.0±3.0 3.3±0.8 17±4 3.9±0.9 9.8±2.9 9.8±2.6 1.6±0.8

Fake/non-prompt leptons 0.23±0.23 0.15±0.15 4.2±3.1 0.5±0.5 2.5±2.2 2.3±1.9 0.9±0.7
Charge-flip - - - - 0.25±0.04 0.25±0.05 0.39±0.08

tt̄+W/Z 0.98±0.25 0.18±0.08 7.1±1.1 1.54±0.28 4.0±1.0 4.0±0.9 -
Diboson 8.9±2.9 2.6±0.8 1.4±0.5 0.48±0.17 0.5±0.3 0.7±0.3 -

tt̄+H 0.12±0.08 0.03±0.02 1.4±0.7 0.25±0.14 1.3±0.7 1.0±0.6 0.22±0.12
tt̄tt̄ (4-top) 0.02±0.01 0.01±0.01 0.7±0.4 0.28±0.15 0.34±0.17 0.54±0.28 -

Rare 0.7±0.4 0.29±0.16 2.5±1.3 0.9±0.5 0.9±0.5 1.0±0.6 0.12±0.07
p-value 0.72 0.85 0.32 0.46 0.17 0.21 0.56

Significance - - 0.5σ 0.1σ 1.0σ 0.8σ -

Signal region Rpv2L1bH Rpv2L0b Rpv2L2bH Rpv2L2bS Rpv2L1bS Rpv2L1bM
Observed events 2 2 1 20 26 9
Total background 1.6±0.4 1.0±0.4 1.6±0.5 19±7 25±7 4.8±1.6

Fake/non-prompt leptons 0.15±0.15 0.18±0.31 0.15±0.15 8±7 6±6 1.3±1.2
Charge-flip 0.02±0.01 0.03±0.02 0.03±0.01 0.46±0.08 0.74±0.12 0.10±0.02

tt̄+W/Z 0.56±0.14 0.14±0.08 0.56±0.15 6.5±1.3 10.1±1.7 1.4±0.5
Diboson 0.14±0.06 0.52±0.21 0.04±0.02 0.42±0.16 1.7±0.6 0.42±0.15

tt̄+H 0.07±0.05 0.02±0.02 0.12±0.07 1.0±0.5 1.9±1.0 0.28±0.15
tt̄tt̄ (4-top) 0.34±0.17 0.01±0.01 0.48±0.24 1.6±0.8 1.8±0.9 0.53±0.27

Rare 0.29±0.17 0.10±0.06 0.19±0.13 1.5±0.8 2.4±1.2 0.8±0.4
p-value 0.33 0.19 0.55 0.48 0.44 0.07

Significance 0.4σ 0.9σ - 0.1σ 0.2σ 1.5σ

Table 6.8: Observed and expected numbers of events in the signal regions for an integrated luminosity of
36.1 fb−1. Background categories shown as “-“ do not contribute to a region. The respective p-values and
significances are also stated. Significances indicated as “-“ correspond to regions with more expected than
observed events (p0 > 0.5).

The final exclusion limit is computed by taking the SRs with the best expected exclusion power.
Figure 6.16 shows which SRs have been considered, per each signal point, in the four main considered
RPC models.
Exclusion limits for direct production of right-handed down squarks with RPV decays, NUHM2
model and t̃1t̃∗1 , which leads to a signature with three leptons with the same electric charge, are shown
as a function of one free parameter. Figure 6.17 shows the observed and expected upper limit on the
production cross-section times branching ratio (σprod×BR) in pb.
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Signal region S96
obs S95

exp σobs
vis [fb] σ

exp
vis [fb]

Rpc2L2bS 5.5 5.6+2.2
−1.5 0.15 0.16+0.06

−0.04

Rpc2L2bH 3.6 3.9+1.4
−0.4 0.10 0.11+0.04

−0.01

Rpc2Lsoft1b 6.3 7.1+2.5
−1.5 0.17 0.20+0.07

−0.04

Rpc2Lsoft2b 7.7 6.2+2.6
−1.5 0.21 0.17+0.07

−0.04

Rpc2L0bS 8.3 7.5+2.6
−1.8 0.23 0.20+0.07

−0.05

Rpc2L0bH 6.1 5.3+2.1
−1.3 0.17 0.16+0.06

−0.04

Rpc3L0bS 8.3 9.3+3.1
−2.3 0.23 0.26+0.09

−0.06

Rpc3L0bH 5.4 5.5+2.2
−1.5 0.15 0.16+0.06

−0.04

Rpc3L1bS 14.7 12.6+5.1
−3.4 0.41 0.35+0.14

−0.10

Rpc3L1bH 6.1 5.9+2.2
−1.8 0.17 0.16+0.06

−0.05

Rpc2L1bS 13.7 10.0+3.7
−1.6 0.38 0.28+0.10

−0.05

Rpc2L1bH 12.4 9.7+3.4
−2.6 0.34 0.27+0.09

−0.07

Rpc3LSS1b 3.9 4.0+1.8
−0.3 0.11 0.11+0.05

−0.01

Rpv2L1bH 4.8 4.1+1.9
−0.4 0.13 0.11+0.05

−0.01

Rpv2L0b 5.2 4.0+1.7
−0.3 0.14 0.11+0.05

−0.01

Rpv2L2bH 3.9 4.1+1.8
−0.4 0.11 0.11+0.05

−0.01

Rpv2L2bS 17.5 16.8+5.2
−4.2 0.48 0.47+0.14

−0.12

Rpv2L1bS 18.1 17.2+5.9
−4.2 0.50 0.48+0.16

−0.12

Rpv2L1bM 11.4 7.3+2.5
−1.8 0.31 0.20+0.07

−0.05

Table 6.9: Observed and expected model-independent upper limits on the number of BSM events (NBSM) and
on the visible signal cross-sections (σvis) for the 2016 signal regions.
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(a) Rpc2L2bS(H),Rpc2Lsoft1(2)b.
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(b) Rpc2L0bS(H).
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(c) Rpc3L0bS(H).
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Figure 6.15: Observed and expected exclusion limits on superpartner masses in the context of the four main
RPC SUSY scenarios for 36.1 fb−1. All limits are computed at 95% CL. The dotted lines around the observed
limit illustrate the change in the observed limit as the nominal signal cross-section is scaled up and down by the
theoretical uncertainty. The contours of the band around the expected limit are the ±1σ results including all
uncertainties except the theoretical ones on the signal cross-section. The diagonal lines indicate the kinematic
limit for the decays in each specified scenario and results are compared with the observed limits obtained by
previous ATLAS searches [113, 114]. The SRs used to obtain the combined limit for each scenario are specified
in the subtitles [105].
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Figure 6.16: The best expected signal region per signal grid point. The SRs chosen for the individual signal
points are indicated in different colours. These configurations are then used to set the final combined exclusion
limits. The expected (dashed grey line) and observed (solid red line) exclusion limits are also shown. The
diagonal lines indicate the kinematic limit for the decays in each specified scenario [105].
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Figure 6.17: Observed and expected upper limits on σprod×BR (in pb). The contours of the band around the
expected limit are the ±1σ (green) and ±2σ (yellow) results including all uncertainties except the theoretical
ones on the signal cross-section. The blue and red line show the theoretical expectation for the considered signal
model, in Fig. (a) and (b) two different values of gluino are considered. The nominal signal cross-section is
scaled up and down by the theoretical uncertainty (dashed blue and red lines). The SRs used to obtain the
combined limit for each scenario are specified in the subtitles [105].
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Chapter 7

Electroweak SUSY production

7.1 SUSY at electroweak scale

The ATLAS collaboration has placed stringent limits on the masses of gluino and squarks for several
SUSY scenarios. Figure 7.1 shows a summary of the exclusion limits obtained with the complete set
of SUSY analyses.
A SUSY model solves the hierarchy problem only if mg̃ and mq̃ are smaller than 1-2 TeV, unless the
mass scale of the sparticles that only interact weakly (sleptons, gauginos, charginos and neutralinos)
are decoupled from the mass of squarks and gluinos (same condition for the third generation squarks).
It is therefore of great interest to perform similar searches for electroweakly produced SUSY particles.
Since the particles do not interact via strong interaction, the cross-section is significantly lower than
in the strong production searches. Moreover, leptons need an intermediate SM gauge boson to couple
to the partons in the colliding beam protons, in contrast with gauginos which couple directly to the
quark inside the protons, leading to a strong suppression in the production rate.
Figure 7.2 shows the production cross-section of SUSY particles as a function of the mass. The
charginos and neutralinos have a production rate smaller by a factor 100 than strongly produced
sparticles at the same mass scale1. Searches for electroweak SUSY are characterised also by a lower
number of jets, softer objects and significantly lower Emiss

T in the final state.

7.2 Analysis strategy

The analysis described in this thesis is a search for electroweak pair production of a chargino and
a neutralino. The LSP is the lightest neutralino and all charginos χ̃

±
i (i=1,2) and neutralinos χ̃0

j

( j=1,2,3,4) are a mixture of higgsinos, binos and winos.
The naturalness condition [117, 118] suggests that the lightest charginos and neutralinos (also called
electroweakinos) have masses at the electroweak scale (few hundreds GeV). If sleptons are heavier
than electroweakinos, a χ̃

±
1 and χ̃0

2 production may be considered. In the two branches of the decay
chain, the chargino decays to χ̃0

1 and a W boson (χ̃±1 →χ̃0
1W±); while χ̃0

2 decays to the LSP and the
lightest MSSM Higgs boson (SM-like) or a Z boson (χ̃0

2→χ̃0
1 Z/h) [119, 120, 121] .

If ∆m(χ̃0
2 , χ̃

0
1 ) > mh = 125 GeV and the higgsinos are heavier than the winos, the decay via a Higgs

1For this reason historically strong SUSY searches can be already performed with smaller dataset, while electroweak SUSY
searches need a sufficient amount of data collected.
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Figure 7.1: Exclusion limits at 95% CL based on 8 and 13 TeV data in the (gluino, lightest neutralino) (left)
and (squark, lightest neutralino) (right) mass plane for different simplified models featuring the decay of
squarks/gluinos to the lightest supersymmetric particle (lightest neutralino or gravitino) either directly or
through a cascade chain featuring other SUSY particles with intermediate masses. For each line, the gluino and
squark decay mode is reported in the legend and it is assumed to proceed with 100% branching ratio. Some
limits depend on additional assumptions on the mass of the intermediate states, as described in the references
provided in the plot [115].

Figure 7.2: LHC production cross-sections for supersymmetric particles at
√

s=14 TeV. All cross-sections are
shown as a function of the average final-state mass [116].

boson is dominant. The composition of the lightest chargino and next-to-lightest neutralino is wino-
like and the two particles are nearly mass degenerate, while the lightest neutralino is assumed to be
bino-like.
The hadronic and leptonic decay of the W boson are considered in combination with three different
Higgs decay modes: a pair of b-quarks, a pair of photons, a pair of W/Z boson or τ leptons (where at
least one of the W/Z/τ decays leptonically). The search is therefore split into five separate channels,
depending on the W and h decay mode: 0`1bb̄ (full hadronic), 1`1bb̄, 1`γγ (diphoton), `±`± (same
sign) and 3` [126]. Figure 7.3 shows the diagrams of the considered signal scenarios.
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Figure 7.3: Diagrams illustrating the signal scenarios considered for the pair production of chargino and
next-to-lightest neutralino targeted by the hadronic (0l1bb̄) (a) and 1l1bb̄ (b), 1lγγ (diphoton) (c), l±l±, 3l
leptonic (d) channel selections. In (a) and (b) the Higgs boson decays to two b-quarks. In (c), the two photon
channel is shown with h→ γγ . In (d), the multilepton visible final state of the Higgs boson is shown [126].

The author contributed to the multileptonic channels (same-sign and 3`) with the fake lepton back-
ground estimation and estimation of theoretical uncertainties.
The same sign channel has many similarities with the strong production SS3L analysis described in
the previous chapter. From the phenomenological point of view, the difference is given only by the
absence of b-jets in the final state and a lower number of expected jets.
The estimation of the prompt and charge flip background is identical with the strong SS3L analysis,
except for differences in the choice of the Monte Carlo generators for some processes. While the
non-prompt/fake lepton background is estimated only with the dynamic matrix method (no combina-
tion with the MC template method). The general flow of the analysis is the same as presented in the
previous chapter, therefore many logical steps will not be repeated.

7.2.1 Object definitions

The object definition is similar to the one presented in 6.1.3, along with the overlap removal proce-
dure. Jets, b-tagged jets and Emiss

T do not have any difference in the definition.
Electrons and muons have a slightly different selection, due to the need to keep a good synchronisa-
tion among the different channels (in particular 3`).
Electrons: Electrons with pT > 10 GeV and |η |< 2.47 and satisfying LooseAndBLayerLH likelihood
based electron identification are considered as preselected (also called baseline) electrons. The region
between barrel and end-cap EM calorimeters (1.37 < |η |< 1.52) is not vetoed. Signal electrons must
satisfy the Medium likelihood based electron identification and have pT > 25 GeV. The Gradient-

Loose isolation working point is not optimal to reject non-prompt/fake leptons, but it was the optimal
choice among the channels including leptons. The BDT to reduce the charge-flip contribution [101]
introduced in 6.1.3 is also applied.
Muons: Muons with pT > 10 GeV and |η |< 2.4 and satisfying Medium identification requirement are
considered as preselected muons. Signal muons are also required to pass the GradientLoose isolation
requirements and additionally the cuts on the impact parameter (|d0/σd0 | < 3 and |z0 · sin(θ)| < 0.5
mm). Table 7.1 summarises the selection criteria for electrons and muons.
Jets: Table 7.2 summarises the selection criteria for jets and b-tagged jets.
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Baseline electrons Baseline muons
Acceptance pT> 10 GeV, |ηclust| < 2.47 pT > 10 GeV, |η | < 2.4
Quality WP LooseAndBLayerLH Medium

l-jet isolation ∆R(e,jet) > 0.4 ∆R(µ ,jet) > 0.4
Impact parameter |d0/σ(d0)| < 5.0

Signal electrons Signal muons
Acceptance pT> 25 GeV pT > 25 GeV
Quality WP LLHMedium Medium
Isolation WP GradientLoose GradientLoose

Impact parameter |z0 · sin(θ)| < 0.5 mm |z0 · sin(θ)| < 0.5 mm
|d0/σ(d0)| < 5.0 |d0/σ(d0)| < 3.0

Table 7.1: Summary of the selection criteria for electron (left) and muons (right).

Jets
Collection AntiKt4EMTopo
Acceptance pT > 20 GeV, |η | < 2.8

Jet vertex tagger JVT>0.64 for jets with
pT < 60 GeV, |η | < 2.4 (after OR)

b-jets
Acceptance pT > 20 GeV, |η | < 2.5

Identification MV2c10 at 70% OP
(85% OP for OR)

Table 7.2: Summary of the selection criteria for jets (top) and b-tagged jets (bottom).

7.2.2 Analysis inputs and event selection

The dataset and simulated background and signal processes are described in Section 6.1.2.
While the irreducible background processes samples are shown in Table 7.3. Comparing with the
Monte Carlo samples used in the equivalent strong analysis, there are some differences due to har-
monisation with other channels.

Trigger strategy: The trigger strategy is slightly different from the strong analysis. Events are se-
lected when firing a single lepton trigger or a dilepton trigger.
The single lepton trigger have both low and high pT thresholds which vary from 24 to 120 GeV for
electrons and from 26 to 140 GeV for muons. While dilepton triggers consider all three possible
lepton flavour combinations:

• electron-electron: pel
T >12 GeV for 2015 data and pel

T >17 GeV for 2016 data;

• electron-muon: pel
T >17 GeV and pµ

T>14 GeV;

• muon-muon: pµ

T>8 GeV for the subleading muon and pµ

T>12 (22) GeV for the leading muon
for 2015 (2016) data.

The pT requirement on the signal lepton of 25 GeV ensures an high efficiency of the triggers.
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7.3 Signal regions

The selection of the signal regions is based on a wide set of kinematic variables and the requirement of
exactly two signal leptons with same electric charge. In addition to the conditions on jet multiplicity,
Emiss

T and meff, a set of variables attempting to reconstruct the masses of particles involved in the decay
are used. The discriminant variables used in this analysis are:

• mmax
T : transverse mass of the W boson. It is defined as mT =

√
2p`TEmiss

T (1− cos∆φ), where ∆φ

is the azimuthal angle between the considered lepton and the missing transverse momentum.
The mass is computed with the leading lepton or the subleading lepton, the highest value among
the two cases is taken.

• m` j( j) : invariant mass of the highest pT jet (when requiring exactly one jet) or of the dijet
system with the closest lepton (testing all the di-jet pairs), where the measure of distance is
∆R =

√
(∆Φ)2 +(∆η )2. It attempts to reconstruct the mass of the Higgs boson. In the first

order approximation, the kinematic endpoint carries model independent information about the
mass difference between the primary and the secondary supersymmetric particles.

• “Stransverse mass“ mT 2 : this variable is closely related to mT, and it has a kinematic end-
point which is directly related to the mass difference between the primary and the secondary
supersymmetric particles in the decay chain. It is defined by:

mT 2 = min
qT

[
max

(
mT(p1

T,qT),mT(p2
T,p

miss
T −qT)

)]
, (7.1)

where qT is the transverse vector that minimises the larger of the two transverse masses mT and,
in this case, (p1

T,p
2
T) are the momenta of the detected leptons [122, 123].

The analysis optimisation has been performed by scanning different set of cuts to find the best combi-
nation of signal efficiency and background suppression. The expected sensitivity was estimated with
a flat 30% systematic error on the background prediction added in quadrature to the MC statistical
error. The significance Zn was computed with the ROOSTATS framework [124] and defined in terms
of one-sided Gaussian standard deviations.

Process Generator Tune PDF set Cross-section
+ fragmentation/hadronization order

Diboson
WW , WZ, ZZ SHERPA-2.2.1 Default NNPDF3.0NNLO NLO

tt̄ +X
tt̄W/Z MADGRAPH-2.2.2 A14 NNPDF2.3 NLO
4 tops + PYTHIA-8.186

tt̄h MADGRAPH5_aMC@NLO-2.2.1 UEEE5 [97] CT10 NLO
+ HERWIG++-2.7.1

Wh, Zh PYTHIA-8.186 A14 NNPDF2.3 LO

Table 7.3: List of generators used for the simulation of the different SM processes considered in the analysis.
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Starting from the signal regions used in the Run 1 analysis [125], the optimisation was based on two
regions orthogonal in the jet multiplicity. However, the splitting into electron-electron, muon-muon
and electron-muon channels was dropped due to a lower exclusion power. A b-jet veto is applied a

priori since the considered signal model does not contain the production of a b-jet. In the optimisation
process, the prompt lepton and charge-flip background are estimated using MC simulation. The fake
lepton background is extracted from data with the dynamic matrix method to have a more reliable
estimation of the dominant background processes.
Table 7.4 shows the kinematic cuts chosen for the definition of the two SRs. The same-sign lepton
fulfil the signal lepton criteria.

Njets Nb−jets ∆η`` Emiss
T mmax

T meff m` j( j) mT2

SRjet1 = 1 = 0 ≤ 1.5 ≥ 100 GeV ≥ 140 GeV ≥ 260 GeV < 180 GeV ≥ 80 GeV
SRjet23 = 2,3 = 0 - ≥ 100 GeV ≥ 120 GeV ≥ 240 GeV < 130 GeV ≥ 70 GeV

Table 7.4: Summary of the kinematic cuts defining the two signal regions of the SS channel.

7.4 Background estimation

As mentioned above, the methods used to estimate the background yields in the SRs are the same
as in the strong SS3L analysis (Section 6). The prompt SM background is estimated with the MC
samples listed in Table 7.3. The charge-flip contribution is determined using the likelihood technique
described in Section 6.4.5.

7.4.1 Non-prompt/fake lepton background

The sources of the fake lepton background and the dynamic matrix method are described in Sec-
tion 6.4.2.
In order to determine this background, it is essential to measure the baseline to signal efficiencies of
both real and fake leptons. In addition, all possible sources of systematic uncertainties need to be
estimated and included in the matrix method computation.

Real lepton efficiency

The real lepton efficiency is the probability that a preselected real lepton satisfies the signal lepton
criteria. It is measured with the tag and probe method using Z→ `` events, as a function of pT and η

for both electrons and muons. Events with at least two baseline lepton candidates are selected. One of
the two lepton candidates, the ‘tag‘ lepton, is required to have a transverse momentum pT > 25 GeV
and pass the signal lepton requirements. The ‘probe‘ lepton, which is used for the real efficiency mea-
surement, is required to pass the baseline lepton requirements and has to carry opposite charge and
same flavour with respect to the corresponding tag lepton. Moreover, the invariant mass of the two
leptons has to be close to the Z boson mass (80 < mee/µµ < 100 GeV), in order to guarantee a high
purity data sample of opposite-sign same-flavour leptons, and to match the single lepton or dilepton
triggers. All possible tag-and-probe combinations are considered in an event (including permutation
of the tag and probe leptons), to avoid any bias and increase the dataset.
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Figure 7.4: Baseline to signal efficiencies as a function of pT for real electrons (a) and muons (b), measured in
2015+2016 data. The pT distributions are shown for different |η | bins, as indicated in the figure legend. The |η |
binning used in the electron case corresponds to the geometry of the electromagnetic calorimeter. For muons a
homogeneous |η | binning is considered. The last pT bin is not inclusive. The error bars corresponds only to the
statistical uncertainties.

The real lepton efficiency is obtained by computing the ratio between the number of probe leptons
passing the signal requirements (Nsignal) and the number of probe leptons passing the baseline re-
quirements (Nbaseline) as shown in Equation 7.2:

εreal =
Nsignal

Nbaseline
. (7.2)

The measured real lepton efficiencies as a function of lepton pT are shown in Fig 7.4. In the electron
case, the efficiency deteriorates in the crack region 1.37 < |η | < 1.52 and in the forward region due
to the reconstruction efficiency drop.

Data to MC comparisons
The real lepton efficiencies computed using the Z tag and probe method in data are compared to those
extracted with simulated Z → `` MC processes (SHERPA). Figure 7.5 shows the electron and the
muon real efficiencies as a function of pT and |η | measured in data and in simulated Z → ee and
Z→ µµ events, respectively. The associated uncertainties correspond to the statistical uncertainties
only. A reasonable data to MC agreement is observed for both leptons, a difference below 2% is
always observed.
An additional comparison is done in the pT and |η | bins used to extract the efficiencies, as shown in
Figure 7.6 and Figure 7.7. For both electrons and muons the agreement is good. Few differences in
particular bins are observed but all are below 4%.

Systematic uncertainties
One of the main source of systematic uncertainty is the choice of the Z window mass range in the
definition of the control region used for real lepton efficiency determination. By varying the consid-
ered mass range, different efficiencies are measured. In order to take into account this effect, two
additional mass ranges are considered: 75 < m`` < 105GeV and 85 < m`` < 95GeV. The efficiencies
are extracted and compared for each bin with respect to the nominal value. Then the largest difference
is taken as systematic error for the specific pT-η bin and symmetrised.
Table 7.5 and Table 7.6 show the uncertainties for the electron and muon cases, respectively.
The highest systematic uncertainties are affecting the low pT bins.
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0. < |η |< 0.8 0.8 < |η |< 1.37 1.37 < |η |< 1.52 1.52 < |η |< 2.01
25 < pT < 35 GeV 2.02% 2.79% 2.73% 3.51%
35 < pT < 45 GeV 0.97% 1.63% 1.99% 2.18%
45 < pT < 55 GeV 0.23% 0.36% 0.60% 0.54%
55 < pT < 65 GeV 0.16% 0.21% 0.81% 0.31%
65 < pT < 75 GeV 0.13% 0.15% 0.56% 0.22%
75 < pT < 85 GeV 0.06% 0.12% 0.37% 0.08%
85 < pT < 95 GeV 0.14% 0.12% 0.67% 0.16%

95 < pT < 200 GeV 0.09% 0.15% 0.56% 0.26%

Table 7.5: The relative Z window mass cut systematic uncertainties in percentage on the real electron
efficiencies.

0. < |η |< 0.6 0.6 < |η |< 1.2 1.2 < |η |< 1.8 1.8 < |η |< 2.5
25 < pT < 35 GeV 0.30% 0.27% 0.29% 0.35%
35 < pT < 45 GeV 0.20% 0.25% 0.32% 0.39%
45 < pT < 55 GeV 0.08% 0.07% 0.10% 0.12%
55 < pT < 65 GeV 0.10% 0.10% 0.13% 0.11%
65 < pT < 75 GeV 0.09% 0.10% 0.10% 0.12%
75 < pT < 85 GeV 0.10% 0.09% 0.11% 0.05%
85 < pT < 95 GeV 0.11% 0.11% 0.17% 0.14%

95 < pT < 200 GeV 0.14% 0.11% 0.14% 0.10%

Table 7.6: The relative Z window mass cut systematic uncertainties in percentage on the real muon efficiencies.

In addition, the following systematic uncertainties were investigated:

• Background contamination: the Z background can contaminate the data and should be sub-
tracted in the computation. Though, this effect is significant for pT < 20 GeV, so it is not been
considered in this analysis;

• Trigger bias: a possible different trigger strategy of the analysis can be a source of systematic
uncertainty. Different trigger strategies are considered and the difference with respect to the
nominal one is taken as systematic uncertainty;

• Extrapolation to busy environments: the real lepton efficiency is calculated in a region of the
phase space which is different from the one of the signal region and also the kinematic char-
acteristics of the event can be significantly different and alterate the efficiency. To cover this
difference, an uncertainty can be assigned by comparing efficiencies in simulated Z → ll and
SUSY signal samples.

however, the effects listed above have been found to be negligible compared to the Z window mass
systematic and are not included in the final systematic uncertainty.
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Figure 7.5: The real lepton efficiencies as a function of pT and |η | measured in data and MC using the Z tag
and probe method. The plots in the top row correspond to the real electron efficiencies and the plots in the
bottom row correspond to the real muon efficiencies. The 2015 + 2016 data are denoted by the black dots and
the pile-up reweighted Z→ `` MC by the red squares. The uncertainties shown in the plots are corresponding to
the statistical uncertainties only.
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Figure 7.6: The real electron efficiencies as a function of pT, in the 4 different η bins measured in data and
MC simulation using the Z tag and probe method. The 2015 + 2016 data are denoted by the black dots and the
pile-up reweighted Z→ ee MC by the red squares. The uncertainties shown in the plots are corresponding to the
statistical uncertainties only.
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Figure 7.7: The real muon efficiencies as a function of pT, in the 4 different η bins measured in data and MC
simulation using the Z tag and probe method. The 2015 + 2016 data are denoted by the black dots and the
pile-up reqeighted Z→ µµ MC by the red squares. The uncertainties shown in the plots are corresponding to
the statistical uncertainties only.
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Fake lepton efficiency

Muons
The fake lepton efficiency is the probability that a fake preselected lepton satisfies the signal lepton
criteria. It is measured in a sample enriched in fake leptons, triggered events with two same sign
baseline muons and at least one b-tagged jet are selected.
The muon firing the trigger does not have to be the leading muon in order to increase the statistics and
to avoid any bias. One of the muons in the event (referred to as ‘tag‘) is required to satisfy the signal
requirements (tight), have pT > 40 GeV, and be trigger-matched. The measurement is then performed
on the other lepton (‘probe‘), likely to be the fake lepton of the pair, which has to be a baseline lepton
(loose) with pT > 20 GeV.
Furthermore, the composition of the source of the fake muons selected in this CR is studied with the
truth MC information.
In Figure 7.8 is shown the origin of the probe muon, when passing the loose (left) and the tight (right)
criteria. The main source of fake leptons is from semi-leptonic heavy-flavour decay.

Figure 7.8: Composition of the source of the probe muon when passing the loose (left) and the tight (right)
criteria in the control region defined to calculate the baseline to signal efficiency for fake muons. Where the
possible options are denoted on the x-axis: prompt lepton (1), heavy-flavour (2), light-flavour (3), photon
conversion (4) and charge-flipped lepton (5). In the legend are shown in brackets the yields from each
background category.

Electrons
The measurement of the baseline to signal efficiency for fake electrons is done by selecting triggered
events with a baseline electron-muon couple with same sign and at least one b-tagged jet, the muon
firing the trigger does not have to be the leading lepton which allows to increase the statistics and to
avoid possible bias. The muon in the event is in this case the tag lepton and is required to satisfy signal
requirements, with pT > 40 GeV, and be trigger-matched. The measurement may then be performed
on the electron (the probe lepton in this case), which has to be a baseline electron with pT > 20 GeV.
The composition of the source of the fake electrons selected in the CR is studied with the truth MC
information. The origin of the probe electron is shown in Figure 7.9, when passing the loose (left) and
the tight (right) criteria. In this case the photon conversion, the charge-flip and electron from heavy
flavour decays are the main sources.
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Figure 7.9: Composition of the source of the probe electron when passing the loose (left) and the tight (right)
criteria in the control region defined to calculate the baseline to signal efficiency for fake electrons. Where the
possible options are denoted on the x-axis: prompt lepton (1), heavy-flavour (2), light-flavour (3), photon
conversion (4) and charge-flipped lepton (5). In the legend are shown in brackets the yields from each
background category.

The efficiencies are extracted from the control region using equation 7.3 and are parametrised in pT

(4 bins) and η (3 bins) for both electrons and muons:

εfake =
Ndata

signal−Nprompt bkg
signal

Ndata
baseline−Nprompt bkg

baseline

(7.3)

Fake composition in SRs
The composition of the fakes in the SR is shown in Figure 7.10 for the leading lepton (top) and sub-
leading lepton (bottom) for SRjet1 (left) and SRjet23 (right). Differences are observed with respect
to the composition in the CR. These differences will be covered by applying a systematic uncertainty.
Other fake CR definitions have been tested, with a fake composition closer to the one in the SRs.
Though the fake rate obtained with the alternative CR was leading to a worst agreement with data
when validating the background. Therefore it was decided to keep the CR selection despite the differ-
ences observed.

Systematic uncertainties of the fake lepton efficiency
Two different kinds of systematic uncertainties have to be considered: the one affecting the measure-
ment that are correlated between the different pT and |η | bins and the uncorrelated one.
In the first case, a source of systematic error is the contribution of the events with real leptons in
the fake-enriched control region used to extract the efficiencies. To evaluate that, the expected yields
from the prompt leptons in the CR (which is used in the fake lepton efficiency equation) is variated by
30% in both directions to obtain the variations. This is done to cover the luminosity and cross-section
uncertainties.
While in the second case possible difference of the fake composition in the control region, depending
on the different kinematic cuts applied, are taken into account. To cover this difference, several con-
trol region definitions are considered and the one leading to the highest variation is chosen.
Table 7.7 reports the kinematic cuts of the control region considered for the electron and the muon
case, the variations used to estimate the systematic uncertainty are also shown.
In Figure 7.11 the composition of these CR is shown.
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Figure 7.10: Composition of the fakes in SRjet1 (left) and SRjet23 (right) for the leading lepton (top) and
sub-leading lepton (bottom) with no lepton flavour splitting. The number in brackets show the contribution in
percentage of the total SR yields.

Control region CRel1 CRel2 CRmu1 CRmu2
Njets ≥ 1 ≥ 1 ≥ 1 ≥ 2
Lepton couple flavour eµ eµ µµ µµ

Leading lepton pT [GeV] ≥ 40 ≥ 40 ≥ 40 ≥ 40
Sub-leading lepton pT [GeV] ≥ 20 ≥ 20 ≥ 20 ≥ 20
Nb−jets ≥ 1 ≥ 0 ≥ 1 ≥ 0

Table 7.7: Fake-enriched CR definition. CRel1 and CRmu1 are used to extract the fake lepton efficiencies,
while CRel2 and CRmu2 give the variations used to estimate the systematic error.
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Figure 7.11: Composition of the source of the probe electron (top) and muon (bottom) when passing the
loose (left) and the tight (right) criteria in the control region defined to calculate the systematic uncertainty on
the fake lepton efficiency. Where the possible options are: prompt lepton (1), heavy-flavour (2), light-flavour
(3), photon conversion (4) and charge-flipped lepton (5). In the legend are shown in brackets the yields from
each background category.
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Figure 7.12: Fake lepton efficiencies as a function of pT (top) and η (bottom) for fake electrons (left) and
muons (right), measured in 2015+2016 data. The systematic uncertainty is shown for both correlated (red) and
uncorrelated (blue) sources.
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ee channel µµ channel eµ channel
Fakes 65.8% (710.3) 23.8% (85.7) 49.4% (576.4)

Charge-flip 10.3% (111.6) 0.0% (0.0) 1.1% (13.6)
WZ 17.4% (188.5) 54.0% (194.5) 36.2% (422.0)
ZZ 0.7% (1.6) 0.5% (1.8) 0.3% (3.5)

WW 3.9% (42.3) 13.8% (50.0) 7.9% (92.4)
Rare 1.5% (16.9) 4.5% (16.3) 2.0% (23.5)
ttV 0.6% (8.0) 2.4% (8.8) 1.5% (17.3)

Total SM 1079±132 357.1 ± 25.3 1149 ± 165
Data 936 360 1166

Table 7.8: Relative background composition of the fakes validation region for each background category. In
brackets the yields are shown.

Fake lepton rate
The fake lepton rate are presented in Figure 7.12 for both electrons and muons. The results show a
rather flat fake rate in pT up to 200 GeV, while at high pT the rate decreases as expected (typically
fake leptons have low pT ). This effect can be easily seen in the electron case, while for the muon the
statistics in the last bin is too low. In the η parametrisation no particular dependency is observed for
muons, while for electrons there is a drop in the forward region. Electron fake rate is mainly affected
by uncorrelated systematic uncertainty, while muon fake rate has a higher contribution from the cor-
related systematic uncertainty.
The charge-flip background is not always negligible in the electron case depending on the phase space
of the CR, and it could be necessary to subtract the contribution for both signal and baseline leptons.
Here the charge-flip contribution in this CR is 2%, so no extra correction is applied.

Validation of the fake background estimation
In order to validate the fake lepton background estimation, the data and MC distributions are com-
pared for several kinematic variables. The validation region (VR) consists of events with exactly two
same-sign baseline leptons passing also signal criteria, a b-jet veto and at least one signal jet. An
extra Z veto cut is applied (|mZ−mll |>10 GeV) to reduce the Z+jets contribution and have a region
dominated by fake lepton background. Finally, a Emiss

T cut at 30 GeV is required since it is the lowest
cut on Emiss

T among all the SR of the SS and 3L analyses.
All distributions have been split by flavour into ee, µµ and eµ . In Table 7.8 the background com-
position in this region is shown. The purity reached is 66% in the electron channel, 49% in the
electron-muon channel and 24% in the muon channel.
The agreement is good as it can be seen in Figure 7.13, 7.14 and 7.15. The pT distribution of the
leading lepton, meff, Emiss

T and mmax
T are shown. Since this validation region overlaps with the signal

regions defined, the signal contamination has been checked (Figure 7.16) and it is below 2%.

Fake yields and systematic uncertainties
In Table 7.9 the final fake yields in all signal regions and validation regions are shown, along with the
statistical uncertainties and the systematic uncertainties split into correlated and uncorrelated sources.
All regions are dominated by the uncorrelated systematic uncertainty. The total uncertainty on the
fake lepton estimation varies from 65% to 85% in SR and VR and it is the dominant uncertainty of
the analysis.
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Figure 7.13: Distribution of the leading lepton pT, meff, mmax
T and Emiss

T in the electron-electron channel. The
ratio between data and SM is shown in the bottom panel of figures. The error bars include statistical
uncertainties and all the systematic uncertainties except the theoretical uncertainties.
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Figure 7.14: Distribution of the leading lepton pT, meff, mmax
T and Emiss

T in the muon-muon channel. The ratio
between data and SM is shown in the bottom panel of figures. The error bars include statistical uncertainties and
all the systematic uncertainties except the theoretical uncertainties.
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ratio between data and SM is shown in the bottom panel of figures. The error bars include statistical
uncertainties and all the systematic uncertainties except the theoretical uncertainties.
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Fake yields Statistical error Syst. uncorrelated Syst. correlated
SRjet1 3.29 ±0.82 ±1.79 ±0.72

SRjet23 1.76 ±0.71 ±1.12 ±0.64
VRjet1 8.02 ±1.39 ±5.20 ±2.58

VRjet23 20.08 ±2.02 ±12.82 ±4.45

Table 7.9: Non-prompt lepton background yields in VRs and SRs. Statistical uncertainties are reported, along
with systematic uncertainty divided into correlated and uncorrelated.

7.5 Validation of SM background

The strategy to define the VRs is different compared to the SS3L strong analysis. In the latter, the
five different VRs were designed to have the purest composition for each targeted SM background
process. In this analysis, two VRs have been defined orthogonal to each of the SRs, but very close in
the phase space. Moreover, the kinematic cuts are adjusted to reduce the signal contamination.
As shown in Table 7.10, VRjet1 has been obtained by inverting the Emiss

T cut and adding a lower cut
to define a [70-100] GeV range. This lower cut has been optimised until the background composition
in this validation region was similar to the one of the SRjet1. The cut on ml j has been inverted to
reduce signal contamination and relaxed in order to increase statistics. The cuts on meff and mT2 have
been removed in order to increase the statistics. The signal contamination for this validation region is
lower than 12%.
The VRjet23 has been obtained by inverting the mmax

T cut and adding a lower cut to define a [65-
120] GeV range. This lower cut has been optimised until the background composition in this valida-
tion region was similar to the one of the SRjet23. The cut on m` j j has been inverted to reduce signal
contamination, while the cut on mT2 has been removed in order to increase statistics. The signal con-
tamination for this validation region is lower than 8%.
Table 7.10 shows the VRs selection, the cuts which differ from the SRs are marked in red.
The agreement between the observed and expected number of events is good, as shown in the Ta-
ble 7.11. Figure 7.17 shows also the good agreement in the shape for m` j( j) in VRjet1 and meff

in VRjet23.

Cut VRjet1 VRjet23
Njets 1 [2,3]

Leading lepton pT [GeV] > 25 > 25
Sub-leading lepton pT [GeV] > 25 > 25

|∆η``| < 1.5 −
Emiss

T [GeV] [70,100] > 100
meff [GeV] − > 240
mmax

T [GeV] > 140 [65,120]
m` j( j) [GeV] > 130 > 130
mT 2 [GeV] − −

Table 7.10: Definition of the validation regions. The values in red represent the changes with respect to the
cuts in the signal region.
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VRjet1 VRjet23

Observed events 17 54

exp. SM 16.84±6.06 55.62±14.41

Ratio (Obs./Exp.) 1.01 0.97

Fake lepton (DD) 8.02±5.97 20.08±13.72
WZ events 4.91±0.83 19.33±4.16
Rare events 0.78±0.33 2.47±0.43
ttV events 0.04±0.01 0.96±0.14

WW events 0.80±0.12 10.48±0.78
ZZ events 0.30±0.06 0.25±0.08

Charge-flip events (DD) 2.00±0.26 2.07±0.17

Table 7.11: Yields in the validation regions. Only the statistical error is included for the MC expectation.
Fake/non-prompt lepton and charge-flip lepton backgrounds are estimated with data-driven methods (DD).
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Figure 7.17: Distribution of m` j( j) in VRjet1 region and meff distribution in VRjet23 region. The statistical
uncertainties in the background prediction are included in the uncertainty band, as well as the full systematic
uncertainties for backgrounds with fake or non-prompt leptons, or charge-flip [126].

7.6 Results

Table 7.12 shows the expected yields in the signal regions and the observed number of data events;
these numbers correspond to the yields after performing a background-only fit. No significant excess
over the SM background expectation is observed. As mentioned before, the uncertainty on the fake
lepton estimation is dominant, with a 30% uncertainty on the total expected yield. More details on the
systematic uncertainties and SR yields after model dependent fit are shown in Appendix C.
Figure 7.18 shows the mT2 and m` j( j) distributions for SRjet1, and Emiss

T and mT2 distributions for
SRjet23. Since no excess is observed, a simultaneous model dependent fit on SRjet1 and SRjet23 is
performed to derive exclusion limits. The resulting exclusion limit is presented in Figure 7.19. The
observed exclusion obtained by the SS channel excludes χ̃

±
1 /χ̃0

2 masses up to 240 GeV and χ̃0
1 up to

40 GeV for the considered model. Nevertheless, the wide error band (yellow), due to the high system-
atic uncertainty caused by the fake lepton estimation, covers completely the region of the phase space
excluded.
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SRjet1 SRjet23 VRjet1 VRjet23

Observed events 2 8 17 54

exp. SM events 6.74±2.17 5.33±1.59 16.84±6.06 55.62±14.41

Fakes events 3.30±2.10 1.76±1.47 8.02±5.97 20.08±13.72
MC exp. WZ events 2.18±0.42 1.85±0.52 4.91±0.83 19.33±4.16
MC exp. Rare events 0.44±0.13 0.73±0.17 0.78±0.33 2.47±0.43
MC exp. ttV events 0.12±0.04 0.14±0.04 0.04±0.01 0.96±0.14
MC exp. WW events 0.17±0.03 0.51±0.07 0.80±0.12 10.48±0.78
MC exp. ZZ events 0.06±0.02 0.07±0.02 0.30±0.06 0.25±0.08
Charge-flip events 0.47±0.07 0.27±0.03 2.00±0.26 2.07±0.17

Table 7.12: Yields in the various signal and validation regions
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Figure 7.18: The mT2 and m` j( j) distributions in SRjet1 region (top) and Emiss
T and mT2 distributions in

SRjet23 region (bottom). The statistical uncertainties in the SM background prediction are included in the
uncertainty band, as well as the full systematic uncertainties for backgrounds with fake or non-prompt leptons,
or charge-flip [126].

In Table 7.13 are shown the results of the model independent upper limits calculation, as explained in
Section 6.7.2.
A summary of the exclusion limits of all channels mentioned in Section 7.2 is shown in Figure 7.20.
The `±`± channel is mainly sensitive at low m(χ̃±1 /χ̃0

2 ) and it slightly improves the observed exclusion
for models with small mass difference between χ̃

±
1 /χ̃0

2 and χ̃0
1 .
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Figure 7.19: Exclusion limits for electroweak pair production of a chargino and a neutralino. The chargino χ̃
±
1

decays to the lightest neutralino and a W boson while the neutralino χ̃0
2 decays to the lightest neutralino χ̃0

1 and
a Standard Model like 125 GeV Higgs boson. The combined SRjet1 and SRjet23 limits, calculated with the data
driven fake and charge flip estimation [126].

σvis [fb] S95
obs S95

exp p0-value

SRjet1 0.12 4.2 6.1+2.7
−1.5 0.50

SRjet23 0.27 9.9 6.6+3.4
−1.1 0.17

Table 7.13: From left to right: model independent 95% CL upper limits on the visible cross section (σvis), the
observed (S95

obs) and the expected (S95
exp) 95% CL upper limits on the number of signal events, and the discovery

p-value (p0, truncated at 0.5 in case the observed event yields are below the SM expectation) [126].

Figure 7.20: Comparison of the expected and observed exclusion limits for each analysis channel. Only the
expected exclusion is shown for the 1lγγ channel since the observed exclusion does not appear due to the excess
observed [126].
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Chapter 8

Higgsino at high luminosity LHC

The results of the SUSY searches in Run-II with 36.1 fb−1 do not show any signs of New Physics. An
important step is to perform analyses with similar final states also with the full Run-II dataset which
will reach 150 fb−1, increasing significantly the sensitivity in many models.
However it is of utmost importance to start designing the future of ATLAS. Many studies are already
on-going to provide important feedback for the construction of the future detector, in particular for
the High Luminosity LHC (HL-LHC).
A final state with leptons and missing transverse momentum is important also in a pure natural MSSM
model. The following chapter introduces the project of the HL-LHC and the prospect studies of the
exclusion power for the natural mass range of a pure higgsino scenario.

8.1 High luminosity LHC

At the end of Run-II, LHC will have collected ∼ 150 fb−1 of data with peak of the instantaneous
luminosity being ∼ 2× 1034cm−2s−1. The maximum average number of proton-proton interactions
per bunch crossing (reached in 2018) is < µ >∼ 37. During the second long shutdown (LS2) in 2019-
2020, the injection chain will be improved and the instantaneous luminosity will be stable around
∼ 2× 1034cm−2s−1 with < µ >∼ 60. Moreover, the centre-of-mass energy will be increased up to
14 TeV. The total amount of data collected at the end of Run-III will be ∼ 300 fb−1.
During LS3 in 2024-2026, the accelerator will be upgraded to the HL-LHC and it will achieve an in-
stantaneous luminosity of∼ 7×1034cm−2s−1. The average number of interactions per bunch-crossing
will strongly increase up to < µ >∼ 200. The LHC is expect to deliver 3000 fb−1 at

√
s =14 TeV.

Figure 8.1 shows the timeline of the LHC and HL-LHC project for the upcoming years.
The increase of centre-of-mass energy and amount of data collected will allow to improve signifi-
cantly the discovery potential and exclusion power of many analyses.
Also the ATLAS experiment will be upgraded to sustain the increasing particle flux at the of LHC:

• The ID will be extended to provide precise tracking of charged particles up to |η |< 4.0. A 2T
axial magnetic field will surrounded it. Pixel and Silicon-microstrip detectors will form the
future ID;

• The LAr sampling calorimeters (|η |< 3.2) and tile calorimeters (|η |< 1.7) will not be replaced.
In the endcap and forward regions, a new high-granularity forward calorimeters will cover the
3.1 < |η |< 4.9 range;
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Figure 8.1: Schedule of the LHC and HL-LHC projects from 2010 to 2040 [127].

• The muon spectrometer will be upgraded by adding a very forward muon tagger;

• A two-level trigger will reduce the event rate to ∼10 kHz. In the case of leptonic triggers, the
rate may be lowered to 2.2 kHz with a lepton pT threshold set at pT > 22 GeV (electrons) or
pT > 20 GeV (muons).

8.2 Theoretical motivation

The main motivation for a low-energy SUSY is given by the mass hierarchy problem. The observed
characteristics of the Higgs boson and the non-discovery of SUSY particles leads to a strong exclusion
in the parameter space of MSSM, where naturalness is satisfied.
The recent limits on gluino masses [115] indicate that SUSY lies at the TeV scale, meaning that fine-
tuning is needed to stabilize the Higgs boson mass.
The naturalness condition in the MSSM can be summarised as [128]:

− m2
Z

2
= |µ|2 +m2

Hu , (8.1)

where mHu is the up-like supermultiplet introduced by the MSSM (Section 3.1.2).
If superpartners are too heavy, fine-tuning is needed to obtain the symmetry breaking at the elec-
troweak scale. Therefore, µ and mHu must be in the range 100-200 GeV to satisfy the naturalness
condition.
Since µ drives the higgsino masses, it should not be too heavy, while stops and gluinos, which enter in
the first and second loop corrections, can be heavier. All other superpartner masses, including binos
and winos (M1,M2), can reach the TeV scale.
In the considered scenario, the three lightest electroweakinos (χ̃0

1 , χ̃
±
1 , χ̃0

2 ) are dominated by the hig-
gsino component and are almost mass degenerate. The mass difference is determined by mixing and
M1,M2 values, it lies in a range between 100 MeV and 10 GeV.
Searches for nearly degenerate higgsinos are very challenging, since the products of the decay chain
have low transverse momentum. Final states with a jet (or Z boson or photon) from initial state radia-
tion (ISR) help to improve the acceptance of these searches, which are affected by small signal rates
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Figure 8.2: Distribution of Emiss
T (left) and m`` (right) for a signal sample (∆m = 10 GeV) without any

smearing (blue) and considering smearing (red).

and statistical limitations.
In compressed higgsino scenarios, a final state with ISR jet and two same flavour opposite sign (SFOS)
leptons allows to reach a good sensitivity.
During Run-II, ATLAS has published a result which exploits this final state [129]. The following
study takes strong inspiration from this analysis.

8.3 Analysis strategy

The strategy and selection of the analysis are strongly inspired by the search conducted in Run-II with
36.1 fb−1.
The SRs are designed to reduce the background contribution, which originate mainly from WW and
Z→ ττ for prompt leptons. Also W+jets and tt̄ contribute significantly, especially at lower dilepton
invariant masses, with fake/non-prompt leptons.
Unlike electrons, muon reconstruction and fake rates are not expected to grow dramatically with the
increased pile-up conditions, thus states with two low-pT reconstructed muons are considered. The
following section describes the MC samples generated for the main background processes and signal,
the discriminating variables and the final selection.

8.3.1 Monte Carlo samples

The MC samples used in this analysis have been generated at 14 TeV of pp collision energy, with
equivalent luminosities of at least 3000 fb−1. Detector effects are taken into account by applying en-
ergy smearing, efficiencies and fake rates to truth level quantities, following parameterisations based
on detector performance studies with GEANT taking into account the upgraded detector in high lu-
minosity conditions. The smearing properly models jets and Emiss

T , while leptons suffer of some
mis-modelling. Figure 8.2 shows the effect of smearing on Emiss

T and m`` dsitributions for a signal
sample with ∆m = 10 GeV.
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The W+jets, WW and Z → ττ processes are generated using MADGRAPH5_AMC@NLO V2.2.3
interfaced to PYTHIA8.186 with the A14 tune for the modelling of the parton showers (PS), hadro-
nisation and underlying events. The samples are filtered requiring one jet with pT > 100 GeV and
forcing the W decay into muon.
The top quark pair production is simulated using POWHEG interfaced to PYTHIA8.186, and nor-
malised to approximate next-to-next-to-leading-order calculations.
The higgsino pair production includes χ̃0

2 χ̃0
1 , χ̃0

2 χ̃
±
1 , χ̃

±
1 χ̃
∓
1 production modes. The masses of χ̃0

2 and
χ̃0

1 are varied, while the masses of the charginos are set to m(χ̃±1 ) = 1
2 [m(χ̃0

2 )+m(χ̃0
1 )].

The signal samples are generated with different mass splitting, varying from 1 GeV to 50 GeV. The
larger mass splittings require some mixing with binos and winos states. However, in this simplified
model, the calculated cross-sections assume electroweakino mixing matrices corresponding to pure
higgsino scenarios.
The signal events were generated with up to two extra partons in the matrix element using
MG5_AMC@NLO V2.3.3 at LO interfaced to PYTHIA 8.186 for parton showering and hadronisa-
tion.
The NNPDF23LO PDF set was used. The electroweakino decays are then produced with MAD-
SPIN [130], requiring to produce at least two muons in the final state and including those from decays
of τ-leptons.
The branching ratios for χ̃0

2 → Z∗χ̃0
1 and χ̃

±
1 →W ∗χ̃0

1 were fixed to 100%. The Z∗ → `+`− and
W ∗→ `ν branching ratios depend on the mass splittings and were computed using SUSY-HIT [131].

8.3.2 Event selection and Signal region

The reconstruction of physics objects are performed at truth-level with parameterised detector func-
tions. Jets are reconstructed with the anti-kt algorithm with a radius parameter of 0.4 and selected with
|η |< 2.8. Jets are tagged as originating from b-decays (b-tagged) using a parameterisation in pT and
|η | modelling the performances of the MV2c10 b-tagging algorithm, as introduced in Section 5.3.
Muons are selected with pT > 3 GeV and |η |< 2.5. Fake or non-prompt muons are rejected by apply-
ing a FixedCutTightTrackOnly isolation criteria, introduced in Section 5.2. The magnitude of Emiss

T is
calculated at truth level as the vectorial sum of the momenta of neutral weakly-interacting particles
(neutrinos and neutralinos) and then smeared to simulate the detector response, with a function pa-
rameterised in the average number of interactions per bunch crossing < µ > and the scalar sum of
energy in the calorimeter ΣET.
As mentioned before, the mass difference between electroweakinos (χ̃±1 , χ̃0

2 ) and the LSP (χ̃0
1 ) is

rather small. Therefore, the W and Z bosons are produced highly off-shell and consequently the lep-
tons in the final state are very soft. Due to this, the cut on the lepton pT has to be strongly reduced1 to
3 GeV.
Figure 8.3 shows the Feynman diagrams of the considered signal models. The SFOS lepton couple is
either produced by Z∗ or by two W ∗ decaying leptonically.
Since no b-jets are expected, a veto is applied to reject tt̄ and single top background.
The leading jet is required to have pT > 100 GeV to select ISR jets, while the ideal cut on Emiss

T is
studied to understand whether a low requirement2 enhances the sensitivity and to provide feedback
for the HL-LHC trigger preparation.

1Typically SUSY analyses select signal leptons with pT > 20−25 GeV.
2In Run-II, Emiss

T triggers start to be efficient around 200-250 GeV depending on the trigger threshold.
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Figure 8.3: Diagrams depicting the pair production of χ̃
±
1 χ̃0

2 and χ̃
±
1 χ̃
∓
1 with decays into leptonically decaying

off-shell W and Z bosons and χ̃0
1 .

Additional cuts are applied on the following variables:

• ∆φ(Emiss
T , jet1): since it is required to have the LSP particles recoiling against the ISR jet, a

lower cut is applied to the azimuthal separation between Emiss
T and the leading jet;

• mττ : it approximately reconstructs the invariant mass of leptonically decaying τ from a Z boson
decay. The variable is defined as sign(m2

ττ)
√
|m2

ττ |, where m2
ττ = 2pl1 · pl2(1+ ξ1)(1+ ξ2).

The parameters ξ1 and ξ2 are determined by solving pmiss
T = ξ1p`1

T +ξ2p`2
T , where p`1,`2

T are the
lepton four-momenta. As shown in Figure 8.4, the distribution peaks at the Z pole mass for Z→
ττ while the signal has a rather flat distribution. Unfortunately the smearing affects significantly
the distribution, leading to a more broad Z mass peak; as a consequence the efficiency of the cut
is reduced compared to Run-II and the contribution to the final background is more significant.

• Emiss
T /H lep

T : the scalar sum of leptonic momenta is expected to be smaller for SUSY compressed
models. Therefore, Emiss

T /H lep
T is a powerful discriminant. The lower limit required is defined

with an event-by-event reconstruction: Emiss
T /H lep

T > max[5,15− 2m``/(1 GeV)]. The depen-
dency on m`` connects directly to the ∆m, as mentioned above.

• ∆R``: a lower limit is applied to the separation of the two leptons to suppresses lepton pairs
originating from photon conversions (nearly collinear) or muons producing pairs of tracks with
shared hits;

• m``: the dilepton invariant mass is required to be outside of the [3.0-3.2] GeV range to exclude
the J/ψ resonance. Furthermore, the m`` distribution of the considered signal models has a
kinematic endpoint given by ∆m(χ̃0

2 , χ̃
0
1 ). Figure 8.5 shows dilepton invariant mass distribution

obtained from simulation [132]. The SRs are therefore binned in m`` to exploit this character-
istic.

Taking inspiration from the Run-II analysis, the SR definition is shown in Table 8.1. The choice of
the cuts of lepton pT and Emiss

T are important, since it provides useful information for the design of
future triggers and performance of the detector.
The lepton momentum it is lowered down to 3 GeV, which allows to be more sensitive to smaller mass
splitting as shown in Figure 8.6. The expected exclusion significance, computed with the ROOSTATS

framework and defined in terms of one-sided Gaussian standard deviations, as a function of different
pT lepton cuts is shown for different ∆m and with a flat 30% systematic uncertainty. A clear trend
towards low lepton pT is observed, especially for ∆m=2,4 GeV where the significance grows at 3 GeV.
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Figure 8.4: Distribution of mττ for background and signal processes. The events are preselected applying a
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T >400 GeV.

Figure 8.5: Dilepton invariant mass (m``) for higgsino and wino-bino simplified models. The endpoint of the
m`` distribution is determined by the difference between the masses of the χ̃0

2 and χ̃0
1 . The results from

simulation (solid) are compared with an analytic calculation of the expected lineshape (dashed), where the
product of the signed mass eigenvalues (m(χ̃0

1 )×m(χ̃0
2 )) is negative for higgsino and positive for wino-bino

scenarios [129].

The fake lepton rate increases at low pT, the Monte Carlo simulation gives a reliable result when
comparing with data-driven yields obtained in Run-II.
A similar scan has been performed on Emiss

T . Trigger threshold are around 200 GeV and for such soft
LSP in the final state it is reasonable to expect a low Emiss

T . Therefore is important to study whether a
lower Emiss

T cut would allow to increase the sensitivity.
Figure 8.7 shows the expected significance as a function of the Emiss

T cut. The sensitivity is shown for
different µ values and ∆m=7 GeV, considering the [3,5] GeV m`` bin where the signal is expected to
peak, and it requires to have at least 3 raw events in the total background estimation. Surprisingly the
scan shows that at higher Emiss

T values the significance rises, reaching a plateau at 400 GeV.
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Figure 8.6: Scan of the significance as a function of the lepton pT cut. The signal considered is at µ=100 GeV
and for different ∆m values. The solid line shows the significance with a 30% flat uncertainty.

This is caused by the ISR jet, which boosts significantly the LSP particles and therefore causes an
higher Emiss

T in the final state.

8.4 Results

Table 8.2 shows the background yields at each step of the selection of the SR. The fake leptons back-
ground (W+jets) is the dominant one, also Z→ ττ and W+jets processes contribute significantly. The
tt̄+jets background is strongly suppressed due to the two lepton requirement and the b-tagged jet veto,
while the mττ veto is highly efficient to reject the Z background.
Figure 8.8 shows the distribution of Emiss

T , Emiss
T /HT and leading lepton pT with SR selection applied

except the shown variable.
The SR is further binned in m`` to exploit the dependence of the peak from the mass splitting. Subse-
quently a shape fit is performed with the HISTFITTER framework to estimate the exclusion power of

Variable Requirement
Number of leptons =2
Leading lepton p`1

T > 3 GeV
Subleading lepton p`2

T > 3 GeV
∆R`` > 0.05
m`` ∈ [1,60] GeV excluding [3.0,3.2] GeV

Emiss
T > 400 GeV

Number of jets ≥ 1
Leading jet pT > 100 GeV
∆φ( j1,Emiss

T ) > 2.0
Number of b-tagged jets =0

mττ <0 or > 160 GeV
Emiss

T /H lep
T > max(5,15-2 m``

GeV )
Binned in m``

Table 8.1: Summary of the kinematic cuts of the signal region.
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2
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shows the significance with a 30% flat uncertainty.

this analysis with 3000 fb−1. A 30% flat systematic uncertainty is added in quadrature to the statistical
uncertainty of the Monte Carlo samples, no shape uncertainty is taken into account.
Figure 8.8 shows the distribution of the first four bins of the SR. The signal is super-imposed on the
background distribution. The signal shown is the sum of the yields obtained with the three different
types of production processes: χ̃0

2 χ̃0
1 , χ̃0

2 χ̃
±
1 and χ̃

±
1 χ̃
∓
1 . It is interesting to notice that the signal model

peaks in the bin which includes ∆m/2, as example a signal point with ∆m=4 GeV peaks in the first m``

bin ([1,3] GeV). The shape fit enhances significantly the exclusion limit, exploiting this characteristic
of the considered model.
The background and signal yields in each bin are shown in table 8.3. It is again important to notice
that the highest contribution of the considered signal point is in the bin corresponding to half of the
mass splitting.
In Figure 8.9 is shown the projected exclusion limit in m(χ̃±1 ) - ∆m parameter plane at 3000 fb1 for
the chosen SR, after performing a shape fit over the m`` bins.
The result can be compared with the Run-II limit at 36.1 fb−1 in Figure 8.10. The exclusion limit is
strongly improved in the chargino mass from 150 GeV to 300 GeV thanks to the significantly higher
statistics and the increase in centre-of-mass energy. The lower pT cut on the leptons allows to reach a
smaller mass splitting.

Cut Z→ ττ tt̄+jets WW+jets W+jets

Emiss
T > 400 GeV 765.0 ±14.2 504.7 ±1.1 2447.9 ±16.0 160829.4 ±440.7

Nlep = 2 505.5 ±11.5 17.2 ±0.2 1305.9 ±11.7 101.4 ±11.1
Nb−jet = 0 473.5 ±11.2 5.9 ±0.1 513.0 ±7.3 85.7 ±10.2
pT(jet)>100 GeV 473.5 ±11.2 3.0 ±0.1 316.3 ±5.8 82.1 ±10.0
|∆Φ(jet,Emiss

T )|> 2 471.9 ±11.1 2.2 ±0.1 142.7 ±3.9 39.8 ±6.9
mττ veto 18.2 ±2.1 2.1 ±0.1 138.8 ±3.8 39.8 ±6.9
m`` < 60 GeV 18.2 ±2.1 0.6 ±0.0 23.3 ±1.6 29.0 ±5.9
Emiss

T /HT cut 7.2 ±1.4 0.4 ±0.0 14.9 ±1.3 20.5 ±5.0
0.05 < ∆Rll < 2 7.0 ±1.3 0.2 ±0.0 6.9 ±0.9 8.5 ±3.2

Table 8.2: Yields breakdown of the background processes, weighted events are normalised to a luminosity of
3000 fb−1.
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Figure 8.8: Distribution of Emiss
T (top left), Emiss

T /HT (top righ), leading lepton pT (bottom left) and first four
bins of the dilepton invariant mass, after applying the SR selection except the selection on the variable shown.
The signal with µ=100 GeV and ∆m=4,7,10 GeV are super-imposed and include all possible production modes.
The signal samples with µ=100 GeV and ∆m=4,7,10 GeV are super-imposed. In brackets are shown the
expected yields at 3000 fb−1. The [3.0,3.2] m`` range is vetoed to veto the J/Ψ contribution.

Therefore it would be important to perform this analysis at HL-LHC, to test even further a pure
higgsino scenario of the MSSM.
The mass splitting below 1 GeV are hardly reachable by this kind of analysis, since the leptons would
be too soft. For very small ∆m, the disappearing track analysis is able to exclude a wide area of the
phase space [133]. The region in between these two analyses (0.1-1 GeV), the leptons are too soft to
be detected and decay length is too short to exploit a disappearing tracks analysis. This region could
be explored including a photon from final state radiation (FSR) [134]. An eventual photon emitted
by the chargino would tend to be collinear with it, and consequently with the transverse missing
momentum. Therefore, exploiting angular distributions of FSR photon, ISR jet and Emiss

T would allow
to be sensitive to the intermediate range of ∆m.



116 Chapter 8. Higgsino at high luminosity LHC

[1,3] GeV [3.2,5] GeV [5,10] GeV [10,20] GeV [20,30] GeV [30,40] GeV [40,60] GeV

W+jets 0.00±0.00 1.21±1.21 0.0±0.0 3.62±0.92 2.42±1.71 0.0±0.0 1.21±1.21
WW+jets 0.00±0.00 0.00±0.00 0.32±0.18 1.16±0.35 1.47±0.39 1.47±0.39 2.52±0.51

tt̄+jets 0.01±0.00 0.00±0.00 0.03±0.01 0.06±0.01 0.05±0.01 0.04±0.01 0.04±0.01
Z→ ττ 0.22±0.22 0.97±0.49 2.35±0.79 3.21±0.93 0.00±0.00 0.00±0.00 0.00±0.00

Total bkg. 0.23±0.22 2.18±1.30 2.70±0.81 8.05±1.35 3.94±1.75 1.51±0.39 3.77±1.31

m(χ̃±1 /χ̃0
2 ,χ̃0

1 )

(102,100) GeV 22.7±2.5 0.2±0.2 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0
(104,100) GeV 107.8±6.1 9.0±1.9 10.4±0.2 0.5±0.4 0.0±0.0 0.0±0.0 0.0±0.0
(110,100) GeV 24.7±2.3 44.0±3.1 68.7±3.8 3.7±0.8 0.1±0.0 0.0±0.0 0.0±0.0
(120,100) GeV 7.9±1.6 14.0±2.4 47.8±4.0 63.8±4.8 1.4±0.5 0.4±0.3 0.0±0.0

Table 8.3: Expected MC background and signal yields for an integrated luminosity of 3000 fb−1 in the
different m`` bins of the signal region.
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Figure 8.9: Exclusion limit at 3000 fb−1 for the higgsino searches with soft leptons.

Figure 8.10: Exclusion limit at 36.1 fb−1 for the higgsino searches with soft leptons. In addition, the exclusion
limit obtained by the disappearing tracks analysis is shown [129].
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Chapter 9

Conclusions

The search for supersymmetric particles in final states with either two leptons with same electric
charge or three leptons (SS3L), jets and missing transverse momentum is a powerful tool to explore
scenarios with compressed mass spectra or R-parity violation. The analyses presented in this dis-
sertation were performed with data collected in proton-proton collisions at a center-of-mass energy
of
√

s = 13 TeV by the ATLAS detector in 2015 and 2016. No significant excess of data over the
expected SM background has been observed. Therefore, the two analyses were able to set stringent
exclusion limits on a wide range of SUSY models with particles produced via the strong or the elec-
troweak interaction, and provide model-independent upper limits.
The results obtained in Run-1 and at the early stage of Run-2 (3.21 fb−1) have been strongly improved
in all scenarios. In the case of the strong production SS3L analysis several new signal models have
been included in the final interpretation and dedicated signal regions have been designed. In addition,
the fake/non-prompt lepton background estimation was improved combining statistically the dynamic
matrix method and MC template method results, giving a more robust estimate. In the electroweak
SS3L analysis, the first results obtained with Run-2 data were presented. The exclusion limits were
strongly improved compared to Run-1, also thanks to a complete re-optimisation of the signal region
definitions and the increase of center-of-mass energy and integrated luminosity.
For the R-parity conserving models, the limits on the masses of the gluinos and sbottoms are im-
proved by up to 400 GeV compared to the earlier limits, thanks to the improvements in the signal
region definitions as well as the increase in luminosity. In these models, the masses of gluinos below
1.75 TeV and bottom squarks below 700 GeV are excluded at 95% confidence level for a light χ̃0

1 .
The coverage of the compressed regions has been improved and LSP masses up to 1200 and 250 GeV
can be excluded in the gluino and bottom squark pair production models, respectively. A completely
new signal region targeting three leptons with the same electric charge was designed and allowed to
exclude top-squark pair production up to 700 GeV when decaying to a top quark and a cascade of
electroweakinos.
For the R-parity violating simplified models considering gluino pair production, gluino masses below
1.3 TeV are excluded, while models considering pair production of d̃R are excluded for down squark
masses below 500 GeV.
The production rate of SUSY particles produced with the electroweak interaction is significantly lower
than in the strong production searches. Therefore searches for electroweak pair production of SUSY
particles are very challenging. Despite the difficulties, exclusion limits for the model considering the
electroweak pair production of a chargino and a neutralino decaying via a W and a Higgs boson have
been placed with the same-sign leptons analysis. A statistical combination of the two signal regions
allows to be sensitive at low m(χ̃±1 /χ̃0

2 ), covering the compressed region which is not excluded by
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other channels. The same-sign channel excludes χ̃0
1 masses up to 30 GeV for (χ̃±1 ,χ̃0

2 ) masses in the
range 150-240 GeV.
Since no sign of new physics has been observed at the LHC in this early Run-2, it is important to start
planning future projects which will increase the center-of-mass energy at 14 TeV and the instantaneous
luminosity, such as the High Luminosity LHC (HL-LHC). Since the SUSY searches performed so far
in Run-2 excluded gluinos and squarks up to 1-2 TeV, the naturalness condition in the minimal super-
symmetric model model (MSSM) suggests that the higgsino mass should lie at the electroweak scale.
In this scenario, the electroweakinos (χ̃±1 ,χ̃0

2 ,χ̃0
1 ) are nearly degenerate in mass, therefore searches are

more challenging. In this thesis, a prospect study of the search for higgsino production with final state
radiation jet and low pT leptons at HL-LHC was presented. The increase of energy and integrated
luminosity (3000 fb−1) allows to improve by 150 GeV the exclusion on the χ̃

±
1 mass obtained by the

Run-2 analysis at 36.1 fb−1. Moreover, a lower pT threshold for leptons has been used, which allows
to explore lower mass splittings between χ̃

±
1 and χ̃0

1 .
In conclusion, despite the absence of discovery of SUSY particles, the results obtained in the searches
with the SS3L analyses are impressive. This kind of searches are able to access regions of the phase-
space which are complementary to other analyses, such a compressed mass spectras and R-parity
violating models. The efforts of ATLAS and other experiments in the SUSY hunt will continue and
the searches with leptons, jets and missing transverse momentum will play a key role in the search for
new physics with the ATLAS experiment.
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Appendix A

Exclusion limits of SS3L strong
analysis

In Figure A.1 are shown exclusion limits for the signal models 6.2a, 6.2b, 6.2c, 6.2d.
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Figure A.1: Observed and expected exclusion limits on the g̃ masses in the context of the RPV SUSY
scenarios. The signal regions used to obtain the limits are (a)-(b) Rpv2L1bH, (c) Rpv2L0b, (d) Rpv2L2bH. All
limits are computed at 95% CL. [105].
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Appendix B

Details on statistical interpretation of
strong SS3L analysis

A detailed breakdown of the dominant systematic uncertainties on the background estimation in each
of the 2016 signal regions is provided in the tables B.1- B.19. The individual components of the un-
certainties can be correlated and do not necessarily add up quadratically to the total uncertainty. The
percentages show the size of the uncertainties relative to the total expected background. The largest
components are usually theoretical uncertainties or uncertainties associated with the data-driven meth-
ods.
The 95% CL model-independent upper limits on the signal production cross-sections UL95 (σprod) (in
fb) for each signal point of the considered models are stated in the Tables B.20- B.26.

Uncertainty of signal region Rpc3LSS1b

Total background expectation 1.62

Statistical error (
√

Nexp) ±1.27

Total background systematic ±0.76 [46.9%]

Fake lepton systematics ±0.72 [44.4%]

Theory uncertainty: Rare ±0.17 [10.5%]

MC statistics ±0.15 [9.3%]

Charge-flip systematics ±0.07 [4.3%]

Luminosity ±0.01 [0.6%]

Muon SF (sys.) ±0.01 [0.6%]

Electron identification SF ±0.01 [0.6%]

Table B.1: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc3LSS1b for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L2bS

Total background expectation 3.35

Statistical error (
√

Nexp) ±1.83

Total background systematic ±1.02 [30.4%]

Fake lepton systematics ±0.52 [15.5%]

Theory uncertainty: Rare ±0.51 [15.2%]

Jet energy scale (NP-1) ±0.50 [14.9%]

MC statistics ±0.35 [10.4%]

Theory uncertainty: ttW/Z ±0.25 [7.5%]

b-jets SF ±0.19 [5.7%]

Luminosity ±0.09 [2.7%]

c-jets SF ±0.08 [2.4%]

Jet energy scale (NP-3) ±0.08 [2.4%]

Jet energy scale (NP-2) ±0.06 [1.8%]

Jet energy resolution ±0.06 [1.8%]

MET soft-term resolution 1 ±0.06 [1.8%]

MET soft-term resolution 2 ±0.04 [1.2%]

Jet vertex tagger ±0.04 [1.2%]

Theory uncertainty: diboson ±0.04 [1.2%]

MET soft-term scale ±0.03 [0.9%]

Muon SF (sys.) ±0.03 [0.9%]

EGamma resolution ±0.03 [0.9%]

Electron identification SF ±0.03 [0.9%]

EGamma scale ±0.01 [0.3%]

Electron isolation SF ±0.01 [0.3%]

Muon (ID reconstruction) ±0.01 [0.3%]

Flavor tagging 1 ±0.01 [0.3%]

Light-jets SF ±0.01 [0.3%]

Electron reconstruction SF ±0.01 [0.3%]

Muon SF (stat.) ±0.01 [0.3%]

Muon (MS reconstruction) ±0.01 [0.3%]

Flavor tagging 2 ±0.01 [0.3%]

Table B.2: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L2bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L2bH

Total background expectation 1.08

Statistical error (
√

Nexp) ±1.04

Total background systematic ±0.32 [29.6%]

Theory uncertainty: Rare ±0.21 [19.4%]

MC statistics ±0.17 [15.7%]

Jet energy scale (NP-1) ±0.11 [10.2%]

Theory uncertainty: ttW/Z ±0.10 [9.3%]

b-jets SF ±0.06 [5.6%]

Jet energy scale (NP-2) ±0.04 [3.7%]

Jet energy scale (NP-3) ±0.04 [3.7%]

Luminosity ±0.03 [2.8%]

Jet energy resolution ±0.03 [2.8%]

c-jets SF ±0.02 [1.9%]

Jet η-intercalibration ±0.02 [1.9%]

Electron identification SF ±0.02 [1.9%]

Theory uncertainty: diboson ±0.01 [0.9%]

Muon SF (sys.) ±0.01 [0.9%]

MET soft-term resolution 1 ±0.01 [0.9%]

MET soft-term resolution 2 ±0.01 [0.9%]

Jet vertex tagger ±0.01 [0.9%]

Flavor tagging 1 ±0.01 [0.9%]

Electron isolation SF ±0.01 [0.9%]

Table B.3: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L2bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2Lsoft1b

Total background expectation 5.78

Statistical error (
√

Nexp) ±2.40

Total background systematic ±2.49 [43.1%]

Fake lepton systematics ±2.22 [38.4%]

MC statistics ±0.98 [17.0%]

Theory uncertainty: Rare ±0.36 [6.2%]

Jet energy scale (NP-1) ±0.30 [5.2%]

Theory uncertainty: ttW/Z ±0.29 [5.0%]

Luminosity ±0.07 [1.2%]

Theory uncertainty: diboson ±0.06 [1.0%]

Jet energy scale (NP-3) ±0.06 [1.0%]

MET soft-term resolution 1 ±0.04 [0.7%]

Jet energy scale (NP-2) ±0.04 [0.7%]

Jet energy resolution ±0.03 [0.5%]

b-jets SF ±0.03 [0.5%]

Jet vertex tagger ±0.03 [0.5%]

Electron identification SF ±0.03 [0.5%]

c-jets SF ±0.03 [0.5%]

MET soft-term scale ±0.02 [0.3%]

Light-jets SF ±0.02 [0.3%]

Charge-flip systematics ±0.02 [0.3%]

Muon SF (sys.) ±0.02 [0.3%]

Electron reconstruction SF ±0.01 [0.2%]

Jet η-intercalibration ±0.01 [0.2%]

MET soft-term resolution 2 ±0.01 [0.2%]

Muon (ID reconstruction) ±0.01 [0.2%]

Muon SF (stat.) ±0.01 [0.2%]

Table B.4: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2Lsoft1b for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2Lsoft2b

Total background expectation 3.80

Statistical error (
√

Nexp) ±1.95

Total background systematic ±1.59 [41.8%]

Fake lepton systematics ±1.36 [35.8%]

MC statistics ±0.59 [15.5%]

Theory uncertainty: Rare ±0.37 [9.7%]

Jet energy scale (NP-1) ±0.35 [9.2%]

Theory uncertainty: ttW/Z ±0.17 [4.5%]

b-jets SF ±0.13 [3.4%]

c-jets SF ±0.07 [1.8%]

Luminosity ±0.06 [1.6%]

Jet energy scale (NP-3) ±0.06 [1.6%]

MET soft-term resolution 2 ±0.04 [1.1%]

Jet energy scale (NP-2) ±0.04 [1.1%]

MET soft-term scale ±0.03 [0.8%]

Jet energy resolution ±0.03 [0.8%]

Jet vertex tagger ±0.03 [0.8%]

MET soft-term resolution 1 ±0.02 [0.5%]

Charge-flip systematics ±0.02 [0.5%]

Theory uncertainty: diboson ±0.02 [0.5%]

Muon SF (sys.) ±0.02 [0.5%]

Electron identification SF ±0.01 [0.3%]

Muon (MS reconstruction) ±0.01 [0.3%]

EGamma scale ±0.01 [0.3%]

EGamma resolution ±0.01 [0.3%]

Jet η-intercalibration ±0.01 [0.3%]

Electron reconstruction SF ±0.01 [0.3%]

Light-jets SF ±0.01 [0.3%]

Table B.5: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2Lsoft2b for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L0bS

Total background expectation 6.02

Statistical error (
√

Nexp) ±2.45

Total background systematic ±1.84 [30.6%]

Theory uncertainty: diboson ±1.06 [17.6%]

Jet energy scale (NP-1) ±1.01 [16.8%]

Fake lepton systematics ±0.81 [13.5%]

MC statistics ±0.55 [9.1%]

Theory uncertainty: ttW/Z ±0.24 [4.0%]

Theory uncertainty: Rare ±0.23 [3.8%]

Jet energy scale (NP-3) ±0.19 [3.2%]

b-jets SF ±0.18 [3.0%]

Jet energy scale (NP-2) ±0.15 [2.5%]

Luminosity ±0.14 [2.3%]

Jet energy resolution ±0.13 [2.2%]

c-jets SF ±0.09 [1.5%]

Jet vertex tagger ±0.06 [1.0%]

Muon SF (sys.) ±0.05 [0.8%]

Light-jets SF ±0.04 [0.7%]

Electron identification SF ±0.04 [0.7%]

Jet η-intercalibration ±0.04 [0.7%]

MET soft-term scale ±0.03 [0.5%]

MET soft-term resolution 1 ±0.02 [0.3%]

Electron isolation SF ±0.02 [0.3%]

Electron reconstruction SF ±0.01 [0.2%]

Muon SF (stat.) ±0.01 [0.2%]

MET soft-term resolution 2 ±0.01 [0.2%]

Charge-flip systematics ±0.01 [0.2%]

EGamma resolution ±0.01 [0.2%]

Electron charge-ID SF ±0.01 [0.2%]

Muon isolation SF (sys.) ±0.01 [0.2%]

Muon TTVA (stat.) ±0.01 [0.2%]

Muon scale ±0.01 [0.2%]

Flavor tagging 1 ±0.01 [0.2%]

Pile-up reweighting ±0.01 [0.2%]

Muon (MS reconstruction) ±0.01 [0.2%]

Table B.6: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L0bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L0bH

Total background expectation 2.35

Statistical error (
√

Nexp) ±1.53

Total background systematic ±1.00 [42.6%]

Fake lepton systematics ±0.76 [32.3%]

MC statistics ±0.49 [20.9%]

Theory uncertainty: diboson ±0.32 [13.6%]

Jet energy scale (NP-1) ±0.19 [8.1%]

Theory uncertainty: Rare ±0.14 [6.0%]

Jet energy resolution ±0.08 [3.4%]

b-jets SF ±0.06 [2.6%]

Theory uncertainty: ttW/Z ±0.06 [2.6%]

Luminosity ±0.05 [2.1%]

c-jets SF ±0.04 [1.7%]

Jet energy scale (NP-3) ±0.03 [1.3%]

Jet energy scale (NP-2) ±0.03 [1.3%]

Muon SF (sys.) ±0.02 [0.9%]

Jet vertex tagger ±0.01 [0.4%]

Light-jets SF ±0.01 [0.4%]

Electron identification SF ±0.01 [0.4%]

MET soft-term resolution 1 ±0.01 [0.4%]

Electron isolation SF ±0.01 [0.4%]

Jet η-intercalibration ±0.01 [0.4%]

Flavor tagging 1 ±0.01 [0.4%]

Table B.7: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L0bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc3L0bS

Total background expectation 11.02

Statistical error (
√

Nexp) ±3.32

Total background systematic ±3.02 [27.4%]

Theory uncertainty: diboson ±2.68 [24.3%]

Jet energy scale (NP-1) ±1.04 [9.4%]

Theory uncertainty: Rare ±0.44 [4.0%]

Jet energy resolution ±0.37 [3.4%]

Luminosity ±0.35 [3.2%]

MC statistics ±0.28 [2.5%]

b-jets SF ±0.21 [1.9%]

c-jets SF ±0.20 [1.8%]

Jet energy scale (NP-3) ±0.20 [1.8%]

Jet energy scale (NP-2) ±0.20 [1.8%]

Muon SF (sys.) ±0.18 [1.6%]

Fake lepton systematics ±0.18 [1.6%]

Electron identification SF ±0.17 [1.5%]

Theory uncertainty: ttW/Z ±0.16 [1.5%]

Jet vertex tagger ±0.09 [0.8%]

Electron isolation SF ±0.09 [0.8%]

MET soft-term resolution 2 ±0.08 [0.7%]

Light-jets SF ±0.08 [0.7%]

Jet η-intercalibration ±0.05 [0.5%]

Electron reconstruction SF ±0.04 [0.4%]

Flavor tagging 1 ±0.04 [0.4%]

Muon SF (stat.) ±0.04 [0.4%]

Muon isolation SF (sys.) ±0.03 [0.3%]

Electron charge-ID SF ±0.03 [0.3%]

MET soft-term resolution 1 ±0.03 [0.3%]

Pile-up reweighting ±0.03 [0.3%]

Muon (MS reconstruction) ±0.02 [0.2%]

Muon TTVA (stat.) ±0.02 [0.2%]

EGamma scale ±0.02 [0.2%]

Muon TTVA (sys.) ±0.02 [0.2%]

Muon isolation SF (stat.) ±0.02 [0.2%]

MET soft-term scale ±0.01 [0.1%]

Table B.8: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc3L0bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc3L0bH

Total background expectation 3.31

Statistical error (
√

Nexp) ±1.82

Total background systematic ±0.84 [25.4%]

Theory uncertainty: diboson ±0.71 [21.5%]

Jet energy scale (NP-1) ±0.27 [8.2%]

MC statistics ±0.20 [6.0%]

Theory uncertainty: Rare ±0.17 [5.1%]

Jet energy scale (NP-2) ±0.10 [3.0%]

Luminosity ±0.10 [3.0%]

Jet energy resolution ±0.08 [2.4%]

c-jets SF ±0.07 [2.1%]

Jet energy scale (NP-3) ±0.07 [2.1%]

Muon SF (sys.) ±0.07 [2.1%]

Theory uncertainty: ttW/Z ±0.06 [1.8%]

Electron identification SF ±0.06 [1.8%]

b-jets SF ±0.06 [1.8%]

Electron isolation SF ±0.04 [1.2%]

Jet vertex tagger ±0.03 [0.9%]

Light-jets SF ±0.03 [0.9%]

Flavor tagging 1 ±0.02 [0.6%]

MET soft-term resolution 1 ±0.01 [0.3%]

MET soft-term resolution 2 ±0.01 [0.3%]

Muon isolation SF (sys.) ±0.01 [0.3%]

Muon SF (stat.) ±0.01 [0.3%]

Electron reconstruction SF ±0.01 [0.3%]

Electron charge-ID SF ±0.01 [0.3%]

Pile-up reweighting ±0.01 [0.3%]

Muon (ID reconstruction) ±0.01 [0.3%]

Muon (MS reconstruction) ±0.01 [0.3%]

MET soft-term scale ±0.01 [0.3%]

Muon TTVA (stat.) ±0.01 [0.3%]

Jet η-intercalibration ±0.01 [0.3%]

Muon TTVA (sys.) ±0.01 [0.3%]

Table B.9: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc3L0bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc3L1bS

Total background expectation 17.33

Statistical error (
√

Nexp) ±4.16

Total background systematic ±4.20 [24.2%]

Fake lepton systematics ±2.86 [16.5%]

Theory uncertainty: Rare ±2.29 [13.2%]

MC statistics ±1.33 [7.7%]

Jet energy scale (NP-1) ±0.93 [5.4%]

Theory uncertainty: ttW/Z ±0.92 [5.3%]

Theory uncertainty: diboson ±0.45 [2.6%]

Luminosity ±0.42 [2.4%]

c-jets SF ±0.29 [1.7%]

Electron identification SF ±0.26 [1.5%]

b-jets SF ±0.25 [1.4%]

Muon SF (sys.) ±0.21 [1.2%]

Jet energy scale (NP-3) ±0.17 [1.0%]

Jet energy scale (NP-2) ±0.14 [0.8%]

Jet vertex tagger ±0.12 [0.7%]

Electron isolation SF ±0.11 [0.6%]

Jet η-intercalibration ±0.08 [0.5%]

MET soft-term resolution 2 ±0.06 [0.3%]

Light-jets SF ±0.05 [0.3%]

Electron reconstruction SF ±0.05 [0.3%]

Muon SF (stat.) ±0.04 [0.2%]

Jet energy resolution ±0.04 [0.2%]

EGamma scale ±0.03 [0.2%]

Muon isolation SF (sys.) ±0.03 [0.2%]

MET soft-term scale ±0.03 [0.2%]

Electron charge-ID SF ±0.03 [0.2%]

Pile-up reweighting ±0.03 [0.2%]

Muon TTVA (stat.) ±0.03 [0.2%]

Muon TTVA (sys.) ±0.02 [0.1%]

Muon isolation SF (stat.) ±0.02 [0.1%]

EGamma resolution ±0.01 [0.1%]

Muon (MS reconstruction) ±0.01 [0.1%]

Flavor tagging 2 ±0.01 [0.1%]

Muon low-pT(sys.) ±0.01 [0.1%]

Table B.10: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc3L1bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc3L1bH

Total background expectation 3.90

Statistical error (
√

Nexp) ±1.97

Total background systematic ±0.94 [24.1%]

Theory uncertainty: Rare ±0.71 [18.2%]

Fake lepton systematics ±0.38 [9.7%]

MC statistics ±0.30 [7.7%]

Theory uncertainty: ttW/Z ±0.22 [5.6%]

Jet energy scale (NP-1) ±0.16 [4.1%]

Theory uncertainty: diboson ±0.15 [3.8%]

Luminosity ±0.11 [2.8%]

c-jets SF ±0.09 [2.3%]

Jet energy resolution ±0.08 [2.1%]

Electron identification SF ±0.08 [2.1%]

Muon SF (sys.) ±0.07 [1.8%]

b-jets SF ±0.05 [1.3%]

Electron isolation SF ±0.04 [1.0%]

Jet energy scale (NP-3) ±0.04 [1.0%]

Jet η-intercalibration ±0.04 [1.0%]

Light-jets SF ±0.03 [0.8%]

Jet vertex tagger ±0.03 [0.8%]

MET soft-term resolution 2 ±0.02 [0.5%]

Electron reconstruction SF ±0.01 [0.3%]

MET soft-term resolution 1 ±0.01 [0.3%]

MET soft-term scale ±0.01 [0.3%]

Muon SF (stat.) ±0.01 [0.3%]

Muon isolation SF (sys.) ±0.01 [0.3%]

Pile-up reweighting ±0.01 [0.3%]

Electron charge-ID SF ±0.01 [0.3%]

Jet energy scale (NP-2) ±0.01 [0.3%]

Flavor tagging 1 ±0.01 [0.3%]

EGamma scale ±0.01 [0.3%]

Muon TTVA (stat.) ±0.01 [0.3%]

Muon TTVA (sys.) ±0.01 [0.3%]

Table B.11: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc3L1bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L1bS

Total background expectation 9.88

Statistical error (
√

Nexp) ±3.14

Total background systematic ±2.89 [29.3%]

Fake lepton systematics ±1.97 [19.9%]

Theory uncertainty: Rare ±1.25 [12.7%]

Jet energy scale (NP-1) ±1.14 [11.5%]

MC statistics ±0.95 [9.6%]

Theory uncertainty: ttW/Z ±0.69 [7.0%]

Luminosity ±0.23 [2.3%]

Theory uncertainty: diboson ±0.18 [1.8%]

Jet energy scale (NP-3) ±0.15 [1.5%]

Jet energy scale (NP-2) ±0.14 [1.4%]

MET soft-term resolution 2 ±0.12 [1.2%]

b-jets SF ±0.11 [1.1%]

Jet energy resolution ±0.10 [1.0%]

Jet vertex tagger ±0.10 [1.0%]

MET soft-term scale ±0.09 [0.9%]

MET soft-term resolution 1 ±0.08 [0.8%]

c-jets SF ±0.07 [0.7%]

Muon SF (sys.) ±0.07 [0.7%]

Electron identification SF ±0.05 [0.5%]

Charge-flip systematics ±0.04 [0.4%]

Muon (ID reconstruction) ±0.03 [0.3%]

EGamma scale ±0.02 [0.2%]

Electron isolation SF ±0.02 [0.2%]

Electron reconstruction SF ±0.02 [0.2%]

Muon SF (stat.) ±0.02 [0.2%]

Jet η-intercalibration ±0.02 [0.2%]

EGamma resolution ±0.02 [0.2%]

Flavor tagging 2 ±0.01 [0.1%]

Electron charge-ID SF ±0.01 [0.1%]

Light-jets SF ±0.01 [0.1%]

Muon scale ±0.01 [0.1%]

Muon isolation SF (sys.) ±0.01 [0.1%]

Muon TTVA (stat.) ±0.01 [0.1%]

Pile-up reweighting ±0.01 [0.1%]

Table B.12: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L1bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpc2L1bH

Total background expectation 9.75

Statistical error (
√

Nexp) ±3.12

Total background systematic ±2.59 [26.6%]

Fake lepton systematics ±1.76 [18.1%]

Theory uncertainty: Rare ±1.28 [13.1%]

Jet energy scale (NP-1) ±0.98 [10.1%]

MC statistics ±0.65 [6.7%]

Theory uncertainty: ttW/Z ±0.56 [5.7%]

Theory uncertainty: diboson ±0.24 [2.5%]

Luminosity ±0.23 [2.4%]

Jet energy scale (NP-2) ±0.19 [1.9%]

Jet energy scale (NP-3) ±0.19 [1.9%]

b-jets SF ±0.11 [1.1%]

Jet energy resolution ±0.11 [1.1%]

Jet vertex tagger ±0.09 [0.9%]

Muon SF (sys.) ±0.08 [0.8%]

Electron identification SF ±0.08 [0.8%]

c-jets SF ±0.07 [0.7%]

MET soft-term scale ±0.07 [0.7%]

MET soft-term resolution 2 ±0.06 [0.6%]

MET soft-term resolution 1 ±0.05 [0.5%]

Jet η-intercalibration ±0.05 [0.5%]

Charge-flip systematics ±0.04 [0.4%]

Electron isolation SF ±0.03 [0.3%]

Light-jets SF ±0.03 [0.3%]

Muon SF (stat.) ±0.02 [0.2%]

Muon (ID reconstruction) ±0.02 [0.2%]

Electron reconstruction SF ±0.02 [0.2%]

Electron charge-ID SF ±0.01 [0.1%]

Flavor tagging 2 ±0.01 [0.1%]

Muon isolation SF (sys.) ±0.01 [0.1%]

Pile-up reweighting ±0.01 [0.1%]

EGamma resolution ±0.01 [0.1%]

Muon TTVA (stat.) ±0.01 [0.1%]

Muon (MS reconstruction) ±0.01 [0.1%]

Muon TTVA (sys.) ±0.01 [0.1%]

Table B.13: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpc2L1bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpv2L1bH

Total background expectation 1.57

Statistical error (
√

Nexp) ±1.25

Total background systematic ±0.44 [28.0%]

Theory uncertainty: Rare ±0.35 [22.3%]

MC statistics ±0.19 [12.1%]

Jet energy scale (NP-1) ±0.10 [6.4%]

Theory uncertainty: ttW/Z ±0.10 [6.4%]

Theory uncertainty: diboson ±0.05 [3.2%]

Luminosity ±0.04 [2.5%]

c-jets SF ±0.04 [2.5%]

Electron identification SF ±0.04 [2.5%]

Jet energy scale (NP-2) ±0.03 [1.9%]

Jet energy scale (NP-3) ±0.02 [1.3%]

Muon SF (sys.) ±0.02 [1.3%]

Electron isolation SF ±0.02 [1.3%]

MET soft-term resolution 1 ±0.02 [1.3%]

Jet η-intercalibration ±0.01 [0.6%]

Jet vertex tagger ±0.01 [0.6%]

Jet energy resolution ±0.01 [0.6%]

b-jets SF ±0.01 [0.6%]

MET soft-term resolution 2 ±0.01 [0.6%]

EGamma scale ±0.01 [0.6%]

Light-jets SF ±0.01 [0.6%]

Table B.14: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L1bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpv2L0b

Total background expectation 1.01

Statistical error (
√

Nexp) ±1.00

Total background systematic ±0.39 [38.6%]

Fake lepton systematics ±0.23 [22.8%]

MC statistics ±0.22 [21.8%]

Theory uncertainty: diboson ±0.18 [17.8%]

Jet energy scale (NP-1) ±0.08 [7.9%]

Theory uncertainty: Rare ±0.07 [6.9%]

Theory uncertainty: ttW/Z ±0.05 [5.0%]

b-jets SF ±0.04 [4.0%]

Luminosity ±0.03 [3.0%]

Jet energy scale (NP-2) ±0.02 [2.0%]

Jet energy scale (NP-3) ±0.02 [2.0%]

c-jets SF ±0.02 [2.0%]

Jet energy resolution ±0.02 [2.0%]

Muon SF (sys.) ±0.01 [1.0%]

Flavor tagging 1 ±0.01 [1.0%]

Light-jets SF ±0.01 [1.0%]

Jet vertex tagger ±0.01 [1.0%]

Jet η-intercalibration ±0.01 [1.0%]

Electron isolation SF ±0.01 [1.0%]

Electron identification SF ±0.01 [1.0%]

Table B.15: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L0b for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpv2L2bH

Total background expectation 1.58

Statistical error (
√

Nexp) ±1.26

Total background systematic ±0.49 [31.0%]

Theory uncertainty: Rare ±0.40 [25.3%]

MC statistics ±0.19 [12.0%]

Jet energy scale (NP-1) ±0.13 [8.2%]

c-jets SF ±0.10 [6.3%]

Theory uncertainty: ttW/Z ±0.09 [5.7%]

b-jets SF ±0.06 [3.8%]

Jet energy resolution ±0.05 [3.2%]

Jet energy scale (NP-3) ±0.05 [3.2%]

Luminosity ±0.04 [2.5%]

Jet energy scale (NP-2) ±0.04 [2.5%]

Jet η-intercalibration ±0.03 [1.9%]

Electron identification SF ±0.03 [1.9%]

Flavor tagging 1 ±0.02 [1.3%]

Muon SF (sys.) ±0.02 [1.3%]

Theory uncertainty: diboson ±0.02 [1.3%]

Jet vertex tagger ±0.02 [1.3%]

Electron isolation SF ±0.01 [0.6%]

Charge-flip systematics ±0.01 [0.6%]

Flavor tagging 2 ±0.01 [0.6%]

Light-jets SF ±0.01 [0.6%]

EGamma resolution ±0.01 [0.6%]

Table B.16: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L2bH for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.



Appendix B. Details on statistical interpretation of strong SS3L analysis 139

Uncertainty of signal region Rpv2L2bS

Total background expectation 19.49

Statistical error (
√

Nexp) ±4.41

Total background systematic ±7.39 [37.9%]

Fake lepton systematics ±6.66 [34.2%]

Theory uncertainty: Rare ±2.04 [10.5%]

MC statistics ±1.94 [10.0%]

Theory uncertainty: ttW/Z ±0.98 [5.0%]

b-jets SF ±0.70 [3.6%]

Jet energy scale (NP-1) ±0.60 [3.1%]

c-jets SF ±0.37 [1.9%]

Luminosity ±0.35 [1.8%]

Electron identification SF ±0.25 [1.3%]

Jet energy scale (NP-2) ±0.18 [0.9%]

Muon SF (sys.) ±0.16 [0.8%]

Theory uncertainty: diboson ±0.13 [0.7%]

Flavor tagging 1 ±0.13 [0.7%]

Jet energy scale (NP-3) ±0.12 [0.6%]

Electron isolation SF ±0.11 [0.6%]

Jet energy resolution ±0.11 [0.6%]

Jet vertex tagger ±0.10 [0.5%]

Light-jets SF ±0.07 [0.4%]

Charge-flip systematics ±0.07 [0.4%]

Jet η-intercalibration ±0.06 [0.3%]

MET soft-term resolution 1 ±0.05 [0.3%]

MET soft-term resolution 2 ±0.04 [0.2%]

MET soft-term scale ±0.03 [0.2%]

EGamma scale ±0.03 [0.2%]

Electron reconstruction SF ±0.03 [0.2%]

Muon SF (stat.) ±0.03 [0.2%]

Electron charge-ID SF ±0.03 [0.2%]

Muon isolation SF (sys.) ±0.02 [0.1%]

Pile-up reweighting ±0.02 [0.1%]

Muon (MS reconstruction) ±0.02 [0.1%]

Muon TTVA (stat.) ±0.02 [0.1%]

Muon TTVA (sys.) ±0.01 [0.1%]

Trigger SF ±0.01 [0.1%]

Muon isolation SF (stat.) ±0.01 [0.1%]

Table B.17: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L2bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpv2L1bS

Total background expectation 24.86

Statistical error (
√

Nexp) ±4.99

Total background systematic ±6.98 [28.1%]

Fake lepton systematics ±5.68 [22.8%]

Theory uncertainty: Rare ±3.07 [12.3%]

MC statistics ±1.59 [6.4%]

Theory uncertainty: ttW/Z ±1.41 [5.7%]

Jet energy scale (NP-1) ±1.14 [4.6%]

Luminosity ±0.57 [2.3%]

Theory uncertainty: diboson ±0.50 [2.0%]

c-jets SF ±0.38 [1.5%]

Electron identification SF ±0.37 [1.5%]

Muon SF (sys.) ±0.27 [1.1%]

b-jets SF ±0.26 [1.0%]

Jet energy scale (NP-2) ±0.25 [1.0%]

Jet energy scale (NP-3) ±0.20 [0.8%]

Electron isolation SF ±0.17 [0.7%]

Jet vertex tagger ±0.15 [0.6%]

Charge-flip systematics ±0.11 [0.4%]

Jet η-intercalibration ±0.11 [0.4%]

Light-jets SF ±0.11 [0.4%]

MET soft-term resolution 2 ±0.08 [0.3%]

MET soft-term resolution 1 ±0.05 [0.2%]

Electron reconstruction SF ±0.05 [0.2%]

Muon SF (stat.) ±0.05 [0.2%]

Electron charge-ID SF ±0.04 [0.2%]

EGamma scale ±0.04 [0.2%]

Flavor tagging 1 ±0.04 [0.2%]

Muon isolation SF (sys.) ±0.04 [0.2%]

Pile-up reweighting ±0.04 [0.2%]

MET soft-term scale ±0.03 [0.1%]

Muon TTVA (stat.) ±0.03 [0.1%]

Muon TTVA (sys.) ±0.02 [0.1%]

Jet energy resolution ±0.02 [0.1%]

Trigger SF ±0.02 [0.1%]

Muon (ID reconstruction) ±0.02 [0.1%]

Muon (MS reconstruction) ±0.02 [0.1%]

Table B.18: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L1bS for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region Rpv2L1bM

Total background expectation 4.80

Statistical error (
√

Nexp) ±2.19

Total background systematic ±1.56 [32.5%]

Fake lepton systematics ±1.02 [21.3%]

Theory uncertainty: Rare ±0.80 [16.7%]

MC statistics ±0.68 [14.2%]

Theory uncertainty: ttW/Z ±0.43 [9.0%]

Jet energy scale (NP-1) ±0.19 [4.0%]

Theory uncertainty: diboson ±0.13 [2.7%]

Luminosity ±0.11 [2.3%]

Electron identification SF ±0.11 [2.3%]

Jet energy scale (NP-2) ±0.08 [1.7%]

c-jets SF ±0.07 [1.5%]

Muon SF (sys.) ±0.06 [1.3%]

b-jets SF ±0.05 [1.0%]

Electron isolation SF ±0.04 [0.8%]

Jet energy scale (NP-3) ±0.04 [0.8%]

Jet energy resolution ±0.03 [0.6%]

Jet vertex tagger ±0.03 [0.6%]

Jet η-intercalibration ±0.02 [0.4%]

Charge-flip systematics ±0.02 [0.4%]

MET soft-term resolution 1 ±0.01 [0.2%]

EGamma scale ±0.01 [0.2%]

Light-jets SF ±0.01 [0.2%]

Muon (MS reconstruction) ±0.01 [0.2%]

Muon SF (stat.) ±0.01 [0.2%]

MET soft-term resolution 2 ±0.01 [0.2%]

Electron reconstruction SF ±0.01 [0.2%]

MET soft-term scale ±0.01 [0.2%]

Muon isolation SF (sys.) ±0.01 [0.2%]

Electron charge-ID SF ±0.01 [0.2%]

Pile-up reweighting ±0.01 [0.2%]

Muon scale ±0.01 [0.2%]

Table B.19: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
Rpv2L1bM for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Model g̃→ tt̄ χ̃0
1

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb] (mg̃,mχ̃0

1
) [GeV] UL95 (σprod) [fb]

(700, 490) 449.2 (1600, 1245) 38.7
(1600, 1390) 365.4 (1300, 955) 38.6
(800, 590) 349.5 (1900, 1545) 38.5
(1000, 790) 289.6 (1000, 600) 38.1
(1200, 990) 268.5 (2000, 1645) 33.7
(700, 440) 237.7 (1200, 800) 31.9
(1300, 1090) 229.1 (1400, 1000) 29.8
(1400, 1190) 220.7 (2200, 1800) 28.7
(800, 540) 217.6 (1600, 1200) 27.7
(800, 565) 217.3 (2400, 2000) 27.5
(1100, 890) 194.9 (2000, 1600) 26.9
(1100, 865) 143.6 (900, 400) 26.9
(900, 665) 139.9 (1800, 1400) 25.9
(1600, 1340) 136.2 (1100, 600) 20.1
(700, 355) 125.3 (900, 1) 20.0
(1000, 700) 124.8 (1200, 700) 19.3
(900, 640) 123.3 (900, 200) 18.6
(800, 455) 120.7 (1000, 1) 17.4
(1100, 840) 117.1 (1300, 800) 17.3
(1300, 1040) 117.0 (1000, 400) 16.8
(1000, 740) 112.3 (1900, 1400) 16.7
(1200, 965) 111.3 (1500, 1000) 16.7
(1400, 1140) 110.4 (1700, 1200) 16.4
(900, 600) 109.8 (1100, 1) 16.3
(1300, 1065) 107.9 (2100, 1600) 15.9
(1400, 1165) 107.7 (1100, 400) 15.8
(800, 500) 100.6 (1000, 200) 15.7
(1800, 1540) 97.3 (2300, 1800) 15.0
(1400, 1100) 85.3 (1200, 600) 14.9
(800, 445) 85.2 (1400, 800) 14.5
(1200, 940) 78.6 (1100, 200) 14.5
(1200, 900) 75.3 (1600, 1000) 13.7
(900, 545) 74.2 (2200, 1600) 13.1
(1100, 800) 73.2 (1200, 200) 13.1
(1300, 1000) 60.6 (2000, 1400) 13.1
(900, 555) 55.3 (1800, 1200) 13.0
(1200, 855) 50.7 (1200, 400) 12.6
(1300, 945) 48.6 (1300, 600) 12.5
(1000, 645) 48.3 (1300, 400) 12.3
(1000, 655) 48.0 (1500, 800) 12.1
(1100, 745) 48.0 (1700, 1000) 11.5
(1600, 1255) 46.7 (1400, 600) 11.3
(1200, 845) 46.5 (2100, 1400) 11.3
(1400, 1055) 41.7 (1800, 1000) 10.9
(1800, 1445) 41.1 (1600, 800) 10.9
(1500, 1145) 41.0 (1900, 1200) 10.9
(2100, 1745) 40.7 (2300, 1600) 10.6
(1100, 755) 39.5 (2200, 1400) 10.6
(1400, 1045) 39.2 (2000, 1200) 10.4
(1700, 1345) 39.1 (2400, 1600) 10.2
(1800, 1455) 38.8 (2300, 1400) 7.2

Table B.20: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the g̃→ tt̄ χ̃0

1 signal grid.
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Model b̃1→ t χ̃±1

(mb̃1
,m

χ̃0
1
) [GeV] UL95 (σprod) [fb] (mb̃1

,m
χ̃0

1
) [GeV] UL95 (σprod) [fb]

(350, 75) 1661.1 (750, 300) 70.4
(400, 125) 787.2 (900, 500) 66.0
(400, 50) 597.7 (700, 50) 65.4
(450, 175) 584.6 (800, 350) 64.8
(400, 90) 576.8 (700, 150) 61.0
(500, 225) 385.6 (850, 400) 58.2
(450, 50) 382.0 (750, 100) 57.0
(450, 100) 350.7 (900, 450) 53.1
(450, 140) 331.2 (750, 200) 52.6
(550, 275) 314.9 (800, 50) 52.5
(500, 190) 303.9 (800, 250) 45.0
(500, 150) 290.0 (900, 50) 44.8
(600, 325) 285.0 (850, 300) 43.0
(500, 100) 229.9 (800, 150) 42.9
(550, 240) 222.7 (850, 200) 42.5
(600, 290) 222.1 (850, 100) 41.6
(650, 375) 216.0 (900, 350) 41.4
(500, 50) 204.3 (900, 150) 36.6
(700, 425) 197.6 (900, 250) 36.6
(650, 340) 187.8
(550, 200) 177.0
(600, 250) 172.4
(800, 525) 164.9
(550, 150) 160.9
(900, 625) 152.3
(550, 100) 151.9
(750, 475) 150.8
(700, 390) 150.0
(850, 575) 145.3
(650, 300) 138.0
(800, 490) 134.6
(600, 200) 132.0
(750, 440) 122.9
(700, 350) 118.5
(750, 400) 112.5
(850, 540) 111.4
(600, 150) 109.4
(800, 450) 108.6
(600, 50) 108.0
(900, 590) 107.3
(700, 300) 106.1
(650, 250) 101.0
(900, 550) 93.9
(850, 500) 93.3
(750, 350) 91.7
(650, 200) 89.1
(700, 250) 76.9
(850, 450) 75.0
(650, 100) 74.4
(800, 400) 72.6

Table B.21: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the b̃1→ t χ̃±1 signal grid.
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Model g̃→ qq̄ll̄χ̃0
1

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb] (mg̃,mχ̃0

1
) [GeV] UL95 (σprod) [fb]

(800, 740) 2110.4 (1400, 300) 2.4
(800, 720) 516.3 (1400, 100) 2.4
(800, 700) 217.9 (2000, 1100) 2.4
(1400, 1300) 213.1 (2000, 1100) 2.4
(1200, 1100) 212.7 (1600, 500) 2.3
(400, 240) 161.8 (1600, 100) 2.3
(600, 480) 157.5 (1800, 700) 2.2
(1000, 880) 125.2 (1600, 300) 2.2
(400, 200) 121.0 (1800, 500) 2.1
(800, 680) 113.8 (1800, 100) 2.1
(600, 440) 65.0 (2000, 900) 2.0
(600, 400) 54.9 (2200, 1100) 2.0
(800, 640) 49.7 (1800, 300) 2.0
(1000, 840) 47.5 (2000, 100) 1.9
(600, 100) 43.4 (2000, 500) 1.9
(1000, 800) 31.7 (2000, 700) 1.9
(800, 600) 31.0 (2200, 700) 1.8
(600, 300) 23.7 (2200, 900) 1.8
(800, 500) 19.2 (2000, 300) 1.8
(1000, 700) 15.1 (2200, 300) 1.8
(1200, 900) 14.4 (2200, 500) 1.8
(1400, 1100) 12.4 (2200, 100) 1.7
(1600, 1300) 11.9
(800, 100) 11.1
(1800, 1500) 10.6
(1100, 700) 9.0
(800, 300) 8.5
(1000, 500) 7.4
(1200, 700) 6.8
(1600, 1100) 6.3
(1000, 300) 6.2
(1400, 900) 6.1
(1100, 500) 5.9
(2000, 1500) 5.3
(1300, 700) 5.1
(1800, 1300) 5.1
(1100, 300) 5.1
(1200, 500) 4.7
(1800, 1100) 4.6
(1600, 900) 4.6
(1400, 700) 4.5
(1200, 300) 4.4
(1300, 500) 4.4
(2000, 1300) 4.2
(1000, 100) 4.1
(1400, 500) 3.1
(1600, 700) 2.8
(1200, 100) 2.7
(1300, 300) 2.7
(1300, 100) 2.6

Table B.22: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the g̃→ qq̄ll̄χ̃0

1 signal grid.
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Model g̃→ qq̄‘WZχ̃0
1

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb] (mg̃,mχ̃0

1
) [GeV] UL95 (σprod) [fb]

(1000, 900) 6645.4 (1300, 400) 13.5
(600, 400) 920.0 (1400, 300) 13.1
(1000, 800) 403.5 (1800, 900) 13.0
(600, 300) 253.4 (1400, 500) 12.9
(600, 100) 252.1 (1900, 800) 12.6
(1100, 900) 249.4 (1500, 600) 12.5
(1300, 1100) 241.8 (1300, 300) 12.0
(1400, 1200) 215.6 (1400, 400) 11.9
(1200, 1000) 205.3 (1300, 100) 11.9
(1100, 800) 106.8 (1600, 700) 11.6
(1300, 1000) 84.7 (1500, 400) 11.5
(1200, 900) 83.2 (1600, 600) 11.5
(1400, 1100) 82.2 (1700, 700) 11.5
(1000, 600) 82.2 (1600, 500) 11.4
(1000, 700) 74.5 (1300, 200) 11.4
(1200, 800) 69.0 (1900, 900) 11.1
(800, 300) 68.6 (1800, 800) 11.0
(1500, 1100) 57.7 (1400, 100) 10.9
(1400, 1000) 57.7 (1400, 200) 10.9
(1300, 900) 57.6 (1500, 500) 10.9
(1100, 600) 42.3 (1700, 600) 10.6
(800, 100) 37.1 (1500, 200) 10.5
(1000, 500) 35.5 (2000, 600) 10.5
(1300, 800) 34.1 (1500, 100) 10.4
(1200, 700) 33.4 (1800, 700) 10.3
(1400, 900) 31.1 (1800, 600) 10.3
(1500, 1000) 30.6 (1500, 300) 10.2
(1100, 500) 29.9 (1900, 700) 10.1
(1200, 600) 28.2 (1600, 300) 9.8
(1600, 1000) 26.5 (2000, 400) 9.8
(1400, 800) 24.1 (2000, 800) 9.6
(1000, 300) 22.9 (1700, 400) 9.6
(1300, 700) 21.9 (1900, 100) 9.6
(1100, 400) 21.6 (1600, 400) 9.4
(1500, 900) 21.6 (2000, 900) 9.2
(1400, 700) 19.5 (1900, 400) 9.2
(1000, 100) 19.0 (1900, 300) 9.1
(1200, 500) 19.0 (1700, 500) 9.1
(1200, 400) 17.4 (2000, 700) 9.1
(1300, 600) 17.4 (1600, 100) 9.1
(1600, 900) 17.4 (1800, 200) 9.1
(1600, 800) 14.9 (2000, 100) 8.9
(1200, 300) 14.6 (1800, 500) 8.8
(1300, 500) 14.6 (1700, 200) 8.8
(1500, 800) 14.4 (1700, 100) 8.8
(1500, 700) 14.3 (1900, 500) 8.8
(1200, 100) 14.2 (1800, 400) 8.7
(1400, 600) 14.1 (2000, 500) 8.7
(1700, 900) 13.7 (1800, 300) 8.7
(1700, 800) 13.7 (2000, 300) 8.5

Table B.23: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the g̃→ qq̄‘WZχ̃0

1 signal grid.



146 Appendix B. Details on statistical interpretation of strong SS3L analysis

Model g̃→ qq̄χ̃0
1 , χ̃

0
1 → lqq̄

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb]

(2000, 50) 79.6
(1900, 50) 58.0
(1800, 50) 54.9
(1600, 50) 37.2
(1400, 50) 33.8
(1200, 50) 28.5
(1000, 50) 26.8
(1000, 100) 9.9
(1000, 125) 7.7
(1200, 120) 6.6
(1000, 950) 6.3
(1400, 140) 6.2
(1200, 150) 5.4
(1600, 160) 5.1
(1800, 180) 5.0
(1000, 250) 4.9
(1900, 190) 4.8
(1600, 200) 4.7
(1400, 175) 4.6
(1200, 1140) 4.6
(2000, 200) 4.5
(1000, 500) 4.4
(2200, 220) 4.4
(1800, 225) 4.2
(1000, 850) 4.1
(1900, 237) 4.0
(2000, 250) 3.8
(1600, 1520) 3.8
(1200, 300) 3.8
(1400, 1330) 3.6
(2200, 275) 3.6
(2200, 2090) 3.6
(1800, 1710) 3.4
(1400, 700) 3.3
(1400, 350) 3.3
(1900, 475) 3.2
(2200, 550) 3.2
(1900, 1805) 3.2
(1200, 1020) 3.2
(1600, 400) 3.2
(1800, 900) 3.1
(1200, 600) 3.1
(1800, 1530) 3.1
(1900, 950) 3.0
(2000, 500) 3.0
(1900, 1615) 3.0
(2200, 1100) 3.0
(1800, 450) 3.0
(1600, 800) 3.0
(1600, 1360) 2.9
(1400, 1190) 2.9

Table B.24: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the RPV g̃→ qqχ̃0

1 , χ̃
0
1 → lqq signal grid
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Model g̃→ tt χ̃0
1 , χ̃

0
1 → uds

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb]

(1100, 740) 13.9
(1200, 840) 10.3
(1300, 940) 8.5
(1100, 375) 7.5
(1500, 1140) 7.3
(1400, 1040) 7.0
(1800, 1440) 6.3
(1700, 1340) 6.2
(1100, 10) 6.1
(1100, 50) 6.1
(1600, 1240) 6.1
(1200, 563) 5.8
(1200, 287) 5.0
(1200, 50) 5.0
(1300, 630) 4.8
(1400, 783) 4.7
(1200, 10) 4.4
(1300, 320) 4.2
(1600, 994) 4.1
(1500, 858) 4.1
(1300, 50) 3.9
(1800, 1202) 3.8
(1700, 1118) 3.7
(1300, 10) 3.7
(1800, 963) 3.6
(1800, 725) 3.5
(1400, 525) 3.5
(1500, 575) 3.5
(1600, 748) 3.4
(1700, 50) 3.3
(1400, 10) 3.3
(1500, 293) 3.3
(1600, 50) 3.2
(1400, 50) 3.1
(1400, 268) 3.1
(2000, 243) 3.0
(1500, 10) 3.0
(1800, 10) 3.0
(1700, 10) 3.0
(1700, 675) 3.0
(1800, 248) 3.0
(1600, 256) 2.9
(1600, 502) 2.9
(2000, 10) 2.9
(1600, 10) 2.9
(2000, 50) 2.8
(1800, 50) 2.8
(1700, 453) 2.8
(1700, 232) 2.8
(2000, 476) 2.7
(1800, 487) 2.7

Table B.25: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the RPV g̃→ tt χ̃0

1 , χ̃
0
1 → uds signal grid.
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Model g̃→ tdb

(mg̃,mχ̃0
1
) [GeV] UL95 (σprod) [fb]

(800, 400) 344.8
(800, 600) 303.3
(1000, 800) 111.6
(1000, 600) 110.9
(1000, 400) 88.4
(1200, 1000) 66.5
(1200, 400) 41.1
(1200, 600) 34.6
(1400, 1200) 34.5
(1200, 800) 32.7
(1800, 1600) 31.0
(1600, 1400) 29.2
(1400, 600) 25.7
(1400, 400) 21.7
(1400, 1000) 20.6
(1400, 800) 20.0
(1600, 400) 19.7
(1600, 1200) 18.6
(1600, 800) 17.8
(1800, 400) 16.7
(1800, 1000) 16.6
(1800, 1200) 16.1
(1800, 1400) 15.5
(1800, 600) 15.5
(1600, 600) 15.1
(1800, 800) 13.4
(1600, 1000) 8.8

Model g̃→ tds

(800, 600) 326.0
(1000, 800) 96.5
(1000, 600) 70.5
(1200, 1000) 48.5
(1200, 800) 47.0
(1400, 1200) 45.6
(1800, 1600) 41.0
(1200, 600) 39.4
(1600, 1400) 28.3
(1400, 1000) 24.3
(1400, 600) 22.4
(1400, 800) 21.8
(1800, 1400) 21.4
(1800, 400) 20.7
(1600, 600) 20.4
(1600, 400) 20.3
(1800, 1200) 19.6
(1600, 1200) 19.4
(1800, 800) 18.3
(1600, 800) 17.4
(1800, 1000) 17.3
(1600, 1000) 16.4
(1800, 600) 14.8

Table B.26: The 95% CLs upper limits on production cross-sections (in fb) obtained using the signal efficiency
and acceptance specific to each point of the RPV g̃→ tdb (top) and g̃→ tds (bottom) signal grid.
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Appendix C

Fit results of WhSS analysis

The systematic uncertainties in the signal regions after the model-dependent fit are shown in Table C.1
and Table C.2. Table C.3 shows the expected yields from background and signal pre-fit and post-fit.
Error only include the statistic error, except for Fakes which also include systematic errors.

Uncertainty of signal region SRjet1

Total background expectation 4.54

Statistical error (
√

Nexp) ±2.13

Total background systematic ±1.52 [33.6%]

Fake lepton systematics ±1.64 [36.2%]

Signal strength ±0.56 [12.3%]

MC statistics ±0.37 [8.2%]

MET soft-term resolution ±0.29 [6.3%]

Theory uncertainty: diboson ±0.19 [4.1%]

Jet energy scale (NP-1) ±0.18 [4.0%]

Jet energy resolution ±0.09 [1.9%]

Jet η-intercalibration ±0.08 [1.7%]

Charge-flip ±0.07 [1.6%]

Muon SF (sys.) ±0.07 [1.6%]

Jet energy scale (NP-2) ±0.03 [0.6%]

c-jets SF ±0.02 [0.4%]

Jet energy scale (NP-3) ±0.02 [0.4%]

Electron identification SF ±0.02 [0.4%]

Theory uncertainty: Triboson ±0.01 [0.3%]

b-jets SF ±0.01 [0.3%]

Theory uncertainty: ttW/Z ±0.01 [0.3%]

Luminosity ±0.01 [0.3%]

Jet vertex tagger ±0.01 [0.2%]

Light-jets SF ±0.01 [0.2%]

Electron isolation SF ±0.01 [0.1%]

Table C.1: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
SRjet1 for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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Uncertainty of signal region SRjet23

Total background expectation 6.35

Statistical error (
√

Nexp) ±2.52

Total background systematic ±1.34 [21.1%]

Fake lepton systematics ±1.46 [22.9%]

Signal strength ±1.17 [18.4%]

MC statistics ±0.51 [8.0%]

Theory uncertainty: diboson ±0.28 [4.4%]

MET soft-term resolution ±0.26 [4.1%]

Jet energy scale (NP-1) ±0.24 [3.7%]

b-jets SF ±0.10 [1.6%]

Muon SF (sys.) ±0.07 [1.0%]

Jet energy resolution ±0.07 [1.0%]

c-jets SF ±0.04 [0.7%]

Light-jets SF ±0.04 [0.6%]

Jet vertex tagger ±0.03 [0.5%]

Theory uncertainty: Triboson ±0.03 [0.5%]

Jet η-intercalibration ±0.02 [0.4%]

Charge-flip ±0.03 [0.4%]

Jet energy scale (NP-3) ±0.02 [0.3%]

Electron identification SF ±0.02 [0.3%]

Theory uncertainty: ttW/Z ±0.02 [0.3%]

Luminosity ±0.01 [0.1%]

Electron isolation SF ±0.01 [0.1%]

Table C.2: Breakdown of the dominant systematic uncertainties on the background estimation in signal region
SRjet23 for an integrated luminosity of 36.1fb−1. The individual uncertainties can be correlated and do not
necessarily add up quadratically to the total uncertainty. The percentages show the size of the uncertainties
relative to the total expected background.
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SRjet1 SRjet23

Observed events 2 8

Fitted bkg events 4.54±1.52 6.35±1.34

Fitted Fakes events 0.93+1.54
−0.93 2.07±1.46

Fitted WZ events 2.08±0.38 1.93±0.57
Fitted Rare events 0.43±0.12 0.72±0.18
Fitted ttV events 0.12±0.04 0.14±0.04
Fitted WW events 0.16±0.02 0.53±0.08
Fitted ZZ events 0.05±0.02 0.07±0.02
Fitted Charge-Flip events 0.47±0.07 0.27±0.03
Fitted m(χ̃±1 ,/χ̃0

2 , χ̃
0
1 ) = (175,0) GeV events 0.30+0.55

−0.30 0.63+1.17
−0.63

MC exp. SM events 11.02±2.32 13.93±2.28

Fakes events 3.30±2.10 1.76±1.47
MC exp. WZ events 2.18±0.38 1.85±0.54
MC exp. Rare events 0.44±0.12 0.73±0.18
MC exp. ttV events 0.12±0.04 0.14±0.04
MC exp. WW events 0.17±0.03 0.51±0.08
MC exp. ZZ events 0.06±0.02 0.07±0.03
ChargeFlip events 0.47±0.07 0.27±0.03
MC exp. m(χ̃±1 ,/χ̃0

2 , χ̃
0
1 ) = (175,0) GeV events 4.29±0.73 8.60±1.35

Table C.3: Background yields in the signal regions, with one example signal mass point.
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