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A B S T R A C T

The start of the Large Hadron Collider provides an unprecedent op-
portunity for the exploration of physics at the TeV scale. It is expected
to perform precise tests of the structure of the Standard Model and to
hint at the structure of the physical laws at a more fundamental level.

The first part of this work describes a tune of the initial- and final-
state radiation parameters in the Pythia8 Monte Carlo generator, us-
ing ATLAS measurements of tt̄ production at

√
s = 7 TeV. The results

are compared to previous tunes to the Z boson transverse momentum
at the LHC, and to the LEP event shapes in Z boson hadronic decays,
testing of the universality of the parton shower model. The tune of
Pythia8 to the tt̄ measurements is applied to the next-to-leading or-
der generators MadGraph5_aMC@NLO and Powheg, and additional
parameters of these generators are tuned to the tt̄ data. For the first
time in the context of Monte Carlo tuning, the correlation of the ex-
perimental uncertainties has been used to constrain the parameters
of the Monte Carlo models.

In the second section we report results of a model independent
search for new phenomena with data recorded by the ATLAS de-
tector at

√
s = 8 TeV. Event topologies involving isolated electrons,

photons, muons, jets, b-jets and missing transverse momentum are
investigated. The events are subdivided according to their final states
into 697 exclusive analysis channels. For each channel, a search algo-
rithm tests the compatibility of the effective mass distribution in data
against the distribution in the Monte Carlo simulated background.
No significant deviations between data and the Standard Model ex-
pectations have been observed.
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Z U S A M M E N FA S S U N G

Seit der Inbetriebnahme des Large Hadron Colliders stehen uns neue
Möglichkeiten offen, die physikalischen Phänomene an der TeV Skala
zu erforschen. Präzise Tests des Standardmodells der Teilchenphysik
können durchgeführt werden um die zugrunde liegenden physikalis-
chen Gesetze noch besser zu verstehen.

Der erste Teil dieser Arbeit befasst sich mit der Feinabstimmung
von Strahlungsparametern des Pythia8 Monte Carlo Generators unter
Verwendung von ATLAS Daten aus tt̄ Produktion bei

√
s = 7 TeV. Die

Resultate können mit vorherigen LHC Ergebnissen verglichen wer-
den, die aus der Kalibration des Transversalimpulses des Z Bosons
stammen. Ebenso ist ein Vergleich mit Resultaten aus den hadro-
nischen Zerfallsmoden des Z von LEP möglich, was einen Test für
die Universalität des Partonmodells darstellt. Diese Feinabstimmung
von Pythia8 aus den tt̄ Ereignissen kann auf Generatoren übertra-
gen werden, die Strahlungskorrekturen höherer Ordnung verwen-
den, wie MADGRAPH5_aMC@NLO oder POWHEG. Auch können
zusätzliche Parameter dieser Generatoren auf die tt̄ Ereignisse abges-
timmt werden. Im Rahmen dieser Studien wurden zu ersten Mal
die Korrelationen experimenteller Unsicherheiten benutzt, um den
Parameterraum von Monte Carlo Modellen einzuschränken.

Im zweiten Abschnitt werden die Resultate einer modellunabhängi-
gen Suche nach neuer Physik vorgestellt, die mit ATLAS Daten aus
2012 bei

√
s = 8 TeV durchgeführt wurde. Die Eigenschaften von

Kollisionsereignissen mit isolierten Elektronen, Myonen, Photonen,
Jets, b-jets und fehlender transversaler Energie werden untersucht.
Die Ereignisse können anhand dieser Objekte klassifiziert und in 697
exklusive Analysekanäle eingeteilt werden. Für jeden dieser Kanäle
wird ein statistischer Suchalgorithmus angewendet um Abweichun-
gen vom simulierten Untergrund festzustellen. Dabei wurde keine
signifikante Abweichung von der Vorhersage des Standardmodells
entdeckt.
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The material presented in this thesis is based on work performed
within the ATLAS collaboration, thus relying on the contribution of
many people. The author’s personal contribution is here briefly sum-
marised.

general search for new phenomena
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[3]
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ciency.
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√
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Developed the trigger strategy, and optimized the event selection to
be insensitive to pile-up. Computed systematic uncertainties due to
the modelling of the top background, dominant in the signal region.
Performed studies for constraining nuisance parameters in the global
fit to control and signal region.
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[5]
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I N T R O D U C T I O N

The Standard Model (SM) of particle physics is a successful theory
of fundamental interactions. In the fifthy years of its existence it has
explained a wide variety of experimental results, and predicted the
existence of several new particles, including the recent discovery of
a Higgs-like boson. Several fundamental questions are however left
unanswered by the SM, notably an explanation for gravity, the source
of matter-antimatter asymmetry and a dark matter candidate. Many
extensions have been proposed, including new interactions, new spa-
tial dimensions or new symmetries. In order to avoid the Higgs mass
to be driven to very large values by loop corrections we also expect, by
naturalness arguments, at least some of the new particles to appear at
scales around the TeV, accessible at the Large Hadron Collider (LHC)
experiments.

The top quark is the heaviest of all known particles and, due to its
short lifetime, the only quark to decay before hadronization. Due to
the large Yukawa coupling to the Higgs, the top is believed to play
a special role in the mechanism of electroweak symmetry breaking.
Precise measurements of its properties thus provide a crucial test of
the consistency of the SM and could hint at physics beyond the stan-
dard model. At the LHC collider for the first time tt̄ processes can
be measured with enough accuracy so as to be used for constraining
the parameters of the Monte Carlo models. The first part of this work
describes a tuning of parameters related to initial- and final-state radi-
ation in the Pythia8 Monte Carlo generator to ATLAS measurements
of top pair production at

√
s = 7 TeV. The resulting tunes are com-

pared to previous tunes to the Z boson transverse momentum at the
LHC, and to the LEP event shapes in Z boson hadronic decays. Such
a comparison provides a strong test of the universality of the parton
shower model. The tune is also applied to the next-to-leading order
generators MadGraph5_aMC@NLO and Powheg, and additional pa-
rameters of these generators are tuned to the tt̄ data. For the first
time in the context of Monte Carlo tuning, the correlation of the ex-
perimental uncertainties has been used to constrain the parameters
of the Monte Carlo models.

Despite a wide program of searches, the LHC has yet to find any
evidence or indication for the existence of new physics suggesting
that, if at all present, it might manifest itself in a more complicated
way than predicted. The second part of this work presents a novel
model-independent approach to new particle searches, complement-
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2 introduction

ing the traditional analyses, usually optimised for specific models.
The “General search” is designed to be comprehensive for NP signals
appearing at high transverse momenta, and in a small number of fi-
nal states. All events are partitioned into exclusive classes according
to the type and number of high level objects reconstructed (e, µ, γ, jets
and b-jets are considered). Subsequently in each of the event classes
a statistical search algorithm is used to find the region of largest de-
viation between data and the SM prediction (mostly obtained from
MC simulations) in three variables sensitive to NP effects: the miss-
ing transverse energy, the effective mass (sum of the pT of all objects)
and the total visible invariant mass. To quantify the compatibility be-
tween the data and the SM prediction, the distribution of the p-values
of the observed deviations is compared to an expectation obtained
from pseudo-experiments including uncertainties and their correla-
tions between various search classes. No significant excess has been
found in the over 697 analyzed event classes, with the distribution of
deviations following the expectation from pseudo-experiments.

This thesis is structured as follows. In the first chapter 1 we review
the SM of particle physics and the mechanism of electroweak symme-
try breaking. The methods used to obtain precise theoretical predic-
tions for the modeling of hadronic interaction are outlined in chapter
2. In chapter 3 the most popular extensions of the SM and their phe-
nomenology are reviewed. A brief overview of the LHC machine and
the ATLAS detector is given in chapter 4. In chapter 5 we describe
how the complex objects used in physics analysis are reconstructed
from basic quantities. In chapter 6 we describe the ATTBAR tune of
the Pythia8 Monte Carlo generator to ATLAS measurements of top
pair production at 7 TeV, and its application to NLO+PS matched
setups. Chapter 7 presents results of a model-independent general
search for new physics, obtained with data collected at 8 TeV of center-
of-mass energy at the ATLAS detector. In Section 7.12 we summarize
the results obtained and provide some prospects for future work.
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1
T H E S TA N D A R D M O D E L O F PA RT I C L E P H Y S I C S

Our current understanding of matter at its fundamental level is based
on the “Standard Model” (SM) of particle physics. The SM provides a
unified description of all the known fundamental particles and inter-
actions (with the exception of gravity), and embodies the outstanding
experimental and theoretical achievements carried out over the past
sixty years in particle physics. In this chapter we briefly review the
structure and development of theory, with an emphasis on the elec-
troweak symmetry breaking mechanism.

1.1 history

The SM is a renormalizable quantum field theory in which all the in-
teractions between fundamental particles are described by Yang-Mills
theories [6]. Inspired by the success of electrodynamics and general
relativity, in Yang-Mills theories the existence and dynamics of the
gauge fields is determined by imposing invariance under local trans-
formations of a non-Abelian gauge group. They were first introduced
in an attempt to describe the strong interactions of vector mesons
with a local version of the SU(2) isospin symmetry. The theory pre-
dicted however the existence of massless spin-one particles, similar
to the photon, but carrying charge. The fact that no such particle was
known to exist, together with the general disbelieve that quantum
field theories could describe strongly coupled theories, lead to these
theories being ignored for many years. The breakthrough came in the
late sixties with the discovery that there can be symmetries which can-
not be inferred from the particle spectrum of the theory. First studied
by Nambu [7, 8] in the context of superconductivity and subsequently
by Goldstone [9] such spontaneously broken symmetries are associ-
ated by conserved currents but do not leave the ground state of the
theory invariant.

In 1961 Glashow [10] used spontaneous symmetry breaking as the
basis to unify the electromagnetic and weak interactions. At first the
realization that in broken symmetries new massless particles should
appear was seen as a serious obstacle. In fact the weak interaction
did not seem to involve massless objects, and the theory was set
aside until the concept of mass generation through symmetry break-
ing of a local gauge symmetry was established [11, 12, 13]. This phe-
nomenon, now known as the Higgs mechanism, was incorporated in
the Glashow model by Weinberg [14] and Salam [15] and turned out
to provide the natural framework for the unification of the weak and

5



6 the standard model of particle physics

Figure 1: The fundamental fermion fields composing the SM of particle
physics as well as the bosons that mediate the gauge interactions.
Since July 2012 the Higgs boson, responsible of electroweak sym-
metry breaking, is an established part of the model [20].

electromagnetic interactions. It was still unclear whether the theory
could be consistently used up to high scales. Only after after the proof
of renormalizability made by t’Hooft and Veltman [16] The theory be-
came widely accepted by the particle physics community. One of the
key predictions of the theory was the existence of a neutral compo-
nent of the electroweak interactions. The discovery of weak neutral
currents in a single neutrino scattering event by the Gargamelle col-
laboration in 1973 [17] has been the first success for the SM. It took ten
more years before the direct observation of the massive electroweak
bosons a the SpS pp̄ collider at CERN [18, 19]. Since then the SM has
been thoroughly tested over many years and by many experiment
in all of its sectors. It has made a number of successful predictions
(such as the existence of the top quark and the Higgs boson) and is
currently the most precisely tested physical theory.

1.2 the matter content

The SM is a quantum field theory with SU(3)C × SU(2)L ×U(1)Y as
a gauge symmetry group. The subscript C is for the color charge, L
for the left-handed weak charge and Y for the hypercharge. The fun-
damental degrees of freedom in the SM, represented in Figure 1, are
the spin one-half quarks and leptons, the spin one gauge bosons and
the spin zero Higgs field. Weak interactions at low energy are well
described by an effective Lagrangian given by a sum of products of
vector and axial vector currents (V−A structure). To respect this struc-



1.2 the matter content 7

ture we assign the left components of leptons and quarks to SU(2)L
isodoublets, and the right fermions in the singlet representation 1.

leptons : lL =

(
l

νl

)
L

lR (1)

quarks : QL =

(
u

d

)
L

uR,dR (2)

There is an apparent redundancy in the number of particles; the sym-
metry multiplets appear in three copies (or families), with no funda-
mental difference observed between them other than their mass hier-
archy, that increases going from the first to the third (e, µ, τ for the
leptons). The fermion multiplets in the SM and their charge assign-
ment are shown in Table 1.

SU(3)C SU(2)L U(1)Y

Qf 3 2 1/3

ūf 3̄ 1 -4/3

d̄f 3̄ 1 2/3

Lf 1 2 -1

ēf 1 1 2

Table 1: Fermion fields in the SM and their representation.
The index f = 1, 2, 3 denotes the generation or “family”.

Ignoring for the moment the colour SU(3), the gauge sector will
consists of an SU(2) isotriplet, Wa

µ and an hypercharge singlet Bµ.

Lgauge = −
1

4
BµνB

µν −
1

8
Tr(Wi

µνW
iµν) (3)

=
1

4
BµνB

µν −
1

4
W3
µνW

3µν −
1

4
W−
µνW

+µν (4)

where the Bµν and Wi
µν are the U(1)Y and SU(2)L field strengths,

respectively, defined as:

Bµν = ∂µBν − ∂νBµ (5)

Wa
µν = ∂µW

a
ν − ∂νW

a
µ + gεabcWb

µW
c
ν (6)

= ∂µW
3
ν − ∂νW

3
µ − ig(W−

µW
+
ν −W−

νW
+
µ ) (7)

with g the coupling strength of the weak interactions and εabc the
totally anti-symmetric three index tensor, structure constant of the

1 A right-handed component for the neutrino νR is omitted, as not relevant for collider
phenomenology



8 the standard model of particle physics

SU(2) group. In the last line of eq. 5 we have introduced the complex
combinations:

W+
µ =

1√
2
(W1

µ − iW2
µ) W−

µ = 1√
2
(W1

µ + iW2
µ) (8)

that together with W3
µ will later become the physical fields.

The interactions between fermions and the gauge bosons come
from their kinetic term:

LF = il̄L /DlL + iQ̄L /DQL + il̄R /DlR + iūR /DuR + id̄R /DdR (9)

Where the covariant derivative is defined as:

Dµ = ∂µ − ig
′
BµY − igW

a
µT
a (10)

with g
′

and Y the coupling strength and value of the U(1) hyper-
charge. The theory so far describes interaction of massless vector
bosons, historically however it was known that the mediator of the
weak force had to be massive, both to explain it’s short range and
describe the low-energy data. While we could insert explicitly a mass
term for the gauge bosons of the formmVVµV

µ ormψ̄ψ = m(ψ̄LψR+

ψ̄RψL) for the fermions they would not be invariant under gauge
transformations and can be shown to make the theory non-renormalizable.

1.3 the higgs mechanism and the electroweak sector

While a satisfactory theory of electroweak interactions could be ob-
tained by including by hand mass terms for each particle, this would
spoil renormalizability and break gauge invariance. In the Weinberg
and Salam electroweak theory the mass of the vector bosons arise
from spontaneous symmetry breaking of a gauge symmetry. This is
accomplished by introducing a new scalar field:

LHiggs = DµΦD
µΦ− V(Φ†Φ) (11)

The Higgs field will be singlet under color, to preserve an exact SU(3)C
symmetry (and to maintain massless gluons) while will transform
non trivially under SU(2)×U(1). Since we want to give mass to three
intermediate vector bosons we need to introduce at least three scalar
fields with charge 0,±1. The easiest solution is to add a new SU(2)

doublet of complex scalar fields:

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(12)

The most general renormalizable potential we can consider for its
self-interactions is:

V(Φ†Φ) = −µ2(Φ†Φ) + λ(Φ†Φ)2 (13)
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with µ2 and λ positive. This potential, shown in Figure 2, has an
unstable local maxima at the origin and an infinity of degenerate
vacuum-states lying on the circle defined by φ20 = v2/2, where v =√
µ2

λ is the field vacuum expectation value (vev).
Since we conventionally perform perturbation theory for fields with

zero vev, we can reparametrize the field as:

Φ = U(x)
1√
2

(
0

v+ h(x)

)
(14)

and exploit an SU(2) gauge transformation to eliminate theU(x) term,
reducing Φ to one single degree of freedom. By expanding the poten-
tial in the unitary gauge, we obtain:

LV = −µ2h2 − λvh3 −
1

4
λh4 (15)

And we can identify h(x) as the field of a scalar particle with mass
mh =

√
2µ =

√
2λv. After symmetry breaking it is a combination of

the weak isospin and the weak hypercharge to be left unbroken. It is
the electromagnetic gauge group U(1)EM, ensuring that the photon
remains massless. The conserved electric charge is defined by the Gell-
Mann Nishijima relation as:

Q = T3 +
1

2
Y (16)

an expressions that also ensures a proper normalization of the weak
hypercharge, that would otherwise remain arbitrary. After the Higgs
acquires a vev the kinetic term of this Lagrangian is diagonal in terms
of the physical fields W±, A, Z. The linear combination gW3

µ − g
′
Bµ

becomes massive while the orthogonal combination remains massless
and can be identified with the photon. Defining the Weinberg angle
from the relation tan θW = g/g

′
we can write them as a rotation in

the (Bµ, W3
µ) space.

Zµ = cos θWW3
µ − sin θWBµ (17)

Aµ = sin θWW3
µ + cos θWBµ (18)

The expansion of their kinetic term leads instead to a mass term for
the gauge bosons, plus additional interactions involving the Higgs
boson.

LKin =
1

2
(∂µh)

2+

[
m2WW

µ+W−
µ +

1

2
m2ZZ

µ+Z−
µ

]
·
(
1+

h

v

)2
(19)

where mZ = MW/ cos θW and MW = gv/2. The Z having a B com-
ponent results in its coupling to right handed fermions, while the W
only mediate purely left-handed interactions. At tree-level a relation
holds between the gauge couplings and the boson masses:

ρ =
M2
W

M2
Z cos2 θW

= 1 (20)
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Figure 2: The Higgs boson potential in the Standard Model.

This quantity has been precisely verified with electroweak data, and
an agreement with the SM prediction up to values of 10−3 is obtained
after radiative corrections are included. The prediction of massive
vector boson has also been successfully confirmed and their most
precise mass measurements to date are:

MW = 80.385± 0.015 GeV MZ = 91.1876± 0.0021 GeV (21)

The Higgs boson, the last missing particle of the SM model has
been finally observed at the ATLAS and CMS experiments at the
Large Hadron Collider on the 4th of July 2012 [21, 22]. At the time of
this writing it’s mass has been measured to be about 125.1 GeV [23]
and its couplings are consistent with those predicted by a SM Higgs,
although deviations at the level of tenths of percent might still be
possible [24]. An excellent level of consistency is found in global fits
of precisely measured SM electroweak data, with the uncertainties
on the indirect determination of parameters now generally smaller
than the uncertainty in the direct measurement [25, 26]. A plot of the
determinations of mW versus mt, including or not the direct mea-
surements of mH is shown in Figure 3.

1.4 fermion masses and mixing

In the SM, gauge invariant mass terms for the fermions are generated
through Yukawa couplings to the Higgs doublet:

LY = −yuQLΦ̃uR − ydQLΦdR − ylLLΦer + h.c. (22)

where the yu,yd,ye couplings are arbitrary 3× 3 complex matrices
and we have introduced the charge conjugate of the Φ field, Φ̃ =

−iτ2Φ
∗. When Φ acquires a vev, from eq.22 we obtain mass terms for

the quarks of the form:

mu = v
yu√
2

md = v yd√
2

(23)



1.4 fermion masses and mixing 11

 [GeV]tm

140 150 160 170 180 190

 [
G

e
V

]
W

M

80.25

80.3

80.35

80.4

80.45

80.5

68% and 95% CL contours

 measurements
t

 and m
W

fit w/o M

 measurements
H

 and M
t

, m
W

fit w/o M

 measurements
t

 and m
W

direct M

σ 1± world comb. WM

 0.015 GeV± = 80.385 WM

σ 1± world comb. tm

 = 173.34 GeVtm

 = 0.76 GeVσ
 GeV 

theo
 0.50⊕ = 0.76 σ

 =
 1

25.1
4 G

eV

HM
 =

 5
0 G

eV

HM
 =

 3
00 G

eV

HM
 =

 6
00 G

eV

HM
G fitter SM

J
u

l ’1
4

Figure 3: Contours of 68% and 95% confidence level obtained from scans
of fits with fixed variable pairs MW vs. mt. The narrower blue
and larger gray allowed regions are the results of the fit including
and excluding the MH measurements, respectively. The horizontal
bands indicate the 1σ regions of the MW and mt measurements
(world averages) [25].

The Lagrangian of Standard Model is diagonal in the weak eigen-
states with a universal coupling constant. Universality is however
broken when moving from the interaction basis to the mass basis nec-
essary to obtain Lagrangian mass terms after spontaneous symmetry
breaking.

VdLmdV
†
dR = mdiagd VuLmuV

†
uR = mdiagu (24)

The charged-current weak interactions are modified by the product
of the diagonalizing matrices of the up- and down-type quark mass
matrices The CKM matrix2 is a 3× 3 unitary matrix parametrizing
the mixing between the three quark families.

VCKM = V†uLVdL =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 (25)

After reabsorbing arbitrary phases it can be parametrized by three
mixing angles and one complex CP violating phase. In the SM this
is the only source of CP violation in the quark sector. The CKM el-
ements can be obtained from measurements of semileptonic weak
decays. In particular in the past decade specialized e+e− colliders,
called B-factories, have been built and operated to allow precise mea-
surements of the CKM parameters related to b-quark decays. The

2 First introduced by Cabibbo [27] for the case with only two quark generations and
later extended by Kobayashi and Maskawa [28]



12 the standard model of particle physics

neutral-current part of the Lagrangian in the mass eigenstate basis
remains unchanged; in the SM there are no flavor-changing neutral
currents (FCNC) at tree level. The flavour sector of the SM has been
tested in many experiments at the percent level. This puts very strin-
gent constraints on the flavor structure of any theory of new physics.

1.5 the qcd lagrangian

Quantum Chromodynamics [29, 30] is a Yang-Mills theory of the
SU(3) color charge which describes the strong interactions between
quarks and gluons. The classical QCD Lagrangian is composed of
a free Dirac term for the six quark fields Lquark, and of a kinetic
and self-interaction terms for the gluon fields Gaµ, Lgauge, minimally
coupled through a gauge covariant derivative.

We first introduce the gluon field Gµ and the covariant derivative
Dµ, defined as:

Dµ = ∂µ + igsG
µ with Gµ = GµaT

a (26)

where we gS is the strong coupling constant, and the Ta are the eight
generators of the SU(3) group. We can now impose local gauge in-
variance by requiring the Gµ field to transform as:

Gµ → UGµU† +
i

gS
(∂µU)U† (27)

And from these considerations we can build the gauge invariant ki-
netic term for the quark fields:

Lquark = q̄j[i /D−m]jkqk (28)

= q̄j[(i/∂−mq)δjk − gS /GaT
a
jk]qk (29)

With j is the color index and a summation over families is implied.
At this point the Gµ have only the role of auxiliary fields, but we can
provide them with a dynamic by adding the field strength:

igSGµν = [Dµ,Dν] = ∂µGaν − ∂νG
a
µ − gSf

abcGbµG
c
ν (30)

which as we can see transforms non trivially under and SU(3) trans-
formation as Gµν → UGµνU

†. The fabc are the structure constant of
the group, which satisfy the relation [Ta, Tb] = ifabcTc. A suitable
Lorentz and gauge invariant term can now be constructed as:

Lgauge = −
1

2
Tr(GµνG

µν) = −
1

4
GaµνG

aµν (31)

A peculiar feature of non-Abelian gauge theories like QCD is that
the gauge-bosons, the gluons, carry charge and couple to themselves.
The gluon self-couplings arise from the non-linear terms in the field-
strength, and are responsible for many of the non trivial features of
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the theory. This Lagrangian has also important accidental symme-
tries: it conserves space parity, charge conjugation and the number
of quarks for each flavor. Thus QCD immediately explains the fact
that the strong interactions respect various symmetries that are not
symmetries of all interactions.

The requirement of renormalizability poses strong constraint on
the theory and in particular a mass for the gauge bosons would be
forbidden. There is however one additional term, with mass dimen-
sion four or less, that we could include. By defining the dual field
strength tensor:

G̃aµν =
1

2
εστµνG

a
στ (32)

where εµνστ is the totally antisymmetric tensor with four indexes we
can construct the so called θ-term:

Lθ = θ
g2STF

16π2
GaµνG̃

aµν (33)

The inclusion of such term in the Lagrangian would violate P and
CP conservation, and in particular would give a contribution to the
neutron electric dipole moment (NEDM) de. For a value of θ ∼ 1 we
expect dn ∼ 10−16e · cm [31]. The current experimental bounds [32]
can however already put a constrain of dn < 2.9× 10−26 e cm, so
|θ| < 10−10. In order to explain in a natural way such a small value of
θ Peccei and Quinn [33] proposed a model in which θ is promoted to
a dynamical field spontaneously relaxing to zero, thereby providing
a justification for the non observation of CP violation in QCD. It was
later shown [34, 35] that such a model would require the existence of
a new light pseudoscalar spinless particle, the axion. While the axion
in its original formulation has been ruled out by experiments several
generalization have been proposed in which the particle coupling to
matter is weak enough to have escaped current limits.

Despite it’s gauge bosons being massless the strong force has a
short range, and is restricted to subatomic distances. This is a con-
sequence of two distinct features of the theory: “Confinement” and
“Asymptotic Freedom”.

The violations of scale invariance in quantum field theories are
associated with the phenomenon of renormalization. The ultraviolet
divergences appearing in radiative corrections of quantum field the-
ories can be treated by redefining the parameters of the theory at a
given scale and absorbing this way the divergences. By doing so we
have introduced an arbitrary scale at which renormalization is per-
formed, µ, and as a consequence the parameters of the theory will ac-
quire a dependence on this scale. Physical quantities are independent
on this scale, so their variations must be compensated by an explicit
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Figure 4: Summary of measurements of αS as a function of the energy scale
Q, obtained at different orders in perturbation theory [36].

dependence of the parameters of the theory on the energy scale. This
variation is logarithmic, and described by the renormalization group
equations (RGE).

The RGE flow for αS = g2S/4π is determined by the beta-function:

µ2
∂α

∂µ2
= β(αS) (34)

The beta function can be computed in perturbation theory, and at the
1-loop level we obtain:

β(αS(µ
2)) = −α2S(µ

2)[b0 + b1αS(µ
2) + o(α2S)] (35)

with b0 = 33−2nf
12π and b1 = 153−19nf

24π2
, where nf is the number of

active flavors at the scale of interest µ20. For nf 6 16, as is the case in
the SM, we see that the beta function has a negative sign, leading to a
decreasing value of the strong coupling constant at increasingly high
energies. This behavior is opposite to what found for QED, where
the coupling is small at low scales and diverges at very high energies.
The difference comes from the non-linear contribution of the trilinear
and quartic gluon self couplings, which do not appear in the Abelian
case. Retaining only the leading-order term we can rewrite eq. 35 as:

αS(µ
2) =

αS(µ
2
0)

1+αS(µ
2
0)b1 ln µ

2

µ20

=
1

b1 ln(µ2/Λ2QCD)
(36)

And we see that the running coupling introduces a dimensional pa-
rameter ΛQCD, related to the scale at which the coupling constant
becomes large and the physics becomes non-perturbative. ΛQCD is
not uniquely defined, as it depends on the renormalisation scheme,
the number of active flavors and the order to which the beta function
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is computed. At 4 loops, calculated in the MS scheme, its value is
ΛMSQCD = 220 MeV. Various experimental determinations of αS(µ

2),
at µ2 values ranging from GeVs to hundreds of TeVs are shown in
Figure 4

Given a dimensionless observable O, depending on αS and a single
scale Q. From renormalizability O can only be a function of Q2/µ2

and αS(µ). It will then satisfy the RG equation:[
µ2

∂

∂µ2
+β(αS)

∂

∂αS

]
O

(
αS(µ),

Q2

µ2

)
= 0 (37)

Which has as formal solution O = O(αS(Q), 1). Hence, any explicit
dependence of O on µ must be canceled by the µ-dependence of αS.
The renormalized results depend on the scale at which renormaliza-
tion is performed, µR. The scale µR is arbitrary in the sense that if we
could compute the entire perturbative expansion or solve the theory
exactly the result would be independent of µR. With just terms up to
n = N, a residual dependence on µR will remain, which implies an
uncertainty on the prediction of R(Q) due to the arbitrariness of the
scale choice. This uncertainty will be O(αN+ 1), i.e. of the same order
as the neglected terms.

It is asymptotic freedom that gives QCD much of it’s interesting dy-
namics, and allows to perform perturbative calculations at the high
energies of interest at colliders. The effective strong interaction cou-
pling constant becomes so small at short distances that quarks and
gluons can be considered as approximately free, and their interac-
tions can be treated in perturbation theory. Vacuum polarization ef-
fects occur in QCD, but the coupling is much larger and the conse-
quences are more dramatic. This remarkable feature survives at all
orders of perturbation theory.

It was the discovery of asymptotic freedom in non-Abelian gauge
theories in 1973 by Grossman, Wilczek [37] and simultaneously Politzer
[38] to convince theoretical physicists that QCD could be the correct
theory of strong interactions. Their result immediately explained the
observations of a puzzling 1968 deep inelastic electron-nucleon scat-
tering experiment at SLAC [39, 40], indicating that strong interactions
might get weaker at high energies.

Despite numerous searches, we have no evidence of free quarks or
gluons. Since the gluon fields are massless we could expect the strong
interactions to be long range, but this appears inconsistent with the
observed short range of the color force. QCD exhibits the striking phe-
nomenon of confinement: only colorless states are allowed as physical
hadrons. As the theory is strongly coupled at low-momentum trans-
fers the effect of increasing the energy of a quark pair is not to sep-
arate the quarks, but to create a new quark-antiquark pair from the
vacuum, and thus a new hadron.
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If we assign quarks to the fundamental representation 3 and anti-
quarks to the complex conjugate 3̄ the simplest color singlet configu-
rations we can define are

• Baryons, εabcqaqbqc made of three quarks (e.g. one red, one
blue, one green)

• Mesons, qaq̄a made of one quark and one antiquark of opposite
color (e.g. red and anti-red)

Remarkably those combinations are also the only ones observed in
nature.



2
T H E S T R U C T U R E O F Q C D P R O C E S S E S

The theoretical description of the events produced in hadronic col-
lisions is driven by our understanding of QCD. In this chapter we
provide a review of the calculation techniques and phenomenologi-
cal model used to obtain predictions for hadron collider physics.

2.1 infrared safety

After renormalization, higher order QCD contributions will still con-
tain divergences from infrared configurations arising in the real emis-
sion of a soft or collinear parton and in soft and collinear configura-
tions of momenta in a virtual loop.

Considering the propagator for a gluon splitting into two quarks:

1

(q+ g)2 −m2q
=

1

2EgEq(1−βq cos θqg)
(38)

we can see that eq. 38 has non-integrable divergences both when the
angle between the two partons θqg → 0 in the massless limit and
for the gluon energy E → 0 which are mirrored also in the structure
of divergences in loop diagrams. These divergences are important
being responsible of the typical structure of QCD events. They induce
multiple low energy or small angle emissions with respect to hard
partons and determine which observables can be calculated within
perturbative QCD.

Infrared and collinear safe observables are a class of quantities suf-
ficiently inclusive not to distinguish between a final state with n and
n+ 1 partons in the soft and collinear limit. An observable O is said
to be infrared safe if the energy of subsequent emissions tends to zero
and if subsequent emissions are parallel:

En+1 → 0 O(p1, . . . ,pn,pn+1)→ O(p1, . . . ,pn) (39)

pn//pn+1 O(p1, . . . ,pn,pn+1)→ O(p1, . . . ,pn + pn+1) (40)

For such observables the Kinoshita-Lee-Nauenberg (KLN) theorem
[41, 42] guarantees that, order-by-order in perturbation theory, the in-
frared divergences cancel when summing the real and virtual correc-
tions. An heuristic explanation is that infrared safe observables are
dependent primarily on the short distance physics, while long dis-
tance effects give only corrections suppressed by powers of the large
momentum scale.

17
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2.2 parton distribution functions

The basic property that enables the perturbative computation of cross
sections for processes with hadrons in the initial state is their factor-
ization into a process dependent hard scattering happening at short
distances and a process independent long distance component, the
parton distribution functions (PDFs), absorbing the non-perturbative
physics. The hard scattering can be computed in perturbation the-
ory, by use of the quark and gluon degrees of freedom of the QCD
Lagrangian and is independent of the incoming hadron. The PDFs
characterize instead the hadronic bound states and are universal (i.e.
do not depend on the specific process). Thanks to universality, one
can determine PDFs by using the experimental information on a par-
ticular set of processes and then use them to obtain predictions for
different processes. The cross section for the production of any final
state X in the collision of two hadrons h1,h2 can thus be written as:

σ(h1h2 → X) =
∑
i,j

∫
dx1dx2fqi/h1(x1;µ2F)fqj/h2(x2;µ2F)σ̂ij→X(ŝ,µ

2
F)

(41)

where ŝ = x1x2s is the collision energy, σ̂ij→X the partonic cross
section, calculated in perturbative QCD, and the fi are the parton dis-
tribution functions, describing the probability of finding a parton of
type i inside the hadron hi carrying a momentum fraction x1. The fac-
torization scale, µF, is introduced to separate the soft from the hard dis-
tance physics. As with the renormalization scale, the choice of factor-
ization scale is arbitrary, by including an infinite number of terms in
the perturbative series, the µF dependence of the coefficient functions
and PDFs will compensate each other fully. If the series is truncated
at a given order N, a residual O(αNS + 1) uncertainty is associated
with the ambiguity in the choice of µF.

Large logarithms related to gluons emitted collinear with incoming
quarks can be absorbed in the definition of the parton densities, giv-
ing rise to logarithmic scaling violations which can be described via
the DGLAP1 evolution equations [44, 45, 46]:

µ2F
dfa(x,µ2F)
dµ2F

=
∑∫1

x

dz

z

αS
2π
P̂ba(z)fb(x/z,µ2F) (42)

The kernels P̂ba(z) are the regularized Altarelli-Parisi splitting func-
tions. At LO they have a simple interpretation in terms of the proba-
bility for a parton of type b to branch into a parton of type a carrying
a fraction of momentum x/z. As for the partonic cross sections, the
splitting functions can be computed perturbatively as a power series
expansion in αS. Having determined fa(x,Q20) at a given input scale

1 Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
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Figure 5: The central value of the parton densities (dashed black line) and
their uncertainties (coloured lines) as computed with the NNLO
set at Q = 3.16 GeV [43].

µ = Q0, the evolution equation 42 can be used to compute the parton
densities at different scales µ and values of x.

At the current stage of knowledge of strong interactions, parton dis-
tributions cannot be computed from first principles. They are instead
determined by comparing the PDF dependent prediction for one or
more physical processes with its actual measured value over a large
range of x and Q2. In order to determine the parton distributions
from data, a parametrization is assumed to be valid at some starting
value Q2 = Q20. The DGLAP evolution equations 42 are then used
to evolve the PDFs to the different Q2 where the measurements are
taken. The predictions are then fitted to the measured datasets, con-
straining the parameters (typically from 10 to 30) of the functional
form.

Different PDF determination exists [47] differing in the choice of
datasets included, the functional form used for parametrisation, the
value of αS and the treatment of heavy-quark masses. Typically fits
are based on computations at different perturbative orders, both for
the evolution equations and for the processes used. Among the most
widely used sets are the global analyses provided by the CT [43],
MRST [48] and NNPDF [49] collaborations, which make use of a
large set of fixed target and collider data (mainly jets production
and Drell-Yan production). Other collaborations focus on a more spe-
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cific datasets, such as the HERAPDF [50], making use of the precise
DIS data from HERA only, attempt to study specific effects like the
description of heavy quark effects in ABKM [51] or the dynamical
generation of sea quarks and gluon PDF in the JR sets [52, 53]. To
obtain uncertainties on the PDF two main methods are used. In the
Hessian method the χ2 function is approximated by a quadratic form
near the minimum and its eigenvectors are used as uncertainty varia-
tions. A Monte Carlo sampling method is instead used by the NNPDF
group which employs neural network to obtain a more flexible data
parametrization.

Several features can be observed in all of the fits. For protons, at
small Q2 and large x values above 0.1, the u quarks are the domi-
nant distributions, more than twice as large as the d quarks at high x
and much larger than the heavy quarks. At small x the valence quark
densities vanish and the gluon density dominates. The sea-quark den-
sities also increase at small x because they are driven by the strong
rise of the gluon density and the splitting of gluons in qq̄ pairs. It can
be seen that the quark densities are not flavour-symmetric either in
the valence sector (uv 6= dv) or in the sea sector (ū 6= d). All densities
decrease at large x and the shape of the quark and gluon distributions
at high Q2 changes quickly at very low x.

2.3 jets

Due to color confinement the partons produced in a hard scattering
cannot be directly observed. Each of those partons will be source of
additional soft and collinear parton emissions, which further under-
goes hadronisation. The result of the hadronisation process is what
appear as a bunch of particles, leaving collimated tracks and clusters
of energy deposits in the calorimeters: a jet. In order to map the ob-
served hadrons onto a set of jets, one uses a jet algorithm [54]. Jet
algorithms cluster partons, particles or calorimeter towers based on
their proximity in coordinate space (as in cone algorithms), or proxim-
ity in momentum space (kT algorithms). A good jet definitions should
be soft and collinear safe, to be calculable in perturbation theory, and
be simple and with a fast implementation, to allow for usage by the
experiments.

The first-ever jet algorithm was developed by Sterman and Wein-
berg in 1977 [55]. It defined an event as containing two jets if all the
energy, excluding at most a fraction ε of the total, was contained in
two cones of opening angle δ.

A common class of jet algorithms are the cone algorithms which
cluster pair of particles i, j if their distance satisfies ∆Ri,j < R, with R
the jet radius. This procedure is performed iteratively, until a stable
set of jets is found and jets four momenta are finally evaluated by
summing the momenta of all particles falling inside the cone. Several
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Figure 6: Cross sections for various Standard Model processes and their
evolution with the center-of-mass energy. Vertical lines correspond
to energies of operation of the Tevatron (1.96 TeV) and LHC (7,
8 and 14 TeV) colliders. The discontinuity in the curves reflects
the change from pp̄ to pp interactions. The cross section are cal-
culated at next-to-leading order in perturbation theory using the
MSTW2008 PDF set [48].



22 the structure of qcd processes

Figure 7: A sample parton-level event generated with Herwig, together
with many random soft “ghost” particles, clustered with the anti-
kt jet algorithm, illustrating the catchment areas of the resulting
hard jets [56].

variants exists, making use or not of seed particles, and differing in
the sharing of energy for overlapping jets. Seeded cone algorithms
are known to be infrared unsafe, and while popular in the Tevatron
era, they are now fell into disuse.

Sequential recombination algorithms [54] are a second class of jet def-
initions, that try to reverse the pattern of parton emission in an it-
erative procedure. In contrast to the cone type algorithms, all se-
quential recombination algorithms are infrared and collinear safe and
have rather simple definitions. They are characterized by a distance
dij = min(k2pt,i ,k

2p
t,j )∆

2
ij/R

2 between all pairs of particles i, j, where
∆ij is their distance in the rapidity-azimuthal plane, kt,i is the trans-
verse momentum with respect to the incoming beams, and R is a free
parameter. They also involve a beam distance diB = k

2p
t,i . One first

identifies the smallest of all the dij and diB, and, if it is a dij, then i
and t, ij are merged into a new pseudo-particle (with a prescription
for the definition of the merged four-momentum). If the smallest dis-
tance is a diB, then i is removed from the list of particles and called
a jet. The parameter p determines the kind of algorithm; at the LHC
experiment the anti-kt algorithm [56], corresponding to the choice
p = −1, has become the standard. It produces cone-like jets and is
insensitive to UE and pile-up radiation.
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2.4 monte carlo event generators

Monte Carlo event generators aim to produce simulated datasets at
particle level sharing all the properties of events from real collisions
[57]. In high energy physics they find widespread use in the design of
new experiments, the optimization of data analyses and in estimating
the expected contribution from new signals and their background.
They are also used to correct for detector and selection effects and in
measurements of SM parameters.

The Monte Carlo method makes use of pseudo-random numbers
to simulate the event-to-event fluctuations intrinsic to quantum pro-
cesses. The simulation normally begins with the hard subprocess, in
which the parton constituents of the colliding particles interact at a
high momentum scale to produce a few outgoing fundamental ob-
jects: SM quarks, leptons, gauge or Higgs bosons, or hypothetical
particles of some new theory. The partons involved, as well as any
other particle carrying colour charge, can radiate virtual gluons by
bremsstrahlung, which can themselves emit further gluons or split
into quark-antiquark pairs. Similarly photons can also by emitted
from charged fermions. Such emissions can be modeled by parton
showers algorithms. During parton showering the interaction scale
falls and the strong interaction coupling rises, eventually reaching the
scale of hadronisation. Phenomenological models are used to bound
the partons, connected by color flux tubes, into colourless hadrons.
Many of the produced hadrons are unstable, so the final stage of event
generation is the simulation of the hadron decays. In hadron-hadron
collisions, the other constituent partons of the incoming hadrons can
undergo multiple interactions which will contribute the underlying
event.

A representation of the structure of an event as produced by a MC
event generator is shown in Figure 8.

2.4.1 Hard scattering

The decrease of the strong coupling αS at high momentum transfer
allows to compute the parton level hard scattering cross section in
perturbation theory as a series expansion in powers of the strong
coupling αS:

σ̂(i,j→X) = σLO +αSσNLO +α2SσNNLO +O(α3S) (43)

where the σ coefficients are computed using Feynman diagrams. The
leading-order (LO), is the first order at which the observable is not
vanishing. LO predictions usually give only a qualitative understand-
ing of the behavior of observables but fail to describe data accu-
rately. Next-to-leading-order (NLO) calculations includes diagrams
with one further power of αS. NLO allows for a reduced depen-
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Figure 8: Pictorial representation of a tt̄h event as produced by an event
generator [58]. The hard interaction (big red blob) is followed by
the decay of both top quarks and the Higgs boson (small red
blobs). Additional hard QCD radiation is produced (red) and a sec-
ondary interaction takes place (purple blob) before the final-state
partons hadronise (light green blobs) and hadrons decay (dark
green blobs). Photon radiation occurs at any stage (yellow).

dence on the scale choice and, as it accounts for extra radiation, for a
first reliable estimate of the normalization and shape of distributions.
NNLO calculations are available only for a small number of 2 → 1

inclusive processes (such as pp → H and pp → Z); it provides a first
estimate of the uncertainty, can reach an accuracy for inclusive ob-
servables of few percents and strongly reduce the dependence on the
scales choice.

At LO the partonic cross-section for a 2→ n process is given by:

dσLO =
1

2ŝ

∫
dΦn|MLO(Φn;µF,µR)|2 (44)

with 1/2ŝ the input current, dΦn the n-particle phase space andMLO

the squared matrix element (ME) for the process of interest averaged
over the polarization, which will depend on the specific choice of
scales. The integral is typically performed with MC methods, while
many codes exists for the automatic computation of ME at LO accu-
racy where, depending on the process, up to ten outgoing partons
can be considered.

NLO generators are used to compute infrared and collinear safe
observables at one loop. They reduce considerably the uncertainty
on the prediction due to scale variations. A calculation performed at
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NLO is composed of the Born level term, a virtual correction and a
real emission.

dσNLO = dΦn [B(Φn) + V(Φn)] + dΦn+1R(Φn+1) (45)

In addition to the ultraviolet divergences, which are treated by renor-
malization, the computation of an observable at NLO includes diver-
gences in the infrared limit.

The cancellation of soft and collinear singularities in an NLO com-
putation is typically achieved with a subtraction method. An auxiliary
term is introduced, which in the soft and collinear limit is required
to coincide with the amplitude of the real emission.

dσNLO =

∫
dΦn

[
B(Φn) + V(Φn) +

∫
dΦ1

S(Φn)

]
+∫

dΦn+1

[R(Φn+1) − S(Φn+1)] (46)

Different methods to construct a subtraction term exists, such as dipole-
factorization [59, 60], FKS [61] and antenna subtraction [62].

While we know that for sufficiently inclusive observables the real
and virtual divergences will cancel, for more exclusive quantities only
a partial cancellation occurs, and at each order in αS additional log-
arithms of the form L = ln(Q2/Q20) appears, which can spoil the
convergence properties of the perturbative series. In such cases it is
convenient to perform a “resummed” calculation, accounting for the
logarithmically enhanced terms to all orders in αS ·L. The first term in
this series will be the leading logarithm approximation (LL), followed
by the next to leading logarithm (NLL), and so on.

2.4.2 Parton showers

In the limit where the branching is nearly collinear, the matrix ele-
ment for parton emission factorizes, so that each parton in the event
at a given time can be treated as branching independently of other
partons and the process that produced it. The parton shower (PS) for-
malism is a Monte Carlo approach to resum the soft and collinear
enhanced terms to leading-log precision and is constructed by a suc-
cession of 1→ 2 branchings.

For quark and gluon radiation from particles in the final-state (FSR),
the probability to radiate a parton in the soft or collinear limit is given
by:

dP =
αS(kT )

2π

dQ2

Q2
P(z)dz

∆S(Q
2
max,Q2)

∆S(Q2,Q20)
(47)

Where the P(z) are the same DGLAP splitting functions encountered
in eq.42, z is the momentum fraction of the radiated parton with re-
spect to the emitter and Q2 the evolution variable of the shower. In
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47 ∆S(Q
2
1,Q22) is the Sudakov form-factor [63] which represents the

probability of a parton evolving from the scale Q21 to Q22 with no
resolvable emission.

∆S(Q
2
max,Q2) = exp

{
−

∫Q2max
Q2

dk2

k2

∫zmax
zmin

dz
αS(z,k2)
2π

P(z)

}
(48)

The ratio of the form-factors represents the probability that the con-
sidered emission is exactly the first, and there is no emission between
Q2 and Q2max, where Q2max is set by the hard scattering process. Q20
is instead the scale at which the shower evolution is interrupted and
hadronisation begins.

The shower cross section can then be formulated in a probabilistic
way. The Sudakov form factor ∆S(Q22,Q21) is interpreted as the prob-
ability for a splitting not to occur, for a parton of type i, starting from
a branching vertex at the scale Q1, down to a scale Q2. Event genera-
tion then proceeds as follows. One first gets a uniform random num-
ber 0 > r > 1, and obtains a solution of the equation r = ∆i(t2, t1) as
a function of Q2. If r is too small and no solution exists, no splitting
is generated, and the line is interpreted as a final parton. If a solution
Q2 is found, a parton branching is generated at the scale Q2. Its z
value and the final parton species jk are generated with a probability
proportional to Pi,jk(z). The azimuthal angle is generated uniformly.
This procedure is started with each of the primary process partons,
and is applied recursively to all generated partons. It may generate
an arbitrary number of partons, and it stops when no final-state par-
tons undergo further splitting. The four-momenta of the final-state
partons are reconstructed from the momenta of the initiating ones,
and from the whole sequence of splitting variables, subject to overall
momentum conservation. Different algorithms differ for the choice
of the evolution variable (such as kT or angle) and employ differ-
ent strategies to treat recoil effects due to momentum conservation,
which may be applied either locally for each parton or dipole split-
ting, or globally for the entire set of partons (in a procedure called
momentum reshuffling).

Initial state radiation

By initial state radiation (ISR), we consider radiation emitted by the
incoming partons before entering the hard-scattering process. For ISR
it would be particularly inefficient to generate events evolving for-
wards from an initial set of partons, as the conditions to match the
momenta needed in the hard scattering would not be satisfied most
of the time. The development of initial state showers is thus done in
a backward evolution, starting at the scale of the hard interaction and
evolving to the initial partons [64, 65]. The no-splitting probability
in this case is no longer given by the Sudakov form factor alone, as
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given in eq. 48, but a modification factor given by the ratio of PDFs
needs to be included:

∆ ′S(Q
2
1,Q22) = ∆S(Q

2
1,Q22)

f(x/z,Q22)
f(x,Q21)

(49)

Each ISR emission generates a finite amount of transverse momen-
tum. Details on how the recoils generated by these transverse kicks
are distributed among other partons in the event, in particular the
ones involved in the hard process, constitute one of the main areas of
difference between existing algorithms.

The partons inside the proton will have a certain Fermi motion,
called primordial KT , expected to be of order the inverse hadron radius,
or few hundreds MeV. In event generators this is typically added as
an additional contribution on top of the emissions generated by the
initial-state shower. Tuning of this parameter to data suggests a high
value of about 2 GeV, interpreted as representing not only the parton
motions but also the sum of all unresolved or non-perturbative mo-
tion below the shower cutoff scale, as well as activity not accounted
for in the shower model.

2.4.3 Matching and merging

Fixed order calculations and parton showers provide complementary
descriptions of the structure of an event. Shower algorithms are only
accurate in the soft and collinear region, failing to describe hard or
large angle radiation. Fixed order calculations can greatly improve
the precision for inclusive quantities, but are computationally expen-
sive, are available for only a limited number of external legs and do
not provide an exclusive picture of an event. Matching and merg-
ing techniques attempt to obtain the best from both approaches by
providing a consistent combination of a matrix-elements fixed-order
description at high momentum-transfer scales and a parton-shower
one at low scales.

The first possibility is the merging of tree-level multijet matrix ele-
ments of varying multiplicity with parton showers (ME+PS) [66, 67].
The possible double counting of emissions can be avoided through
a slicing of the real-emission phase space in terms of a hardness
scale that regulates any infrared singularities and allows to consis-
tently combine exclusive matrix elements of varying parton multi-
plicity dressed with parton showers into an inclusive sample. Several
variants of LO merging techniques exist, such as MLM [68, 69] or
CKKW(-L) [70, 71, 72, 73], and are now the standard approach for the
simulation of multi-jet final states for LHC analyses.

Alternatively, one can perform an exact matching of an NLO QCD
calculation with a parton-shower cascade off the underlying Born pro-
cess (NLO+PS) [74, 75]. In this case the real-emission correction in the
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fixed-order calculation has to be properly modified to account for the
overlap with the first, i.e. hardest, shower splitting. Furthermore, the
NLO accuracy with respect for inclusive quantities needs to be pre-
served. Two basic solutions exist to this problem, which are known
as MC@NLO [76] and Powheg [77].

Over the last years significant progress has been made in automat-
ing these techniques [78, 79, 80] and in the development of hybrid
solutions that combine either NLO+PS calculations with LO ME for
higher multiplicities [81, 82] or NLO+PS calculations of varying jet
multiplicity [83, 84, 85]. While such methods are expected to sig-
nificantly improve the description of data for high multiplicity final
states and complex observables, being still in their infancy they are
not yet popular in LHC applications.

2.4.4 Underlying Event and Multiple Parton Interactions

In hadron-hadron scattering the “underlying event” (UE) is defined
as any hadronic activity additional to what can be attributed to the
hadronisation of partons involved in the hardest scatter and its ini-
tial and final state QCD radiation [86]. The UE activity is thus due to
the hadronisation of partonic constituents that have undergone mul-
tiple parton interactions (MPI), as well as to beam-beam remnants2,
concentrated along the beam direction.

Modeling of these soft interactions is important because they im-
pact all other high-pT measurements. At higher luminosities, for ex-
ample, minimum bias interactions are a major background, number-
ing up to 25 interactions on average per bunch crossing at LHC de-
sign luminosity. Studying the UE is critical for understanding the
evolution of QCD with collision energy, as well as understanding the
systematic corrections on many studies such as mass measurements.
A proper model of the UE is also important for precise high-pT mea-
surements, since it can affect the jet ET resolution, lepton identifica-
tion and isolation quantities. While it is impossible to unambiguously
separate the UE from the hard scattering process on an event-by-event
basis,distributions can be measured that are sensitive to the proper-
ties of the UE. Measurements typically follow the approach pioneered
at the Tevatron of selecting a leading object in each event, then used
to subdivide the space in azimuthal angle into a toward, transverse
and away region, sensitive to the modeling of UE [87, 88]. Several
objects, such as leading track, jet, or a Z-boson events.. The three
regions, shown in Figure 9, are defined according to the azimuthal
angular difference, ∆φ relative to the high-pT object. The transverse
region (60° < |∆φ| < 120°) is assumed to be perpendicular to the axis
defined by the hard 2→ 2 parton process and is therefore most sensi-

2 The beam-beam remnants are what is left over after a parton is knocked out of each
of the initial two beam hadrons.
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Figure 9: Definition of the toward, transverse and away regions in the az-
imuthal angle with respect to the leading object, used in measure-
ments of the UE.

tive to activity coming from the UE. The toward region is defined as
|∆φ| < 60° and the away region as |∆φ| > 120°.

In event generators multiple parton interactions (MPI) is the basic
concept driving the modelling of all inelastic non-diffractive events
as well as underlying event. The dominant contribution to the QCD
2 → 2 process is t-channel gluon exchange which diverges at low
momentum transfer, behaving as dσ2→2 ∝ dp2T/p

4
T. At LHC ener-

gies this parton-parton cross section becomes larger than the total pp
cross section at pT of order 5 GeV, violating unitarity. This can be inter-
preted assuming that in each pp collision multiple parton interactions
can happen [89]. Assuming that all interactions are independent and
equivalent the mean number of interactions is given by a Poisson dis-
tribution with mean n(pTmin) = σtot/σ2→2(pTmin). In practice this
is described by introducing a regularization scale pT0, of the order of
1.5− 2 GeV, removing the divergence for pT → 0 in the interaction
cross section:

dσ2→2

dp2T
∝
αS(p

2
T)

p4T
=
αS(p

2
T + pT

2
0)

(p2T + pT
2
0)
2

(50)

Depending on the generator, pT0 can be implemented as a smooth
(such as in PYTHIA and SHERPA) or steep (as in Herwig++) function.
The MPI cross-section in the pT → 0 limit now tends to a constant,
dependent on the effective pT0 parameter, the value of αS(MZ) and



30 the structure of qcd processes

the PDF set used for the MPI. The MPI cut-off is also assumed to have
an energy dependence of the form:

pT0(
√
s) = pT0

(√
s

E0

)b
(51)

with E0 a reference scale and b a tunable parameter.
The MPI activity is also dependent on the spatial distribution of

partons inside the proton. Depending on their impact parameter b,
collisions may vary from central to peripheral. The more central, the
larger the overlap between the colliding partons, and the larger the
average number of parton interaction per collision. The addition of
an impact parameter dependence also leads to a good description of
the “Pedestal Effect”, where events with a hard scale have a tendency
to have more underlying activity. The current models make the as-
sumption that the dependence on the partonic momentum fraction
x and on the impact parameter of the collision b factorize. Differ-
ent hadronic matter distributions in the proton can be considered. A
Gaussian distribution is used in the Pythia and Herwig [90] programs,
and found to give a good description of data, but other choices, like
exponential or the double Gaussian used in Sherpa, are possible.

An additional complication in the model is the description of color
reconnection [91, 92], the rearrangement of the final state parton con-
nections due to the color structure of the scattering. Such effects, still
poorly understood, are typically describes with phenomenological
models which rearrange the partonic configurations before hadroni-
sation [93, 94].

2.4.5 Hadronization

To complete the simulation of realistic event topologies as observed in
experiments, the quarks and gluons from the hard scattering, the par-
ton shower and multiple scattering simulations must be transformed
into color-neutral final states. In the context of Monte Carlo event
generators this process is called hadronisation or jet fragmentation.
This non-perturbative transition takes place at the hadronisation scale
Qhad, which by construction is identical to the infrared cutoff of the
parton shower. In the absence of a first-principles solution to the rel-
evant dynamics, event generators use QCD-inspired phenomenologi-
cal models to describe this transition. The two hadronisation models
in use in today’s event generators are the string and cluster models,
both based on ideas pioneered in [95].

The cluster model

The cluster model is based on the preconfinement property of QCD
[96, 97], the observation that colour-singlet clusters of partons have
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Figure 10: Illustration of the radiation pattern generated by a qq̄ pair and
the subsequent hadronisation in the string (left) and cluster (right)
models.

a universal invariant mass distribution at low scales. Cluster hadro-
nisation starts with non-perturbative splitting of gluons into quark-
antiquark (and possibly diquark-antidiquark) pairs. Clusters are then
formed from colour-connected pairs. These color-singlet combinations
are assumed to form clusters, which mostly undergo simple isotropic
decay into pairs of hadrons, chosen according to the density of states
with appropriate quantum numbers. This model has few parameters
and a natural mechanism for generating transverse momenta and
suppressing heavy particle production in hadronisation. However, it
has problems in dealing with the decay of very massive clusters, and
in adequately suppressing baryon and heavy quark production. The
cluster model is currently implemented in both the HERWIG++ [98]
and SHERPA [99] generators.

The string model

From result obtained in quenched3 lattice QCD simulations we know
that the potential of the color-dipole field between a charge and an
anticharge grows linearly with the separation of the charges, for dis-
tances greater than about a femtometer [100]. This property, known as
“linear confinement”, forms the basis for the string model of hadroni-
sation [101, 102]. Due to linear confinement the potential of a moving
qq̄ pair can be approximated with a potential of the form V(r) = kr,
with k ≈ 1 GeV/fm. This potential is equivalent to a string with ten-
sion k.

As the q and q̄move apart, the potential energy stored in the string
increases, and the string may break with the creation of a new q ′q̄ ′

pair from the vacuum, so that the system splits into two colour sin-
glet systems qq̄ ′ and q ′q̄. If the invariant mass of either of these

3 In quenched simulations no dynamical quarks can be generated, e.g. no g → qq

splittings are allowed.
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string pieces is large enough, further breaks occur until only on-shell
hadrons remain, each hadron corresponding to a small piece of string.
In general, the different string breaks are causally disconnected. This
means that it is possible to describe the breaks in any convenient or-
der, e.g. from the quark end inwards, and also include as constraint
that the hadrons produced must have their physical masses. Results,
at least not too close to the string endpoints, should be the same if
the process is described from the q end or from the q̄ one. This left-
right symmetry constrains the allowed shape of fragmentation func-
tions, f(z), which describe how energy is shared between the hadrons.
In the Lund string model, the form of the fragmentation function is
[103]:

f(z) ∝ 1
z
(1− z)aexp

(
−
bm2T
z

)
(52)

where z is the remaining light-cone momentum fraction of the quark
(antiquark) in the +z (−z) direction and a and b are free parameter
which needs to be determined from data. A slightly modified form
is introduced for heavy quarks [104]. The transverse motion of the
newly created quarks/antiquarks is parametrized as a quantum me-
chanical tunneling effect, with probability proportional to:

exp

(
−
πm2T
k

)
= exp

(
−
πm2

k

)
· exp

(
−
πp2T
k

)
(53)

The factorization of mass and transverse momentum dependence leads
to a flavour-independent transverse momentum spectrum of the hadrons
and to a natural of heavy-flavour hadrons. Gluons produced in the
parton shower give rise to “kinks” on the string. The string breaks up
into hadrons via qq pair production in its intense color field. Baryon
production can also be introduced in the model. The simplest scheme
is to allow the production of antidiquark-diquark pairs the field, in a
triplet-antitriplet representation. More advanced scenarios for baryon
production have also been proposed, in particular the so-called pop-
corn model [105] with a sequential production of several qq pairs
that subsequently combine into hadrons. The string model has ex-
tra parameters for the transverse momentum distribution and heavy
particle suppression. It has some problems describing baryon produc-
tion, but less than the cluster model. It is currently implemented in
the Pythia event generator [101, 106].

2.4.6 Particle decays

Many of the hadrons produced during hadronisation (primary hadrons)
have very short lifetimes and they decay before hitting the first detec-
tor layer of a typical collider experiment. The last step in a generator
program is to let these unstable particles decay.
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The information on the decay tables is usually taken from the PDG
review [36]. However, for many particles the data can be incomplete
or too inaccurate to be used, and specific choices are taken by each
generator. In particular it can happen that not all resonances in a
given multiplet have been observed, or that the branching fractions
of a given particle do not exactly add to 100% More sophisticated sim-
ulation of hadronic decays can also be performed using specialized
“afterburner” packages that reweigh the generator event record, such
as EvtGen [107] for hadron decays and TAUOLA [108, 109] for tau
decays.

2.4.7 Tuning

Each MC generator comes with a number of free parameters (usu-
ally related to the modeling of the soft and non-perturbative physics)
which are not constrained by first principle and need to be deter-
mined from data, in a process referred to as tuning. While the num-
ber of parameters in a generator can be large (and more than 30 in
some cases), the majority of the physics is determined by only a few,
very important ones. These are the value of αS in the initial- and
final-state shower, the properties of the non-perturbative fragmenta-
tion functions, and the parameters related to the modeling of the
soft-physics and UE.

It is normally assumed that each model controls only a small part
of the event generation and that a factorized approach can be used,
tuning each subset of the model parameters separately. A tune would
typically start from the hadronisation and FSR parameters using the
clean LEP measurements, and then use Tevatron and LHC data to
constrain the modeling of the ISR and MPI.

Because of the large and varied data sets available, and the high
statistics required mounting a proper tuning effort can therefore be
quite intensive often involving testing the generator against the mea-
sured data for thousands of observables, collider energies, and gener-
ator settings.

Traditionally tunes have been performed manually, MC predictions
for suitable observables are generated for a set of parameter values
and their agreement with data is evaluated by personal judgment.
Manual tuning typically requires significant insight in the generator
models and, requiring many iterations, is intrinsically slow. In recent
years more automated methods have been developed in an attempt
to reduce the need in computing power and the overall complexity of
performing tunes [110, 111]. The Professor code [110], in particular,
has allowed to perform many successful generator tunes and it has
been used in most of the tunes performed by the LHC experiments.
It allows simultaneous tuning of a large number of parameters by ap-
proximating the MC response to the parameters analytically, using a
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parametrisation fitted to generator runs at randomly sampled points.
The optimal values for the parameters can then be obtained with a
numerical minimization of a goodness-of-fit function using MINUIT
[112].

The precision measurements made available with the start of the
LHC, and the need for a more accurate description of the data have
outlined several shortcomings of current tunes.

MC models are expected to be universal, and the same set of pa-
rameters, should be able to describe various processes at different en-
ergies and collider types. Global tunes are performed with the goal of
obtaining a good overall description of the data, but little emphasis
is placed on tensions and disagreements in specific distributions. Spe-
cific tunes, focused on a limited set of observables, provide a stringent
test of the universality of the resulting parameters, and a powerful
check of the validity of the underlying physics model.

A tune can be of little usefulness, without proper estimates of the
uncertainties on the parameters, which only recently start to be avail-
able. The uncertainties can be determined by tuning to different but
redundant observables, or different observable ranges, or by allowing
a limited deviation from the optimal parameters. Professor allows the
creation of deviation tunes, eigentunes, obtained by defining the prin-
cipal directions around the parameters minima and moving out from
the best tune point of a given goodness-of-fit distance.

Little explored is also the effect of performing tunes to PS matched
setups, either to LO multijet or NLO matrix elements. The hadroni-
sation and MPI parameters are expected to be universal and largely
unchanged in the presence of matching. However, QCD higher order
corrections affect some of the observables used for the tuning, and, in
particular, there are theoretical arguments to expect the value of αS
in the shower to be different in multijet LO matching.
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T H E O R I E S O F N E W P H Y S I C S

We review here the main limitations of the Standard Model of particle
physics and the most promising theories that have been proposed
as its possible extensions, namely Supersymmetry and theories with
extra dimensions or composite Higgses.

3.1 open problems in the standard model

Despite being extremely successful in describing the physics of strong,
weak and electromagnetic interactions up to energies of several hun-
dreds GeV, a number of experimental observations and theoretical
arguments make us believe that the SM is only a low energy effective
approximation of a more complete theory manifesting itself at higher
energies.

• The Standard Model completely lacks an explanation for gravity.
A massless spin-2 particle, the graviton, could give an effective
description of the gravitational interactions, but no theory valid
up to high energy exists.

• The established existence of neutrino masses requires at least
the addition of an νR state in the Lagrangian, if the masses are
Dirac, or, more likely, some new physics at a high energy to
account for Maiorana type masses.

• Assuming that the universe can be described by an effective
quantum field theory up to Planck energies we can compute
the value cosmological constant. This determination is larger
than what is observed by more than 120 orders of magnitude.

• The SM is completely specified with nineteen input parameters1

These parameters and their hierarchy are not explained by the
theory, suggesting the existence of a deeper structure.

• Matter and antimatter are expected to have been produced in
equal amounts during the creation of the universe. The fact
that the present day universe is mostly constituted by matter
is an unexplained phenomenon. The violation of CP in elec-
troweak interactions is a known source of baryon asymmetry
but its amount is insufficient to fully explain baryogenesys.

1 The three charged lepton masses, six quark masses, the gauge couplings strength,
three quark-mixing angles and a complex phase, a Higgs mass and quartic coupling
and the value of the QCD vacuum angle

35
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• The absence of CP violation in the strong sector, see Section 1.5,
is another source of unexplained fine-tuning in the SM that
might be clarified in SM extensions.

Of the many unexplained issues three of them play a special role in
the development of theories with new states at electroweak energies.
These are the gauge coupling unification, the existence of Dark Matter
and the hierarchy between the electroweak and gravity scales. Given
their relevance they are further discussed in separate sections below.

3.1.1 Dark matter and dark energy

There is a strong evidence that most of the matter in our universe is
non luminous. The first indications came from measurements of the
rotational speeds of galaxies [113] and the orbital velocities of galax-
ies within galaxy clusters [114]. More recently the existence of dark
matter has been inferred from gravitational lensing [115, 116], the
analysis of the cosmic microwave background [117, 118], primordial
nucleosynthesis [119] and large scale structures in the universe [120].

Among the large number of dark-matter candidates that have been
proposed [121, 122] particularly motivated are particles which are
heavy, electrically neutral and weak interacting (WIMPs). Assuming
thermal equilibrium of DM and SM particles in the very early uni-
verse we can use the Boltzmann equation to compute the dark matter
density after decoupling, the so called “thermal relic density”, from
which we can derive the current fraction of energy in the Universe
carried by dark matter [123]:

Ωχh
2 =

s0
ρc/h2

(
45

πg∗

)1/2
xf
MPl

1

〈σχχv〉
(54)

where s0 is the current entropy of the Universe, ρc the critical density,
h the Hubble constant, g∗ the effective number of relativistic degrees
of freedom at freeze-out, MPl the Planck mass, xf = m/Tf ∼ 25 the
inverse freeze-out temperature in units of the WIMP mass and σv

the thermal average of the dark matter pair annihilation cross-section
multiplied by the relative velocity.

If we require this process to produce the entire observed thermal
abundance of dark matter [118] the thermally averaged annihilation
cross-section is required to be 〈σχχv〉 ' 3× 10−26 cm−3 s−1 (0.9 pb).
Remarkably this value is very close to the range of cross-sections
for particles annihilating through exchange of electroweak gauge or
Higgs bosons. In particular from 〈σχχv〉 = πα2/8m2 we can infer a
mass for the WIMP of order mχ ∼ 100 GeV. We are thus highly moti-
vated to search for dark-matter particles with electroweak interactions
and a mass close to the EWSB scale.
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Figure 11: SM diagrams contributing to the radiative corrections to the
Higgs boson mass exhibiting quadratic divergences.

3.1.2 Naturalness and fine-tuning

The SM is a renormalizable theory, and we expect that even if we ex-
tend to infinity the cut-off of virtual momenta running in the higher
order corrections we would retain finite results. Electroweak symme-
try is spontaneously broken in the SM, by the introduction of the
single elementary Higgs boson field. This explanation however has
an important shortcoming. The Higgs field potential in the SM is:

V = µ2|Φ|2 + λ|Φ|4 (55)

And the single assumption that µ2 < 0 is enough for a complete ex-
planation of EWSB. But since µ2 is a renormalizable coupling of the
theory the value of µ cannot be computed from first principles and
even its sign cannot be predicted. This model has an even worse fea-
ture: the µ2 parameter receives large additive radiative corrections
from loop diagrams. As an example both diagrams shown in Fig-
ure 11 (Higgs self renormalization and top loop) exhibit a quadratic
divergence in the ultraviolet. If we cut-off the momentum integral in
the UV, at a scale Λ2, their contributions become:

µ2 = µ2bare +
λ

8π2
Λ2 −

3y2t
8π2

Λ2 + · · · (56)

where yt is the Yukawa top-Higgs coupling. The radiative corrections
in eq.56 can easily change the sign of µ2, and if we insist that the SM is
valid up to high scales the corrections quickly become larger than the
tree-level result. To obtain the Higgs field vev required for the weak
interactions, |µ| should be of order 100 GeV. The highest energy at
which we can expect the SM to work is the Planck scale, MPl = 10

19

GeV, where gravitational effects become important. The formula 56

requires then cancellations between the bare value µ and the radiative
corrections in the first 36 decimal places. This problem, referred to as
the “gauge hierarchy problem” is one of the most compelling reasons
to assume some New Physics should appear at a scale Λ << MPl.

To prevent the Higgs mass to be pushed to the Planck scale a physi-
cal principle should imply µ2 = 0 at leading order of some expansion.

2 If we view the SM as an effective theory Λ should be considered the largest scale at
which the theory is assumed to be valid.
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This is the case for fermions and bosons that do not exhibit the same
problem, as gauge symmetries can protect them. However there is no
such symmetry that protects the Higgs boson in the SM. Three main
class of symmetries are considered to avoid large corrections to the
Higgs mass term:

δφ = ε · φ The Higgs field can mix with a fermion field, whose mass
is forbidden by a flavor symmetry.

δφ = εµA
µ If we relate the Higgs field to a vector (gauge) field, a

mass term is forbidden by gauge invariance.

δφ = ε Forbid the Higgs mass term by a shift symmetry.

The first possibility is the basis of Supersymmetry (which introduces
scalar tops and fermionic W , Z, h), the second leads to extra spa-
tial dimensions and the last to Higgs as a pseudo Goldstone boson
(introducing fermionic tops and scalar W , Z, h).

In all of these theories there are residual contributions to the Higgs
mass as the cancellation of the quadratic divergences is not exact. The
amount of this “fine-tuning” to be considered acceptable is a subjec-
tive matter (there are examples in nature of quantities fine tuned to
o(10−1)). A theory is usually considered “natural” if it has a fine-
tuning not below the percent level, i.e. not higher than few TeVs.

3.1.3 Grand Unification

Grand Unified Theories (GUT) are a tentative to embed the symmetry
groups of the SM into a large symmetry group G. The first approach
of this kind has been taken by Georgi and Glashow [124] using the
group SU(5), shortly after the SM development. At higher energy
scales this symmetry is supposed to be unbroken and all interactions
can be described by a local gauge theory with coupling αG . Com-
bining quarks and leptons into the same representation also allows
to explain charge quantization. The model predicts also new interac-
tions mediated by super-heavy X,Y gauge bosons that relate quarks
with anti-leptons and anti-quarks. The new interactions are lepton
and baryon number violating (but B − L is conserved), and could
mediate proton decay [125]. A typical mode is p → e+π0 with an
expected lifetime of:

τp ∼
M4
X

α5m5p
∼ 1029yr (57)

if we assume MX ∼ 104 GeV. The current limits from water-cherenkov
experiments however rule out this value and so SU(5) GUT. Other
symmetry groups, like SO(10) [126] or E6 could still be compati-
ble with the experiment, but the current consensus is for GUT to be
realized in the context of supersymmetric theories [127, 128].
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3.2 supersymmetry

Among the many proposed theories of New Physics, Supersymmetry,
a space-time symmetry between bosons and fermions, has emerged
as the leading candidate. SUSY is both strongly motivated on theoret-
ical grounds and provides a rich phenomenology, making it a useful
benchmark for experimental searches. Some of the reasons that have
made Supersymmetry so popular are:

• It helps stabilizing the mass scale of electroweak symmetry break-
ing, by cancelling the quadratic divergences to the Higgs boson
mass, thus solving the hierarchy problem.

• The lightest supersymmetric particle can, in some SUSY scenar-
ios, be made stable, and being heavy and naturally neutral, is
excellent candidates for DM.

• Including SUSY particles in the RGE for the gauge couplings of
the SM allows to unify them at high scales (if the SUSY scale is
below 10 TeV).

• The observation of a light Higgs boson can be accommodated
by the theory.

• Supersymmetry is a highly predictive theory with a various and
rich phenomenology, testable at LHC energies.

• It can be a valid theory up to very high energy scales, near the
Planck scale, and is not sensitive to new states at higher scales.

• Low energy Supersymmetry is strongly favored in string theory
scenarios.

3.2.1 The Supersymmetry algebra

A very powerful result from the early days of quantum field theory is
the Coleman and Mandula [129] no-go theorem, stating that any fur-
ther tensor external symmetry to the Lorentz group must be trivial.
Shortly after it was however realized that the Coleman-Mandula the-
orem only considers symmetries involving bosonic generators, and
does not apply to conserved charges transforming as spinors. A class
of such symmetries are Supersymmetries, that involve transforma-
tions changing bosons into fermions. An internal symmetry relating
bosonic and fermionic hadrons was first proposed in 1966 in a largely
ignored paper by Miyazawa [130] . Supersymmetries were later rein-
troduced in the context of string theory. In the 70s several groups,
both in the US (Gervais and Sakita) [131] and in the Soviet block
(Golfand and Likhtman) [132] in 1971 and (Volkov and Akulov) in
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1972 [133], all independently introduced the concept of Supersymme-
try as a space time symmetry of quantum field theories. In 1974 Wess
and Zumino produced the first example of an interacting QFT model
in four dimensions including Supersymmetry. Their model [134, 135]
used the simplest representation of the algebra, the massless chiral
supermultiplet (consisting of a complex scalar ad a spinor fermion).

It was later shown by Haag, Lopuszanski and Sohnius [136] that
Supersymmetry is the only possible external symmetry beyond the
Lorentz Symmetry for which the scattering amplitudes are not trivial,
making it the unique maximal external symmetry possible in nature.

The simplest Supersymmetry version (N = 1) involves a single
Weyl spinor operator Qα and its complex conjugate Q†α. By defining
Qα and Q†α the generators of the Supersymmetry transformations we
can completely characterize the supersymmetric algebra by adding to
the Poincare’ algebra the following relations:

[Pµ,Qα] = 0 [Mµν,Qα] = −i(σµν)βαQβ (58)

{Qα,Qβ} = 0 {Qα,Q†β} = 2(σ
µ)αβPµ (59)

where Pµ is the four-momentum vector, σµ = (1,σi), σ̄µ = (1,−σi)
the Pauli matrices and σµν = (σµσ̄ν − σνσ̄µ)/4. We can see how the
operator Q raises the spin by 1/2, while Q† lowers it by 1/2.

3.2.2 The Minimal Supersymmetric Standard Model

In 1981 a first supersymmetric version of the SM [137] was proposed,
addressing the hierarchy problem and predicting superpartner masses
in the range of 100 GeV to 1 TeV.

In the Minimal Supersymmetric Standard Model (MSSM) all the
left-handed fermions and anti-fermions are promoted to chiral super
multiplets denoted, as L, Q, ec, dc and uc, with all gauge and family
indexes suppressed, which will include their scalar supersymmetric
counterparts, squarks and sleptons. Conventionally the right handed
fermion fields ec (and dc,uc) are represented through their charge
conjugates, which transform as left-handed spinors. The SM gauge
fields are assigned to vector super multiplets, whose component ex-
pansion contains their fermion partners, the gauginos. In order to
avoid a triangle anomaly, the Higgs supermultiplets must appear in
pairs with opposite hypercharges, and the minimal possibility is to
add a single pair, Hiu, Hid.

Hu =

(
H0u

H−
u

)
Hd =

(
H+
d

H0d

)
(60)

The minimal super-potential needed to accommodate all the Yukawa
couplings and mass terms is:

W = εij(yeHuLe
c + ydHuQd

c + yuHdQu
c + µHuHd) (61)
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where the Yukawa couplings y, are dimensionless 3× 3 matrices in
generation space. The term µHuHd, which is not present in the SM,
gives rise to masses for the Higgsinos (Higgs boson superpartners).
The physical Higgs spectrum contains five states (while three degrees
of freedom are absorbed in EWSB): two charged Higgses H±, two
neutral Higgs scalars h,H, and a pseudo-scalar A.

In the same fashion as in the SM, the charge neutral Higgsinos and
charginos (called binos and winos) will mix to form four neutralinos
χ̃01, χ̃02, χ̃03, χ̃04. Similarly the charged higgsinos and winos mix into two
charginos χ̃±1 , χ̃±2 .

There are additional terms that one could add in the super-potential
that are analytic, gauge and Lorentz invariant, but lead to baryon and
lepton number violation3.

WR =
1

2
λεijL

iLjec+ λ ′εijL
iQjdc+

1

2
λ ′′εiju

cdcdc+µ ′LiHjd (62)

the terms proportional to λ, λ ′ and µ ′ violate lepton number by one
unit, whereas the term proportional to λ ′′ violates baryon number by
one unit.

The lack of observed baryon and lepton number violations means
that these terms are either absent or the production coefficients are
very small. In particular a non-zero λ ′ and λ ′′ would lead to the pro-
ton decay process p → e+π0,µ+π0,νπ+,νK+, . . . Given the current
limits on proton decay, e.g. [138], the product of λ ′ and λ ′′ must be
very small, or exactly zero.

To eliminated these unwanted superpotential terms a common (but
not unique) solution is to postulate a discrete Z2 symmetry on the
theory called R-parity, which can be represented as:

R = (−1)3B+L+2s (63)

with B, L and s baryon number, lepton number and spin respectively.
With this definition all SM particles have R-parity +1, while SUSY par-
ticles −1. If R-parity is exactly conserved then all the superpotential
terms in 63 must vanish. This has several important phenomenologi-
cal consequences:

• The interaction of SM particles can produce only pairs of SUSY
particles, and heavier SUSY particles can decay only into lighter
SUSY particles.

• The lightest supersymmetric particle (LSP) can then only be sta-
ble, making it a natural candidate for DM. The DM energy den-
sity would be in the right ballpark of cosmological observations
if the SUSY scale is around the TeV.

• In collider experiments we expect large missing energy from the
LSP escaping the detectors volume undetected.

3 No such term is allowed in the SM, which accidentally conserves B and L to all
orders in perturbation theory.
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3.2.3 Supersymmetry breaking

If SUSY would be an exact symmetry in nature, we expect SM parti-
cles and their superpartners to be degenerate in mass. Since no such
pair of particles has been observed if Supersymmetry is realized in
nature it must be a broken symmetry at low energies.

The mechanism whereby SUSY is broken is unknown and usually
phenomenological ansatz are used. Similarly to the SM, in which it is
not possible to break EW symmetry from within and we are forced to
introduce the Higgs sector, it is also not possible to break supersym-
metry in the “visible” sector of SM particles and their superpartners.
A separate (so called “hidden”) sector is needed in which the break-
ing happens, and some interaction to transmit the breaking to the
visible sector. Gravity, which will affect the particles of both sectors,
can always be the messenger of SUSY breaking [139]. Other known
mechanisms invoke the SM gauge interactions [140, 141] or anoma-
lous U(1) groups [142, 143].

In particular by promoting Supersymmetry to a local symmetry
(SUGRA) we automatically obtain a description of general relativity,
which allows to embed SUSY in a unified theory valid up to the
Planck scale. The massless gauge field associated with local super-
symmetry is a spin 3/2 fermion, the gravitino, in the same supermul-
tiplet we need to include a spin-2 particle, which we can identify with
the graviton.

Irrespective on the specific breaking mechanism, the effective La-
grangian at the electroweak scale can be parameterized by a general
set of additional terms. As we do not want to spoil the Supersymme-
try’s solution to the hierarchy problem we only consider operators
that do not reintroduce quadratic divergences in the theory, so-called
soft-breaking terms [144].

Soft SUSY breaking is the source of many new terms and parame-
ters in the MSSM. In particular we can include a soft mass term for
the gauginos M 1

2
χχ and the scalars (squarks and sleptons) M2

0φφ
†,

a trilinear couplings Aijkφiφjφk and a bilinear Higgs mass terms
Bijφiφj.

After breaking we end up with 111 parameters, that can be reduced
to 105 independent parameters with the redefinition of some of the
fields. These parameters include masses, mixing angles, and phase
combinations invariant under reparametrizations.

Gauge coupling unification is found to work extremely well if we
ask the GUT theory to satisfy Supersymmetry at low energies. SUSY
modifies the RGE above the superpartners mass scale, and the cou-
plings are found to unify at a scale of 1016 GeV. A comparison of
the couplings evolution in the SM and MSSM is shown in Figure 12.
This is in contrast with standard GUT theories 3.1.3, in which the
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Figure 12: The two loop evolution of the inverse gauge couplings α−1a (Q) in
the SM (dashed lines) and in the MSSM (solid lines). From [145]

couplings miss by 12 sigma, and the addition of new weak states is
needed.

The phenomenology of the Higgs sector in the MSSM can be de-
scribed entirely by two parameters, one Higgs mass that is usually
taken to be that of the pseudoscalar A boson MA and the ratio of
the vacuum expectation values of the two doublet fields, tanβ. From
Supersymmetry breaking we can now derive an important prediction
on the mass of the lightest Higgs boson. By denoting the vev’s of the
two Higgs bosons as < Hu >= vu and < Hd >= vd we can write:

m2h '
1

4
(g+ g ′2)(v2d − v

2
u) (64)

Which can be rewritten as m2h = M2
Z cosβ, implying that the tree-

level mass of the Higgs boson should be lower than 91 GeV. After
including radiative corrections the Higgs mass increases, but is gener-
ally expected to stay lower than 150 GeV for generic supersymmetric
theories.

To overcome the difficulties of dealing with such a high dimen-
sional parameter space many of the phenomenological analyses of the
MSSM assume that the 105 parameters at take on simplified forms at
high scales. A very popular model is the Constrained MSSM (CMSSM)
[146] where the simplification of the soft parameters is inspired by
simple supergravity models.

• All the scalar masses are the same m0 universal scalar mass
parameter. Called universality of scalar masses.

• The gaugino masses are all the same m 1
2

universal gaugino
mass parameter, Referred as the GUT relation as it’s generally
true in grand unified theories.
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Figure 13: Illustration of the mass scales for various particles in a low fine-
tuning supersymmetric scenario, as expected by electroweak nat-
uralness arguments, from [149].

• The assumption of proportionality; the soft breaking cubic terms
are assumed to be:

Ltri = A(HUQyuū+HDQydd̄+HDLylē) (65)

With those assumptions the SUSY space is reduced to only five param-
eters. These are the universal scalar (m0) and fermion (m1/2) masses,
the universal soft trilinear coupling A0, tanβ and sign(µ), the sign of
the supersymmetric Higgs parameter relative to A0. While extremely
practical from a phenomenological point of view, the CMSSM as-
sumptions are very restrictive and somewhat arbitrary.

A different, bottom-up approach that recently gained popularity is
the phenomenological MSSM (pMSSM) [147, 148], in which by ap-
plying only few, experimentally driven conditions, the SUSY space
can be reduced to only 19 parameters without having applied much
theoretical prejudice.

3.2.4 A natural spectrum

The Higgs discovery has important consequences for supersymmet-
ric theories. The rather heavy mass of 125 GeV observed for the SM
Higgs boson requires large radiative corrections, nearly as large as
the tree-level contribution, mostly coming from the top-stop sector. If
we refrain from adding new degrees of freedom to the theory there
are only two ways in which the observed Higgs mass can be accom-
modated in the MSSM. Both suggests that squarks soft masses might
not be flavor degenerate.
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As the radiative corrections to the Higgs mass are driven by the
stop-top loop a simple solution is to require the stop to be heavy,
with a mass larger than 4 TeV. This would however completely spoil
naturalness, with fine-tuning at the per mill level.

An alternative possibility is to require the quantity Xt = At− cotβ,
parametrizing the stop left-right mixing, to be maximal. In this case,
which is however also fine-tuned in the At parameter, we can reduce
the lower bound on the stop mass at about 1 TeV. The typical allowed
range for SUSY particle masses in a model with low fine-tuning is
shown in Figure 13

3.3 extra dimensions

A different class of New Physics theories can be obtained assuming
the existence of additional space-time dimensions in addition to the
four we know about. As these dimensions are not visible they must
either be very small, or possess a non trivial topological structure.
Theories with extra dimensions arise naturally when attempting to
quantize gravity (string theory requires at least a ten dimensional
space), can provide a dark matter candidate and, in some models, a
solution to the hierarchy problem.

Extra dimensions were introduced in attempts to unify gauge the-
ories with gravity, and the realization that a five dimensional space-
time could embed at a classical level both general relativity and elec-
tromagnetism was first made by Nordstrom in 1914 [150]. Kaluza and
Klein rediscovered this mechanism in 1926 [151, 152], developed the
idea of compactification and gave it a quantum interpretation. Their
work was largely ignored until the 70s when theories with extra di-
mensions had a resurgence within supergravity and superstrings.

We can describe theories with compactified extra dimensions as
field theories in four dimensions by mean of a Kaluza-Klein (KK)
reduction. As an example we consider a complex scalar field and a
single new dimension, x5, with zero curvature that we compactify by
assigning periodic boundary conditions around a circle of circumfer-
ence 2πR. The Klein-Gordon equation in this space is:

(∂M∂
M +m2)φ = 0 M = 0, 1, 2, 3, 5 (66)

And the periodicity condition allows a Fourier decomposition of the
field:

φ(x, x5) =
∑
n

φn(x)e
iknx kn = n/R (67)

If we insert the Fourier expansion back in eq.66 we obtain:

(∂M∂
M + k2n +m2)φn = 0 (68)

Which is an infinite set of equation for ordinary Klein-Gordon fields
in 4D, having a mass M =

√
(n/R)2 +m2. If the original field was
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massless the spectrum of a compactified theory consists of a single
real massless scalar field, called the zero-mode φ0, and an infinite
tower of massive complex scalar fields (KK modes) with masses in-
versely proportional to the compactification radius M = |n|/R.

3.3.1 Large Extra Dimensions

An important observation by Arkani-Hamed, Dimopoulos and Dvali
(ADD) [153] is that the hierarchy problem can be solved in models
with large extra dimensions, with sizes up to a millimeter.

In their model we introduce n compactified extra dimensions, and
while the particles of the SM live on a 3-dimensional hypersurface
(brane), gravity can propagate to all the 4 + n dimensions. This in-
troduces a new fundamental scale of gravity in extra dimensions,
M∗, which together with the ultraviolet completion scale of the SM
is around a few TeV or so, thus eliminating the Higgs mass hierarchy
problem; If the compactification volume of the extra dimensions is
Vn we can obtain the relation: M2

Pl = VnM
n+2
∗ And by postulating

that the quantum gravity scale M∗ ∼ TeV , the size of the extra dimen-
sions can be estimated to be L ∼ 10−17+30/N cm. Because the extra
dimensions are so large in the ADD framework, their effects might be
measurable even in low-energy table-top experiments. For one extra
dimension, N = 1, we obtain L ∼ 1013 cm, implying modifications
of gravity over astronomical distances. On the other hand, for N = 2

we get L ∼ 10−2 cm. Searches for deviations from Newton’s law of
gravitation have been performed in several experiments [154], and
the best present limits are of R < 37 µm for N = 2, corresponding
to M∗ > 3.6 TeV. For larger N, the value of L decreases but, even for
N = 6, L is very large compared to 1/MPl.

The compactification of the extra dimensions results in a KK tower
of massive graviton excitations. Furthermore, because the true, higher
dimensional gravity is strong at the electroweak scale, it should be
possible to produce gravitons in collider experiments. Because the
gravitons propagate in the extra dimensions, they can escape detec-
tion, leading to a missing energy signature very similar to that from
SUSY models. Another striking signatures of this models is the possi-
ble production of microscopic black-holes that would evaporate into
all possible SM states.

3.3.2 Universal Extra Dimensions

In universal extra dimensions (UED) [155] we assume that all fields
propagate universally in the extra dimensions. This case does not
address the hierarchy problem but can be shown to have other in-
teresting features. From momentum conservation along the extra di-
mension we would derive that the number of KK particles should
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be a conserved quantity. In realistic compactification scenarios what
is conserved is only a sub-symmetry, KK-parity, which conserves the
KK-even and KK-odd states. The theory has a phenomenology very
similar to SUSY, at colliders KK particles can be created in pairs, and
decay to the lightest KK particle, which is stable and escaped the
detector. The energy scale at which the KK state would appear is di-
rectly related to the inverse size (“compactification scale”) of the extra
dimension, MKK ∝ R−1, where R ∼ 1 TeV to escape experimental con-
straints.

3.3.3 Warped extra dimensions

The Randall-Sundrum model of warped extra dimensions [156], with
the introduction of only one additional new dimension, provides an
attractive solution to the hierarchy problem. In this model, the ex-
tra dimension separates two 3 + 1 dimensional surfaces (branes) in
the full higher-dimensional space. Gravity is concentrated on one
brane, while the particles of the SM reside on the other. Gravity can
propagate in the bulk region between the two branes, but it is expo-
nentially attenuated. It is this attenuation that makes gravity appear
weak, rather than the dilution effect that operates in the ADD model.
Any mass parameter m0 on the visible 3-brane in the fundamental
higher-dimensional theory will correspond to a physical mass

m = e−krcπm0 (69)

with rc the compactification radius and k a constant related to the
model. Because of this exponential factor, there is no need for large
hierarchies in the fundamental parameters of the theory. By choosing
e−krcπ of order 1015 we can produce mass scales in the TeV range
from fundamental parameters at the Planck scale. As in the case of
ADD, the theory predicts a Kaluza-Klein tower of graviton modes,
but in this case the decay signature does not involve large missing
energy.

3.4 composite higgs

The breaking of electroweak symmetry, and a solution to the hier-
archy problem, can be obtained dynamically from a strongly cou-
pled theory at an energy scale of 1 TeV or below. The Higgs field
would then be a composite object, and its potential the result of
pair condensations of fermion constituents. This was actually the
original Higgs proposal, inspired by superconductivity, as a mech-
anism to produce his field [11]. Several years later Susskind [157] and
Weinberg [158, 159], in analogy with the elegant breaking of chiral
symmetries in QCD, provided an explicit model realizing EWSB by
new strong interactions, known as “technicolor”. Technicolor intro-
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duces new massless fermions called technifermions and new force-
carrying fields called technigluons. As in the SM, the left-handed
components of the technifermions are assigned to electroweak dou-
blets, while the right-handed components form electroweak singlets,
and both components carry hypercharge. At ΛEW ∼ 1 TeV the tech-
nicolour coupling becomes strong, which, like in QCD, leads to the
formation of condensates of technifermions. Because the left-handed
technifermions carry electroweak quantum numbers, but the right-
handed ones do not, the formation of this technicondensate breaks
electroweak symmetry. The scale ΛTC at which technicolour inter-
actions become strong is related to the electroweak scale: ΛTC =

fπ/
√
ND where ND is the number of technifermion doublets. The

simplest technicolour models could provide masses for the gauge
bosons W± and Z0, but not to quarks and leptons. More realistic
technicolour models allow for fermion masses by introducing new
interaction with technifermions, as in “extended technicolour” [160,
161]. These theories predict a large number of relatively light pseudo-
Goldstone bosons that have not been observed. Moreover, constraints
from flavor-changing neutral currents exclude the possibility of gener-
ating large fermion masses. Strong dynamics at the weak scale would
generically give sizable contributions to EW observables, disfavored
by the global electroweak fit [25]. is also particularly difficult to ac-
commodate in technicolor frameworks.

3.4.1 Little Higgs models

An approach which attempts to reconcile the idea of dynamical elec-
troweak symmetry breaking with the existence of a light Higgs is to
consider the Higgs as a pseudo Goldstone boson [162, 163, 164]. The
basic idea of such “Little Higgs Models” is that there are some new
strong interactions, at a scale M, and that these interactions possess
an approximate global symmetry which is explicitly broken. One of
the Goldstone bosons of this symmetry acts as the Higgs boson. The
explicit breaking is said to be “collective”. None of the coupling con-
stants in the Little Higgs Lagrangian breaks all the global symmetries
required to keep the Higgs massless by itself, it is only their collective
effect that results in the Higgs acquiring a mass and non-derivative in-
teractions. All Little Higgs models contain new particles with masses
around the 1 TeV scale. The spectrum includes a vector-like quark at
the TeV scale, required to cancel the top loop divergence, and new
gauge bosons, canceling the W and Z loop divergences. The masses
of the new particles are bounded from above by naturalness consider-
ations. While precision electroweak constraints provide strong lower
bounds at least part of the spectrum is expected to be observable at
the LHC.
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T H E AT L A S E X P E R I M E N T AT T H E L A R G E H A D R O N
C O L L I D E R

This chapter provides a brief description of the construction, design
and operations of the LHC accelerator, and a comprehensive overview
of the ATLAS detector and its subsystems.

4.1 the large hadron collider

The Large Hadron Collider [165, 166] is a proton-proton collider and
the highest-energy particle accelerator to date. It is hosted at the Euro-
pean Center for Nuclear research (CERN), in Geneva, Switzerland, in
a 27 Km long circular tunnel (built in 1985 for the former LEP collider
[167]) at a depth ranging from 50 to 75 m underground. It is designed
to collide bunches of protons at a luminosity of 1034cm−2s−1 and at
the unprecedent energy of 14 TeV.

The two proton beams travel in opposite directions in separate
beam pipes, with common sections only at the four interaction re-
gions where the experimental detectors are located. The peak beam
energy depends on the integrated dipole field around the storage
ring; which for the nominal energy of 7 TeV amounts to 8.33 T. This
field is achieved with 1232 Nb-Ti superconducting magnets, work-
ing at a temperature of 1.9 K, below the phase transition of Helium
from normal to superfluid state. While proton-proton collisions are
the main operation mode the LHC is able to perform lead-lead or
proton-lead collisions at an energy of 2.76 TeV per nucleon pair, for
the study of QCD at high temperatures and densities.

Four main experiments are located at the interaction points around
the accelerator circumference. ATLAS [168] and CMS [169] are gen-
eral purpose detectors working at the design luminosity. The other
two experiments are working at lower peak luminosities: LHCb [170]
for the study of B-physics and CP violation and ALICE [171] to inves-
tigate the properties of the quark-gluon plasma created in heavy ion
collisions. Three smaller experiments make use of detectors placed
close to the beamline near the interaction points. TOTEM [172] for
measurements of elastic and diffractive scatterings, MoEDAL [173]
to search for magnetic monopoles and LHCf [174] to measure parti-
cle multiplicities at very high rapidities to constrain the interaction
models used to simulate cosmic ray showers at very high energies.

51
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Figure 14: The LHC accelerator complex at CERN.

4.1.1 The accelerator chain

Before particles can enter the LHC they go through a succession of
different accelerators, shown in Fig. 14, that gradually increase the
beam energy and refine the beam parameters. Protons are first ex-
tracted from a source of ionized hydrogen atoms, and accelerated
up to 50 MeV by the Linac2, that then injects them into Proton Syn-
crotron Booster (PSB). Successively they go into the Proton Syncrotron
(PS), the oldest CERN accelerator still in function, where their energy
is increased from 1.4 to 25 GeV. The Super Proton Syncrotron (SPS) fi-
nally brings the beam energy to 450 GeV, the injection energy of the
LHC machine. They are then transferred to the LHC where they are
accelerated for 20 minutes to their nominal energy.

The proton beams circulate the ring in bunches. Under nominal
operating conditions, each proton beam has 2808 bunches, each con-
taining about 1011 protons, and a bunch separation of 25 ns. However,
in 2011 and 2012 the LHC has operated with only up to 1380 bunches
per beam with a 50 ns separation. These bunches are a few centime-
ters long and about 16 µm wide when they collide. As a result, multi-
ple pp interactions will be produced in the same bunch crossing (also
called pile-up interactions).
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4.1.2 Parameters and operations

The number of events per second generated at a particle collider is
given by Nevents = σ × LInt = σ ×

∫
L · dt where σ is the cross-

section for the production of the events of interest, and L is the in-
stantaneous machine luminosity. The luminosity is only dependent
on the beam parameters, and for beams with a Gaussian profile it
can be written as:

L =
N2bnbfrevγr

4πεnβ∗
F (70)

where Nb is the number of particles per bunch, nb the number of
bunches in each beam, frev is the revolution frequency, γr the rela-
tivistic gamma factor, εn the normalized transverse beam emittance,
β∗ the beta function at the interaction point and F a reduction factor
to the geometric luminosity due to the crossing angle [165]. The term
εn · β∗ is a measure of the area of the beam spot at the interaction
point.

The LHC started its operations on the 10
th September 2008 when

the first beams circulated in the accelerator. sSoon after a quench in
one of the dipole magnet caused an helium leak that compromised
the vacuum in the beampipe and damaged 53 magnets [175]. Follow-
ing extensive repairs the LHC restarted in November 2009 and the
first pp collisions were achieved in November at a reduced beam en-
ergy of 450 GeV. Shortly after the energy was increased to 1.18 TeV
per beam, setting a new record for man made high energy particle
collisions. The early part of 2010 saw the continued ramp-up in beam
energies, achieving collisions at 7 TeV of center-of-mass energy, that
was later brought to 8 TeV later in 2012. The luminosity also rapidly
evolved thorough the successive runs. The peak instantaneous lumi-
nosity reached in 2010 is slightly higher than 2× 1032cm−2s−1, in-
creased to 3.65× 1033cm−2s−1 during 2011, delivering a total inte-
grated luminosity of 5.6 fb−1. In 2012 the instantaneous luminosity
increased to 7.73 × 1033cm−2s−1 for a total of 23.3 fb−1 delivered
to each of the ATLAS and CMS experiments. The evolution of the
peak and integrated luminosity as measured in ATLAS is shown in
Figure 15 and 16 respectively. During 2011 the number of interac-
tions produced per bunch crossing increased from 5 to 15, which
increased in 2012 from 10 to a peak of 35, as show in in Fig. 17. In
2010 and 2011, two heavy ion runs with lead-lead and p-lead nuclei
took place, where a maximum luminosity of 30× 1024cm−2s−1 has
been achieved.



54 the atlas experiment at the large hadron collider

Figure 15: The peak instantaneous luminosity delivered to ATLAS per day
versus time during the p-p runs of 2010, 2011 and 2012.

Figure 16: Cumulative luminosity versus time delivered to (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue)
during stable beams and for pp collisions at 7 TeV centre-of-mass
energy in 2011.
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Figure 17: Luminosity-weighted distribution of the mean number of interac-
tions per crossing for the 2011 and 2012 data.

4.2 the atlas experiment

ATLAS (A Toroidal LHC ApparatuS) is a general purpose particle de-
tector located in a large underground cavern at the point 1 interaction
point of the LHC.

It is 25 m in diameter and almost 46 m long, for a total weight of
approximately 7000 tonnes. It is built around the LHC beam pipe, in
a large cavern 300 feet underground.

The design of the ATLAS experiment has been driven by its physics
priorities: the investigation of the mechanism of EWSB and the search
for a SM Higgs boson, as well as the search for direct evidence for new
physics. The production of a SM Higgs boson provides a particularly
important benchmark, with a production rate varying widely over the
allowed mass range and a large number of possible decay modes. The
general requirements followed in the design of the ATLAS detector
[176, 177] can be summarised as:

• Excellent electromagnetic calorimetry for electron and photon
identification and measurements, complemented by full-coverage
hadronic calorimetry for accurate jet and Emiss

T measurements;

• High-precision muon momentum reconstruction, with the ca-
pability of accurate measurements with the stand-alone muon
spectrometer;

• Efficient charged particle tracking at high pile-up for high-pT

lepton, electron and photon identification, τ-lepton and heavy-
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flavour identification, and full event reconstruction capability at
lower luminosity;

• An hermetic construction in order to reconstruct all particles
produced in the interactions and for the accurate computation
of missing transverse energy.

• Triggering and measurements of particles at low-pT thresholds,
providing high efficiencies for most physics processes of interest
at the LHC.

ATLAS is composed of a series of concentric sub-systems, each sen-
sitive to different types of particles produced in the collisions. The In-
ner Detector (ID) [178, 179] is the closest to the interaction point and
measures the trajectories of charged particles. It is composed of the
Pixel Detector [180, 181], the Semiconductor Tracker (SCT) [182, 183,
184], and the Transition Radiation Tracker (TRT) [185, 186, 187], and
operates in a 2 Tesla magnetic field provided by the solenoid magnet
[188]. Surrounding the ID is the calorimeter system [189], designed
to measure the energy of electromagnetic showers produced by elec-
trons and photons and of hadronic showers produced by the frag-
mentation of hadrons. The calorimeter system consists of the liquid
argon electromagnetic calorimeters [190], the Tile hadronic calorime-
ters [191], the liquid argon hadronic end-cap calorimeters, and the
forward calorimeters. The Muon Spectrometer (MS) [192] surrounds
the calorimeter system and measures the trajectories of muons leav-
ing the calorimeter. The MS is composed of muon chambers operating
in a magnetic field, provided by the toroid magnets [193, 194]. A cut-
away view of the ATLAS detector, with the position of each of the
sub-detectors is shown in Figure 18.

4.2.1 Coordinate System

ATLAS uses a right handed coordinate system with the x-axis point-
ing towards the center of the LHC tunnel and the y axis pointing up-
ward. The nominal interaction point (IP) is conventionally considered
to be at the center of the detector, where x = y = z = 0. In cylindrical
coordinates the azimuthal angle φ is measured with respect to the
positive x-axis and the polar angle θ is measured with respect to the
positive z-axis. Since θ is not a boost invariant quantity, quantities are
instead commonly expressed in terms of the rapidity, y = 1

2 ln
(
E+pz
E−pz

)
.

For highly relativistic particles, in the limit in which the mass be-
comes negligible, there is an analogue variable which maintains all
the properties of the rapidity but is much easier to compute experi-
mentally, the pseudo-rapidity, defined as η = − ln tan(θ/2). A Lorentz
invariant measure of the angular separation between particles can
also be defined as ∆R =

√
∆η2 +∆φ2. At hadron colliders the lon-

gitudinal momentum of the individual colliding partons is unknown



4.2 the atlas experiment 57

Figure 18: A cut-away view of the ATLAS detector, showing the different
subsystems around the beam-axis. The main detector compo-
nents are indicated.

and due to the difficulty to measure particles very close to the beam-
line particles energies and momenta are measured in the transverse
plane. We define he transverse momentum as the momentum trans-

verse to the z axis, pT =
√
p2x + p

2
y, and similarly the transverse en-

ergy ET =
√
E2x + E

2
y. Missing transverse energy (Emiss

T ) is commonly
used to infer the presence of non-detectable particles escaping the de-
tector, such as neutrinos or particles predicted in many NP theories.
It is defined as the momentum imbalance in the plane transverse to
the beam axis, where momentum conservation is expected.

4.2.2 Magnet system

To be able to reconstruct charged particles momenta up to energies in
the TeV range strong magnetic fields are required. The ATLAS magnet
system, shown in Fig.19 consists of a central solenoid and three outer
air core toroids (one barrel and two endcaps). It makes use of Nb-Ti
superconducting technology and is cooled down to 4.5 K. With a total
size of 22 m in diameter and 26 m in length; it covers a volume of over
12000 m3 and stores up to 89 GJ of energy [195].

The central solenoid measures 5.8 m in length and is arranged
around the beampipe, with inner and outer radii of 2,46 and 2,56 m
(check), respectively. It provides a 2 T axial magnetic field in the inner
detector. To avoid degrading the electromagnetic calorimeter perfor-
mance it is made of a single layer of Nb-Ti superconductor, allowing



58 the atlas experiment at the large hadron collider

Figure 19: A schematic view of the ATLAS magnet systems.

a reduced thickness of 45 mm and it shares the same vacuum vessel
of the LAr calorimeter, for a total material budget of 0.85 X0

1.

The barrel toroid has a total length of 25.3 m with inner and outer
radii of 9,4 m and 20.1 m. Two end-cap toroids are inserted within
the barrel toroid, each measuring 5 m in length. Each of these toroids
contains eight additional coils, arranged at constant radius with re-
spect to the beam pipe. The toroids provide the muon system with a
magnetic field of 0.5 T and 1 T in the barrel and end-caps respectively.

4.2.3 Inner Detector

The Inner Detector (ID) is the innermost system of the ATLAS de-
tector, it provides precise track momentum measurements and effi-
cient primary and secondary vertex reconstruction. It is composed
of three independent but complementary sub-detectors. Two detec-
tors are based on semiconductor technology: the Pixel Detector and
the Semi-Conductor Tracker (SCT), while the Transition Radiation
Tracker (TRT) is made of straw-tubes. The ID is 2.1 m in diameter
and 6.2 m in length and is immersed in an axial magnetic field of
2 T. It consists of three sections, a central part and one end-cap at
each side, covering the pseudorapidity range |η| < 2.5. The number
of precision silicon layers is limited to keep a low cost and material
budget before the calorimeters. The ID provides a combined track
momentum resolution of

σpT
pT

= 0.05%⊕ 1%.

1 A radiation length, X0 is defined as the distance over which a particle energy is
reduced by a factor 1/e due to radiation losses only.
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Figure 20: ATLAS inner detector.

Pixel Detector

It is the closest sub-detector to the interaction point, built directly on
the beryllium beam pipe. It comprises three cylindrical barrel layers
and three forward disks layers on either side, which typically provide
three hits per particle. Due to the high occupancy it has the finest
granularity providing a position resolution of 10 µm in the R-φ direc-
tion and 115 µm in the R(z) direction for the barrel disks. The time
resolution is less than the 25 ns of the nominal bunch spacing in the
LHC. The nominal pixel size is 50 µm in the φ direction and 400 µm
in R(z) in the barrel and end-caps respectively. The barrel layer closest
to the beam, also called B-layer for its importance in secondary vertex
reconstruction, is situated at a radius R0 = 50.5 mm . The two outer
layers are situated at radii R0 = 88.5 mm and R2 = 120.5 mm and
are 800 mm long. The three end-cap disks are perpendicular to the
beam axis, with an inner radius of 89 mm and longitudinal positions
of |z0| = 495 mm, |z0| = 580 mm and |z0| = 650 mm. Each layer and
disk supports a number of pixel modules, composed of silicon sen-
sors bump-bonded to the front-end electronics and control circuitry.
Each module has 40,080 pixel electronic channels for a total number
of channels in the Pixel Detector of approximately 80 Millions. To
suppress electronic noise a cooling system keeps the pixel detector at
a temperature of 0°C. After three years of operation the hit detection
efficiency is still about 96%.



60 the atlas experiment at the large hadron collider

Figure 21: ATLAS inner detector.

SCT

The SCT is the second system of the ID, making use of silicon mi-
crostrip technology. It is composed of four layers covering the barrel
region in the pseudorapidity range |η| < 1.1− 1.4 with radii between
299 mm and 514 mm and a length of 1492 mm. Nine endcap disks
are placed on each side at positions from 853.8 mm to 2720.2 mm and
radii up to 56 cm, to extend the coverage to 1.1− 1.4 < |η| < 2.5. The
barrel layers consists of 2112 identical rectangular modules while the
endcap disks use 1976 wedge shaped modules of three different sizes.
To provide a measurement of the second coordinate the modules in
the barrel layer are tilted with a 40 mrad stereo angle. The SCT covers
a total area of 61 m2 with a total of 6.3 million of readout channels.
The position resolution of the SCT is of 17 µm in the azimuthal direc-
tion and 580 µm along the beam. It makes use of single sided p-in-n
silicon detectors, operated at a temperature of -7°C to suppress elec-
tronic noise, and at a bias voltage of 150 V, which can be increased
over the lifetime of the experiment to recover efficiency losses due to
radiation damage. The barrel section has a measured hit efficiency of
99.9% over all layers, while for the endcap is of 99.8%.

TRT

The TRT volume covers the radial section from 563 mm to 1066 mm. It
consists of over 300.000 drift tubes with a 4 mm diameter made from
wound Kapton (straw tubes) reinforced with carbon fibers and filled
with a gas mixture of 70% Xe, 27% CO2 and 3% O2. In the center
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of each tube is a gold-plated tungsten wire with a 31 µm diameter.
With the wall kept at a voltage of -1.5 kV and the wire at ground
potential the tube acts as a small proportional counter. The barrel
region consists of 144 cm long straws parallel to the beam, covering
|η| < 1.1. Wires are electrically split and read-out at both ends. The
endcaps have 37 cm straws assembled radially in wheels and read
out at their outer length, and extends the coverage to |η| < 2.

The TRT provides a single hit resolution of about 120 (130) µm in
the barrel (end-cap) and complements the track measurement of the
silicon sensors with, on average, an additional 30 hits per track at
larger lever arm.

The TRT also provides particle identification via the transition ra-
diation photons2 produced in polymer fibers (barrel) and foils (end-
caps) interleaved with the straws. The photons are absorbed by the
Xe atoms in the gas, significantly amplifying the ionization signal.
The TRT signal is readout with two thresholds. As electrons produce
on average many more TRT photons compared to charged hadrons,
such as pions, by counting the number of high-threshold photons it
is possible to discriminate between particle types.

4.2.4 Calorimeter

The goal of the calorimeter system is to measure the energy of parti-
cles by total absorption, to provide a crude estimate of their position
and to help in their identification. ATLAS uses a non-compensating
sampling calorimeter system covering the range |η| < 4.9. It is subdi-
vided in an electromagnetic calorimeter (EM) and an hadronic (Had)
calorimeter. The EM calorimeter uses liquid argon technology (LAr)
[196] and is divided into a barrel+endcap calorimeter for |η| < 3.2 and
a forward calorimeter covering 3.2 < |η| < 4.9. The Had calorimeter is
an Iron-scintillator sampling calorimeter composed of a central cylin-
der and two side extensions. The hadronic end-caps use the same
LAr technology of the EM calorimeter. The total thickness of the EM
calorimeter is of 22 X0 in the barrel and more than 24 X0 in the end-
cap. It can contain EM showers up to a TeV and absorb 2/3 of the
energy of a typical hadronic shower. The total thickness at η = 0 is
of 11 λ0

3, 1.3 coming from the support material. It can measure the
energy of a 100 GeV EM cluster with a resolution of the order of 1%
and similarly for a jet of 100 GeV, as well as reduce “punch-through”
jets 4.

2 Soft X-rays emitted by a charged particle when transversing the boundary between
materials with different dielectric constants.

3 The nuclear interaction length, λ0, is defined in analogy to X0.
4 Jets not contained in the calorimeter that can reach the muon system
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Figure 22: Schematic view of the ATLAS calorimeter system, from [197].

Liquid Argon Calorimeter

The EM calorimeter is a liquid argon (LAr) sampling calorimeter, with
lead plates as absorbers. To ensure maximum azimuthal coverage the
EM calorimeter uses an accordion geometry; the readout electrodes
and the lead absorbers are laid out radially and folded so that parti-
cles cannot cross the calorimeter without transversing it. It is divided
into a barrel and an endcap region. The barrel calorimeter (EMB) [198]
covers |η| < 1.475 (with a small non instrumented region near |η| = 0)
and consists of two identical half barrels housed in the same cryo-
stat (shared with the central solenoid). Each half-barrel is 3.2 m long
and inner and outer radii of 1.4 m and 2 m. The endcap calorimeters
(EMEC) [199] is made of two wheels, one on each side of the EMB.
Each wheel is 63 cm thick with an inner radius of 0.33 m and an
outer radius of 2.1 m. They are contained in two independent endcap
cryostats, together with the hadronic endcap and forward calorime-
ters 4.2.4. The wheels consists of two co-axial wheels, with the outer
wheel (OW) covering the region 1.375 < |η| < 2.5 and the inner wheel
(IW) covering the region 2.5 < |η| < 3.2.

The EM calorimeter is based on accordion-shaped copper-kapton
electrodes positioned between similarly shaped lead absorber plates
and kept in position by honeycomb spacers, with the whole system
immersed in LAr gas. The electrodes are built out of three copper
layers etched on polyamide: two outer conductive layers kept at high
voltage and a central layer to collect the signal through capacitive
coupling. The inner plate is used as readout using capacitive cou-
pling. When the nominal potential difference of 2000 V between the
electrodes and the absorbers is applied, the charges induced by ioni-
sation in the argon drift in 450 ns towards the electrodes.
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Figure 23: Schematic of a section of the EMB, displaying the different sam-
pling layers and their granularity [168].

In the EMB and EMEC-OW each module is segmented into three
longitudinal sections, with different granularities: strips, middle and
back. An illustration of a module of the EM calorimeter is shown in
Figure 23 The EMEC-IW is segmented in only two longitudinal sec-
tions and has a coarser lateral granularity. While the largest fraction
of the energy of EM objects is collected in the middle layer, helps in
discriminating between prompt γ and photons from π0 → γγ decays.
The back section measures the tails of highly energetic showers, help-
ing distinguishing deposits of electromagnetic or hadronic origin.

An additional 11 mm thin LAr presampler covering the region
|η| < 1.8 allows for corrections of the energy losses in material up-
stream the EM calorimeters. It uses a fine η granularity of 0.2. With its
projective geometry the calorimeter is also able to reconstruct the di-
rection of neutral particles, such as photons, for which the ID cannot
be used. From drift-time measurements [200] the energy resolution
has been measured to be about σEE = 10%√

E/ GeV
⊕ 0.7%.

Tile Calorimeter

The Tile calorimeter is a sampling calorimeter using steel as absorber
and scintillator plastic tiles as detecting medium. It provides an aver-
age resolution for hadronic jets of about σE/E = 50%/

√
E/ GeV⊕ 3%

in the barrel and endcap and of σE/E = 100%/
√
E/ GeV⊕ 10% in the

forward section. It is segmented into three barrel structures placed
directly outside the EM calorimeter, with an inner radius of 2.2 m
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Figure 24: Schematic view of a tile calorimeter module, showing the alter-
nating steel and scintillating material [168].

and an outer radius of 4.25 m. The central barrel is 5.8 m long and
extends to |η| < 1.0, two extended barrels, each 2.6 m long, cover the
range 0.8 < |η| < 1.7. Each barrel is made of 64 wedge-shaped mod-
ules in φ, each covering a sector ∆φ ∼ 0.1. The space between the
central and extended barrel calorimeter presents a 60 cm gap where
ID service cables and LAr pipes are mounted, thus providing only
limited instrumentation.

The scintillating light is read by fibers on either side of the scintil-
lator tile and guided to photomultipliers housed on the outer radius
of the module. The fibers are grouped together in readout cells, seg-
menting the Tile calorimeter in three layers. Cells have dimensions
∆η × ∆φ = 0.1 × 0.1 in the two innermost layers and ∆η × ∆φ =

0.2× 0.1 in the outer layer.
The Hadronic Endcap (HEC) calorimeter consists of two indepen-

dent wheels per endcap, located behind the EMEC calorimeters. It
covers the region 1.5 < |η| < 3.2, overlapping with both the Tile and
Forward calorimeters, with which it shares the cryostats. Each HEC
wheel is made of 32 wedge-shaped modules of parallel plate cop-
per/LAr technology. The wheels have an inner radius of 372 mm for
the first nine plates and 475 for the rest, and outer radius of 2.03 m.
The two wheels combined provide four longitudinal calorimeter lay-
ers with a granularity of ∆η×∆φ = 0.1× 0.1 for 1.5 < |η| < 2.5 and
∆η×∆φ = 0.2× 0.2 for 2.5 < |η| < 3.2.
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Forward Calorimeter

The Forward Calorimeter (FCal) covers the region 3.1 < |η| < 4.9 and
is also based on LAr technology. To withstand the high particle fluxes
in this region it exploits a novel design, using cylindrical electrodes
consisting of rods concentrically inside tubes parallel to the beam axis,
supported by a metal matrix. It consists of three modules; the first and
closer to the interaction point is optimized for EM measurements and
uses mainly copper as absorber. The other two are mainly made of
tungsten and optimized for hadronic measurements.

4.2.5 Muon Spectrometer

The Muon Spectrometer (MS) is the largest of all ATLAS subdetectors,
designed to measure particles momenta up to pseudorapidity |η| <

2.7 and to provide trigger capabilities up to |η| < 2.4. measure particle
momenta from 3 GeV to 1 TeV with a design performance of stand-
alone transverse momentum resolution of 10% for 1 TeV muons. It is
built in and around the toroid magnets.

Resistive Plate Chambers (RPC) [201] and Thin Gap Chambers (TGC)
[202, 203] provide muon trigger information in the barrel and endcap
regions respectively, while Monitored Drift Tubes (MDT) [204] and
Cathode Strip Chambers (CSC) [205] are used to precisely measure
the position in the bending plane (parallel to the beam axis).

For muons with transverse momenta up to 400 GeV the pT resolu-
tion as measured in beam tests [197] is

σpT
pT

= 0.29 GeV/pT ⊕ 0.043⊕
4.1 · 10−4GeV−1 · pT

Monitored Drift Tubes

MDTs are aluminium tubes of a diameter of 30 mm with a tungsten
wire running through the center, immersed in a gas mixture of 93%
Ar, 7% CO2. The passage of a muon ionize the gas, and the electron
avalanche is collected by the wires. MDTs are used in both barrel end
end-caps to provide precise position and momentum measurements
for the full |η| < 2.7 coverage of the muon system (except in the
innermost endcap layer where their coverage is limited to |η| < 2.0).
The size and spacing of the MDTs increases with the distance from the
beampipe. A typical chamber will consist of two multi-layers of drift
tubes, separated by aluminium spacer bars. In the barrel inner layer
each chamber consists of four layers of tubes, while in the middle
and outer regions they consist of only three layers. The chambers are
operated at an absolute pressure of 3 bar, which achieves an average
resolution of 80 µm per tube, or about 35 µm per chamber. On average
a muon is expected to leave a hit on 20 individual tubes.
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Figure 25: Schematic view of the muon spectrometer in the x-y and z-y pro-
jections, from [197].
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Cathode Strip Chambers

In the forward region the rate per unit area is too high for the MDTs
and Cathode Strip Chambers, with a faster response time and better
resolution are used. The CSC cover the rapidity range 2.0 < |η| < 2.7
in the innermost part of the end-caps. They consist of multi-wire
proportional chambers with multiple closely spaced anode wires sur-
rounded by a gas mixture of 80% Ar and 20% CO2 with catode strips
running perpendicular to the wires. This orthogonal layout allows the
charge distribution to be measured in both directions normal to the
beam axis. The resolution of a chamber is 40 µm in the bending plane
and about 5 mm in the transverse plane.

Resistive Plate Chambers

The trigger system in the barrel consists of three concentric cylindrical
layers (trigger stations) of RPC chambers around the beam axis. Each
station is made of two detector layers, so that a muon going through
all barrel stations will leave six hits in each of the η and φ coordinates.
An RPC consist of two resistive parallel plates separated by a 2 mm
gap, filled with a gas mixture of 94.7% C2H2F4, 5% Iso-C4H10 and
0.3% SF6, The electric field between the plates of about 4.9 kV/mm
creates electron avalanches along the ionising tracks towards the an-
ode. The signal is read out via capacitive coupling to metallic strips,
which are mounted on the outer faces of the resistive plates.

Thin Gap Chambers

In addition to the increased occupancy, the forward region suffers
from radiation levels which are up to 10 times those in the central
region. TGCs are used to trigger on muon tracks in the end-cap region
1.05 < |η| < 2.4, as well as to provide a second measurement of
the azimuthal coordinate complementing the MDT’s one. They are
multi-wire proportional chambers working similarly to the CSCs but
with a spacing between the wire and the cathode smaller than the
wire-to-wire spacing, to allow for higher granularity. Operating in a
high gain mode, they are able to provide large signals with a narrow
spread in time. Because of the small gap and small spacing between
the wires TGC signals have a narrow spread in time. They make use
of a highly quenching gas mixture of 55% CO2 and 45% n-C5H12.
TGCs are placed in two concentric rings, an inner one containing two
TGC layers and an outer one containing seven. They are segmented
radially and tailored to provide excellent time resolution even for
very high rates. Both TGC and RPC chambers are designed to provide
a signal over a time shorter than 25 ns. In this way the bunch crossing
responsible for firing the trigger can be identified with an efficiency
higher than 99%.
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4.2.6 Luminosity and forward detectors

The measurement of the recorded integrated luminosity is an essen-
tial input for any cross-section measurement and affects the back-
ground estimates and the sensitivity in searches for new physics.

ATLAS has two primary detectors for the luminosity determina-
tion. LUCID, specifically designed for luminosity measurements, is
a segmented gas Cherenkov detectors surrounding the beampipe at
z = ±17 m. The Beam Conditions Monitor (BCM) consists of four
small diamond detectors arranged symmetrically at a radial distance
of 5.5 cm around the beampipe and located at z = ±1.8 m from the
interaction point, that provides a beam abort signal to protect the ID
from beam losses.

For a circular collider operating at a frequency fr with nb bunches
colliding per revolution, the luminosity can be expressed as L =

µnbfr/σinel, with µ the average number of inelastic interactions per
bunch crossing. The observed interaction rate per crossing measured
during nominal data taking can then be related to the delivered lu-
minosity. The absolute luminosity scale is obtained by measuring the
horizontal and vertical beam profiles in dedicated beam separation
scans, also called van der Meer scans (vdM) [206]. The luminosity cal-
ibration in 2011 yielded uncertainties of about ±1.5% from the vdM
scans [207]. Combined with uncertainties on the extrapolation proce-
dure, including long term stability effects, the luminosity measure-
ment in 2011 was performed with a remarkable precision of ±1.8%,
while preliminary studies for the 2012 calibration following the same
methodology as that detailed in Ref. [207] yield an uncertainty of
±2.8%.

4.2.7 Trigger and DAQ

With LHC operating at its design parameters (bunch crossing rate of
40 MHz and 1034 cm−2s−1) the rate of events is expected to be 1 GHz.
Such a large amount of data would be difficult to distribute and pro-
cess efficiently and very expensive to be stored. Moreover the rate of
production for events of interest is order of magnitudes smaller than
the total rate, dominated by low-pT inelastic and diffractive collisions.

In ATLAS a three level trigger system progressively filters out non-
interesting events, making use of more detailed, and thus slower to
process, information at each successive stage. A block diagram of the
Trigger and DAQ systems is shown in Fig. 26.

The Level-1 (L1) trigger [208] is a hardware based trigger using
fast custom electronics (ASICs and FPGAs). It makes use of partial
detectors information to provide a fast decision within 2.5 µs and
reduce the rate below 75 KHz, a reduction factor of 500. It considers
high pT muon segments, electromagnetic clusters, jets and τ lepton
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Figure 26: Block diagram of the ATLAS trigger/DAQ system [208].

candidates as well as computing an event wise jet energy sum and
Emiss

T .
The L1 calorimeter trigger (L1Calo) considers energy deposit in

trigger towers, regions at a reduced granularity of ∆η×∆φ = 0.1× 0.1.
A sliding window algorithm searches for local energy maxima across
groups of trigger towers (or coarser granularity 0.2× 0.2 jet elements,
in the case of jets, missing energy and energy sum triggers), and tests
these maxima against predefined thresholds. L1 electron and photon
objects are defined as windows of 2×2 EM calorimeter trigger towers,
where horizontal or vertical sums of 1× 2 blocks exceed predefined
thresholds, An absolute isolation requirement can also be applied by
requesting the 12 towers surrounding the central core region to be
less than programmable threshold.

The muon trigger (L1Muon) uses information from the TGC and
RPC chambers only, and estimates the pT of muon candidates by
approximating the curvature of the muon trajectory between muon
stations. Both L1Calo and L1Muon report the multiplicities of the
various candidates for various thresholds to the Central Trigger Pro-
cessor (CTP), which takes the final trigger decision based on logical
expressions stored in look-up tables. A prescale value p can be ap-
plied separately on each trigger item to accept only a fraction of the
events that could pass a given trigger selection.

While the L1 trigger decision is being formed, sub-detectors data
are stored in on-detector pipeline memories. After a Level-1 accept
all the data from that bunch-crossing are read-out by sub-detector
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specific read-out drivers (ROD) which formats the digitized signals
before sending it through optical links to read-out buffers (ROB) of
the read-out system (ROS) of the data acquisition (DAQ) system.

The high-level trigger (HLT) [209], subdivided into the Level-2 (L2)
and Event Filter (EF), is implemented entirely in software, and runs
on off-the-shelf computers and networking technology. In contrast to
the L1 trigger which has to process the events sequentially, the HLT
operates asynchronously and processes many events in parallel.

The L2 has available the full resolution data, including tracking
information from the Inner Detector, but to save bandwidth, it only
retrieves data in the areas defined by the ROIs provided by L1. L2

makes a decision in 10ms and rejects about 95% of the events, for
an output rate of 3.5 KHz. If the event is accepted the read-out sys-
tem sends the whole data to the Event Building (EB) system, which
merges the event fragments before the third trigger level.

At the EF leve the whole detector data is available, and the algo-
rithms used are very similar to the ones used in the offline recon-
struction. It accepts on average one out of ten events.

In total the L2 trigger uses approximately 500 computing nodes,
the EF uses 1800 nodes and 100 nodes are used for event building.
The total rejection factor of the trigger system is 107, resulting in a
nominal output rate of 100 Hz5 to be stored for subsequent analysis.

After being output from the EF events get sorted in different streams
depending on the sets of trigger criteria that accepted the event. Three
major streams are of interest for physics analysis: Egamma, Muons
and JetTauEtmiss.

The selected events are subsequently stored on tape at the CERN
computing center (Tier0) where the final reconstruction takes place.
The data is also replicated to sites all over the world where they can
be processed and analysed using the Worldwide LHC Computing
Grid [210, 211].

5 For parts of the 2010-2012 data taking the trigger could accept events at up to 400 Hz
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O B J E C T R E C O N S T R U C T I O N A N D S E L E C T I O N

This chapter describes the standard reconstruction and identification
of high-level objects in ATLAS. The techniques used to estimate ef-
ficiencies and the calibration of these objects, as well as their uncer-
tainties are also briefly reviewed. The focus is on the algorithms and
selections applied to data collected during the 2012 run, as used in
the next chapter.

5.1 tracking and vertexing

The ability to detect and reconstruct trajectories of charged particles
is essential for lepton identification and momentum reconstruction.
Multiple track reconstruction allows to identify the vertices where ei-
ther the pp interaction took place (primary vertex) or the decay of a
long lived particle happened (secondary or displaced vertex). More-
over, a precise measurement of the track impact parameter allows the
identification of heavy-flavour quarks inside jets.

Tracks are reconstructed within the full ID acceptance of |η| < 2.5
with a lowest momentum threshold of pT > 400 MeV. A sequence of
algorithms is used [212, 213]. In a first step an inside-out algorithm
starts from 3-point seeds in the silicon detectors and adds hits mov-
ing away from the interaction point using a combinatorial Kalman
filter1. Ambiguities in the track candidates are resolved, and tracks
are extended into the TRT. This is the baseline algorithm and is de-
signed for an efficient reconstruction of primary charged particles. In
a second stage, a track search starts from segments reconstructed in
the TRT and extends them inwards by adding silicon hits. This back-
tracking is mainly designed to recover secondary tracks from con-
versions, material interactions and long-lived particle decays. Tracks
with a TRT segment but no extension into the silicon detectors are re-
ferred as TRT-standalone tracks. Besides the default track reconstruc-
tion criteria, tighter requirement can be applied to suppress the rate
of fake tracks with high pile-up (robust selection) [212]. The track re-
construction efficiency is defined as the fraction of primary particles
matched to a reconstructed track. The accuracy of the reconstruction
of charged particle trajectories is limited by the combined effect of
the finite resolution of the detector elements, the knowledge of the

1 A Kalman filter is an iterative algorithm that provides the optimal estimate for the
system parameters based on projection from earlier measurements and current mea-
surement

71
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Figure 27: Schematic representation of the detector components in a plane
perpendicular to the LHC beam line (transverse plane) in the
barrel region. Only a small sector of the azimuthally symmetric
detector is shown, starting outwards from the LHC beam vac-
uum pipe. Typical signatures for various particles as measured in
the different detector layers are illustrated, where solid lines rep-
resent directly measurable trajectories of charged particles, and
dashed lines the straight-line trajectories of neutral particles leav-
ing no direct signals in tracking detectors.
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locations of the detector elements, of the magnetic field, and of the
amount of material in the detector. The reconstruction is also affected
by the occupancy of detector modules, particularly in dense environ-
ments resulting from jets at high pile-up. For tracks with pT > 10 GeV
the efficiency, derived in a MC sample of non-diffractive events, ap-
proaches 90%.

Misalignments of the active detector elements deteriorate the reso-
lution of the reconstructed track, while correlated geometrical distor-
tions can lead to systematic biases on the reconstructed track param-
eters. The ID has been aligned using a track-based technique [214]
which minimizes the track-to-hit residuals by correcting the align-
ment parameters. It allows the alignment of all tracking subsystems
together, with the position of each individual module known to a
precision better than 1µm [215].

The correct identification of the primary vertex from a hard-scattering
process is crucial for physics analyses, especially at high pile-up con-
ditions, as it allows the precise knowledge of the number of addi-
tional pile-up interactions.

Primary vertices are reconstructed using an adaptive vertex finding
algorithm [216, 213]. Vertex seeds are obtained from the z-position at
the beamline of the reconstructed tracks. An iterative χ2 fit is made
using the seed and nearby tracks. Tracks displaced by more than 7σ
are used to seed a new vertex and the procedure is repeated until no
additional vertices can be found. The beam spot position is used as a
constraint. Vertices are required to contain at least two tracks.

Vertices are matched to interactions by calculating the sum of the
weights of the tracks in a vertex matched to each interaction. In gen-
eral, more than one vertex is found per event. The vertex with the
largest sum of squared transverse momenta of the associated tracks
(
∑
p2T) is chosen as primary vertex of the event, while others are de-

noted as pile-up vertices. The increasing number of fake tracks in a
high pile-up environment increases the probability to reconstruct a
fake vertex. The vertex efficiency is calculated with the same track-to-
particle matching used to calculate the tracking efficiency.

5.2 jets

Hadronic jets, arising from the fragmentation of quarks and gluons,
are responsible for most of the structure of collision events at the LHC.
They are key ingredients of many Standard Model measurements and
widely used in New Physics searches.
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5.2.1 Clustering

The highly segmented calorimeters of the ATLAS detector enables
the reconstruction of jets with high precision. The calorimeter cells
are grouped to 3-dimensional clusters of topologically connected cells
called topo-clusters. From topo-clusters jets can be built using any ar-
bitrary clustering algorithm. The topo-cluster finding is optimized to
noise and pile-up suppression [217, 218] and works in three steps.
The first step is the identification of seeds, which are cells with en-
ergy deposits E > 4σ, where σ is a noise threshold defined as the
sum in quadrature of electronic and pile-up noise. The second step is
the iterative adjunction of neighboring cells with E > 2σ to the seeds.
In the third step, an extra layer of cells with E > 0 on the perime-
ter of the clustered cells are added. After topo-clusters are found, a
splitting algorithm further separates the resulting clusters based on
local energy maxima. Two schemes are used to calibrate topo-clusters.
A calibration to the electromagnetic scale (EM topo-clusters) and lo-
cal calibration weighting [219] (LCW topo-clusters). In both cases, the
mass of the topo-clusters is set to zero. The EM topo-clusters are cal-
ibrated to the response from electrons. In the LCW calibration topo-
clusters are classified as electromagnetic or hadronic, according to
the measured energy density and the longitudinal shower depth. A
weighting scheme is then used to correct for the different electron-
to-pion response in the calorimeters. Dedicated corrections address
effects from dead material and out-of-cluster energy [217].

5.2.2 Jets reconstruction and calibration

Jets are reconstructed using the Anti-kt algorithm [56, 220] with four-
momentum recombination utilising the FastJet software package [221].
The distance parameter used is ∆R = 0.4, optimised to better han-
dle high multiplicity final states. The algorithm takes as inputs topo-
clusters, calibrated using the local cluster weighting (LCW). Only
clusters with positive energy are considered. Jet momenta are con-
structed by performing a four-vector sum from these clusters, treating
each as an (E,~p) four-vector with zero mass. Except during the Emiss

T
computation, where the η range is not restricted, only jet candidates
with pT > 20 GeV and |η| < 2.8 are subsequently retained.

Further corrections are applied to bring the jet energy to the particle-
level, corresponding to the energy of a jet built from the true stable
particles after hadronisation, which is independent of the detector re-
sponse 28. This calibration corrects for the effects of calorimeter non-
compensation and inhomogeneities by using pT- and η-dependent
calibration factors based on MC corrections validated with extensive
test-beam and collision-data studies [222].
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Figure 28: The production of jets in a hard scattering interaction and the
different levels at which they can be defined.

One of the challenges connected with jet reconstruction at hadron
colliders are simultaneous proton-proton collisions in the same or
neighboring bunch crossings (pile-up). The effect of pile-up is to add
energy deposits to the jets from the hard-scatter event and to create
additional soft jets (pile-up jets).

The dependence of the jet response on pileup conditions is signif-
icantly reduced by implementing a correction based on the “Jet-area
method” [223, 224]. In its most basic form, it makes use of two vari-
ables: the median pT density ρ in an event and the jet catchment area
Aµjet. The quantity ρ ·Aµjet gives an estimate of the pile-up contribu-
tion to the jet, which is subtracted from the jet four momentum. This
correction is derived from MC simulations as a function of the num-
ber of reconstructed primary vertices NPV and the expected average
number of interactions (µ, sensitive to out-of-time pile-up) in bins of
jet pseudorapidity and transverse momentum . A correction to the jet
direction is then applied, to make the jet pointing back to the primary
event vertex instead of the nominal center of the ATLAS detector.

The final jet energy calibration (Jet Energy Scale) is a multiplica-
tion by the average jet energy response. It corrects the jet energy by
multiplying by the response ratio of MC to data ELCW

jet /Etruth
jet using

isolated jets from an inclusive dijet MC sample. After applying the
jet energy scale (JES), the EM jets and LCW jets are called EM+JES
and LCW+JES jets, respectively. The jet pseudorapidity calibration
corrects for a bias due to poorly instrumented regions of the calorime-
ter. Differences between data and MC simulation lead to miscalibra-
tion of jet energy which is removed by a residual in situ calibration
applied to the data only.

5.2.3 Jet energy scale and resolution uncertainties

For many analyses the uncertainty on the Jet Energy Scale (JES) and
resolution (JER) calibrations is a dominant systematic. Uncertainties
on the JES and JER also have a direct impact on the determination of
the missing transverse energy.
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Figure 29: Fractional in situ jet energy scale systematic uncertainty as a func-
tion of the jet pT for central jet and as function of η for jets with
pT = 300 GeV for anti-kt jets with distance parameter of R = 0.4
calibrated using the LCW+JES calibration scheme. The contribu-
tions from each source of uncertainty is shown separately [222].
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The uncertainty of JES has several components, such as in situ cali-
bration uncertainties, pile-up uncertainty, flavor composition and fla-
vor response uncertainty. In situ techniques exploit the transverse mo-
mentum balance between a jet and a well measured reference object
[222]. To cover a large kinematic phase space different reference ob-
jects are used in various methods. For low jet energies the pT balance
of the jet against a Z boson or a photon is used. In order to probe jets
with TeV energies multijet balance is used where the jet is balanced
against one or more lower pT jets. These uncertainties for the central
region are shown in Figure 29 together with the total JES uncertainty.
The JES uncertainty is found to be smaller than 4% and in the jet pT

region of 100-1000 GeV, it is less than 2%.
The jet energy resolution is measured in data by exploiting the pT

balance in events containing high-pT jets with two in situ techniques:
dijet balance and bisector method [225]. The resolutions obtained ap-
plying the in situ techniques to Monte Carlo simulation are in agree-
ment within 10% with the resolutions determined by comparing jets
at calorimeter and particle level.

5.3 b-jets identification

The identification of jets originating from the fragmentation of a B-
hadron (b-tagging) is a powerful tool allowing the suppression of
background processes that contain predominantly light-flavour jets.
b-tagging is used in many physics analyses such as property mea-
surements of the top quark, searches for the Higgs boson decaying
to a b-quark pair (H → bb̄) and searches for new physics phenom-
ena with decays to heavy flavour quarks. Several properties of b-
jets are exploited in their identification. B-hadrons have a relatively
long lifetime, of the order of 1.5 ps (cτ ∼ 450 µm). A B-hadron with
pT = 50 GeV will thus travel on average 3 mm in the transverse plane
before decaying, leading to topologies with at least one vertex dis-
placed from the interaction point. Because of the high b-quark mass,
its decay products also tend to have higher pT than for light jets. This
causes b-jets to be wider, have higher particle multiplicities and large
invariant masses. Various algorithms have been developed in ATLAS
to identify b-jets [226].

• Impact parameter taggers. The tracks from b-hadron decay prod-
ucts tend to have rather large impact parameters which can be
distinguished from tracks originating from the primary vertex.
IP3D is a powerful algorithm relying on both the transverse and
longitudinal impact parameters of the tracks associated with the
jet. The transverse impact parameter, d0, is the distance of clos-
est approach of the track to the primary vertex point, in the
r−φ projection. The longitudinal impact parameter, z0, is the
difference between the z coordinates of the primary vertex po-
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sition and of the track at this point of closest approach in r−φ.
The correlation between the two input variables is taken into ac-
count using a two-dimensional log-likelihood ratio as discrimi-
nant.

• Secondary vertex taggers. An alternative strategy, exploited in the
SV0 and SV1 algorithms, is the explicit reconstruction of the sec-
ondary vertex. SV0 uses as discriminant the signed flight length
significance, defined as the distance between the primary vertex
and the inclusive secondary vertex divided by the measurement
uncertainty. The significance is signed with respect to the jet di-
rection, in the same way as the transverse impact parameter
of tracks is. SV1 is a similar algorithm providing higher per-
formance due to the use of a likelihood ratio formalism. Three
input variables are used: the invariant mass of all tracks used
to reconstruct the vertex, the ratio of the sum of the energies of
these tracks to the sum of the energies of all tracks in the jet,
and the number of two-track vertices. In addition, the angle be-
tween the jet direction and the direction of the line joining the
primary vertex is considered.

• Decay chain reconstruction. JetFitter is a decay chain reconstruc-
tion algorithm which aims at reconstructing the full hadron de-
cay chain (from b- and c-quarks). It uses a Kalman filter to de-
termine the trajectory defined by the primary and the b- or c-
vertex, as well as their positions. The discrimination is obtained
from a likelihood including track and vertex variables, as well
as the flight length significances for each vertex [227].

The vertex-based algorithms exhibit much lower mistag rates than
the impact-parameter-based tagger, but their efficiency for actual b-
jets is limited by the low secondary vertex finding efficiency. Both
approaches are therefore combined to define more versatile and pow-
erful tagging algorithms. A powerful combination technique is the
use of an artificial neural network, which can take advantage of com-
plex correlations between the input variables. Two tagging algorithms
are defined in this way. IP3D+JetFitter is a combination of the two
IP3D and JetFitter weights. MV1 is an artificial neural network us-
ing the results of the IP3D, SV1 and IP3D+JetFitter algorithms as
input, and provides the likelihood for a given jet to be originating
from a b-, c- or light-quark. The MV1 tagger has been used TODO
An operating point is chosen such that 70% of truth b-jets and about
1% of light-flavour or gluon jets are selected in simulated tt̄ events
[228, 229]. Charm-quark initiated jets are tagged with an efficiency of
about 20%.

The performance of b-tagging algorithms is evaluated by measur-
ing the efficiency to correctly identify jets originating from b-partons
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Figure 30: [Top] Efficiency of the MV1 tagger to select b, c, and light-flavour
jets, as a function of jet pT. The weight selection on the MV1

output discriminant is chosen to be 70% efficient for b jets with
pT > 20 GeV and |η| < 2.5, as evaluated on a sample of simulated
tt̄ events [229]. [Bottom] The b-tag efficiency data-to-simulation
scale factor for the MV1 tagging algorithm at 70% efficiency on 8

TeV data, using using a tag and probe method based on kinematic
selection on tt̄ dilepton sample with two jets in the final state. The
jets are reconstructed from topological clusters using the anti-kt
algorithm with a distance parameter of 0.4, applying the local
calibration scheme [228].
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in data as a function of the jet pT. The efficiency in the simulation
is then matched to the one in data with scale factors. The b-jet tag-
ging efficiency is measured in a sample of jets containing muons and
of tt̄ events, which naturally contain a high fraction of b-jets, using
a combination of different techniques. The efficiency for c and light-
jets (mistag rate) is obtained from a sample of jets associated with
D∗ mesons and of c-hadrons produced in association with a W bo-
son. The probability to misidentify light-quark and gluon jets as b-
jets (mistag rate) has been measured on a sample of multijet events.
A good agreement is found for combination of the various measure-
ments, resulting in uncertainties for the b-tagging efficiency ranging
from 2% to 4% for jets with pT up to 200 GeV, rising to 12% for higher
jets pT.

5.4 muons

Muons are reconstructed using a statistical combination (STACO) al-
gorithm, which performs a combination of the track parameters re-
constructed in the muon spectrometer and in the inner detector using
the corresponding covariance matrices [168].

Two different reconstruction criteria are used for the identification
of muons.

• Combined (CB) muons consists of tracks which have been inde-
pendently reconstructed in the MS and ID. This is the main type
of reconstructed muons.

• Segment-tagged (ST) muons use a MS track to find correspond-
ing one in the ID. ST muons are used to increase the acceptance
in the cases in which the muon crossed only one layer of MS
chambers, either because of its low pT or because it falls in re-
gions with reduced MS acceptance (|η| ∼ 0 and |η| ∼ 1.2).

The ID tracks used for muon reconstruction are required to have at
least one pixel hit and 5 SCT hits and at most 2 active Pixel or SCT
sensors transversed by the track but without hits. In the region of full
TRT acceptance, 0.1 < |η| < 1.9 at least 9 TRT hits are required. The
number of Pixel and SCT hits is reduced by one if the track trans-
verses a sensor module known to be inefficient according to a time
dependent database.

The baseline selection requires the muons to pass the acceptance
cuts pT > 10 GeV and |η| < 2.4. Baseline muons are used for over-
lap removal with jets, photons and electrons. Further requirements
are applied to select signal muons. The transverse impact parameter
significance of the track, defined as d0/σ(d0), calculated with respect
to the primary vertex (defined in Section 5.1), is required to be less
than 3 and the longitudinal impact parameter z0 sin θ to be less than
0.4 mm. The track-based isolation is defined as the scalar sum of
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the pT of tracks inside a cone of ∆R < 0.3 around the lepton track
and should be smaller than 0.12 ·min(pT, 60 GeV). The tracks consid-
ered in the sum must be compatible with the lepton vertex and have
pT > 0.4 GeV. The calorimeter-based isolation uses the transverse en-
ergy deposited in the calorimeter in a cone of radius ∆R < 0.3 around
the lepton, corrected for the effect of pileup, and must be less than
0.12 ·min(pT, 60 GeV).

The availability of two independent detectors to reconstruct the
muons enables a precise determination of the muon reconstruction
efficiency, as well as momentum scale and resolution parameters in
the region |η| < 2.5. The muon reconstruction efficiency is measured
using Z→ µµ and J/ψ→ µµ decays, using a Tag-and-Probe method
[230]. A correction is applied to the simulation to account for dis-
crepancies in the muon identification efficiency between data and
MC. The measured reconstruction efficiencies for the combination of
CB+ST muons is above 98% throughout the entire range with the
exception of the central region of |η| < 0.1, where due to lacking in-
strumentation of the MS a drop to 65% is observed. The efficiencies
are found to be stable as a function of the transverse momentum.

The momentum resolution and scale are additional important pa-
rameters used in the evaluation of the muon reconstruction perfor-
mance. Decays of the Z, J/Ψ, and Υ resonances are used to determine
the muon momentum resolution and scale and to derive a smearing
correction to match the resolution in the simulation to data. The scale
and momentum resolution parameters are determined in 16 different
η regions of the detector using a maximum likelihood template fit to
Z→ µµ data. The di-muon mass resolution ranges from 1.5 to 3 GeV
at the Z mass in the different detector regions.

An excellent level of agreement between the corrected simulation
and collision data is observed, with an agreement at permill-level
through most of the detector, as shown in Fig 31.

5.5 electrons

The electron reconstruction [231] in the central region of the ATLAS
detector (|η| < 2.47) starts from energy deposits (clusters) in the
EM calorimeter which are then associated to reconstructed tracks of
charged particles in the ID.

The EM calorimeter is segmented into towers of size ∆η× ∆φ =

0.025× 0.025. Inside each of these elements, the energy of all cells in
all longitudinal layers is summed into the tower energy. These clus-
ters are seeded by towers with total transverse energy above 2.5 GeV
and searched for by a sliding-window algorithm [218], with a win-
dow size of 3× 5 towers.

Once seed clusters have been found a matching to tracks recon-
structed in the ID is performed. A loose matching is applied at this
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Figure 31: Measured reconstruction efficiency for CB+ST muons as a func-
tion of the muon pT (top), for muons with 0.1 < |η| < 2.5, ob-
tained from Z→ µµ and J/Ψ→ µµ events. The green and orange
areas in the bottom pad shows the statistical and total uncertainty,
respectively. Ratio of the reconstructed mean mass 〈mµµ〉 for data
and the corrected MC from J/Ψ, Υ and Z (bottom) as a function
of the pseudorapidity of the leading muon [230].
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stage, the distance between the track impact point and the position
of the cluster must agree within ∆η < 0.05. If more than one track
is matched to the cluster, the match with the smallest ∆R distance
is chosen. In order to correct for energy losses in the ID due to
bremsstrahlung, the matched tracks are refitted using a Gaussian
Sum Filter algorithm [232]. It yields a better estimate of the track
parameters, especially in the transverse plane, by accounting for the
non-linear bremsstrahlung effects.

The energy of the electron cluster is collected by enlarging its size
to 3 × 7 in the EM barrel region and to 5 × 5 in the EM end-caps.
The total electron energy is then computed by taking the sum of
the energy deposited in the calorimeter cluster itself, the estimated
energy deposited in front of the EM calorimeter, outside the clus-
ter (lateral leakage), and beyond the LAr electromagnetic calorimeter
(longitudinal leakage) [231, 233]. The correction for the material is
aided by the measured presampler signal, while the other three cor-
rections are derived from MC simulations. The four-momentum of
the reconstructed electron is then computed using the cluster energy,
with η and φmeasured at the interaction vertex of the track. The abso-
lute energy scale and the intercalibration of the different parts of the
EM calorimeter are determined using pure samples of electrons from
Z → ee, J/Ψ → ee decays [233]. An independent cross-check of the
in situ calibration is obtained from comparisons of the reconstructed
energy with the momentum measured in the ID W → eν events.

The lineshape from Z → ee and J/Ψ → ee events is also used to
determine the energy resolution and the residual difference between
data and simulated event samples. Due to imperfections in the de-
tector simulation, the energy resolution in data is about 1% larger
than in the MC. This effect is corrected for with scale factors, having
relative uncertainties ranging from 5% at 20 GeV to 20% at 100 GeV.

Reconstructed electrons suffer large backgrounds from different
sources such as mis-identified hadrons, photon conversions, and semi-
leptonic heavy-flavor decays. Additional identification criteria are ap-
plied to increase the purity of reconstructed electrons. The clusters
associated with electron and photon candidates must satisfy a set of
identification criteria, requiring their longitudinal and transverse pro-
files to be consistent with those expected for EM showers induced by
such particles. Shower shape variables in both the first and second
layers of the EM calorimeter and the fraction of energy deposited
in the hadronic calorimeter are used in the loose selection with addi-
tional requirements on the associated track quality and track-cluster
matching. Tightened requirements on these discriminating variables
are added to the medium criteria together with a loose selection on the
transverse impact parameter and on the number of hits in the TRT
associated with the track, and a measured hit in the innermost layer
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of the pixel detector to discriminate against photon conversions (if
the transversed module is active). The tight selection adds a selection
on the ratio of the candidate’s reconstructed energy to its track mo-
mentum, E/p, stricter requirements on the discriminating variables
and TRT information, and a veto on reconstructed photon conversion
vertices associated with the cluster. The identification efficiencies are
measured in Z → ee and J/Ψ → ee events, using a tag-and-probe
technique [234, 231, 233] The ee line-shape for the calibrated data
compared with the corrected simulation, and the identification effi-
ciencies for various selection criteria measured in Z → ee decays are
shown in Figure 32.

Baseline electrons are reconstructed using the medium identification
criteria and they are further required to have ET = Eclust/ cosh(η)
greater than 20 GeV and |ηclust| < 2.47. Signal electrons (used for
the event classification) should pass the tight identification criteria,
and are subject to additional requirements. To reject non-prompt lep-
tons, we ask the transverse impact parameter significance of the track
d0/σ(d0) calculated with respect to the primary vertex to be less
than 5 and the longitudinal impact parameter z0 sin θ to be less than
0.4mm. Signal leptons must also satisfy a cut on track and calorime-
ter isolation. To further suppress background from hadronic decays,
an isolation requirement is applied. The calorimeter isolation trans-
verse energy Econe

T is computed by summing the transverse energy of
all calorimeter cells in a cone of size ∆R around the candidate [218].
The isolation energy is corrected by subtracting the estimated con-
tributions from the photon or electron candidate itself and from the
underlying event and pile-up contributions using the technique pro-
posed in Ref. [236] and implemented as described in Ref. [237]. A
track isolation variable, pcone

T , is also used for electrons. It is built by
summing the transverse momenta of the tracks in a cone of size ∆R
around the candidate, excluding the track associated with the can-
didate itself. The tracks considered in the sum must come from the
reconstructed vertex with the highest sum of all associated tracks and
must have at least four hits in either the pixel or SCT detector.

The track based isolation, in a cone of ∆R < 0.3 around the lepton
track, should be smaller than 0.18 ·min(pT, 60 GeV). The calorimeter-
based isolation, also defined for a cone of ∆R < 0.3, must be less than
0.18 ·min(pT, 60 GeV).

5.6 photons

Like electrons, photons interact electromagnetically, producing show-
ers in the EM calorimeter. Being electrically neutral, they do not leave
a track in the inner detector. They can however convert to an electron-
positron pair in the presence of detector material.
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Figure 32: [Top:] Electron pair invariant mass distribution for Z → ee de-
cays in data and improved simulation. Energy scale corrections
are applied to the data. The improved simulation is shown before
and after energy resolution corrections, and is normalised to the
number of events in data [235]. [Bottom:] Identification efficiency
in data as a function of ET for the cut-based loose, multilepton,
medium and tight selections, compared to MC expectation for
electrons from Z → ee decay. The uncertainties are statistical (in-
ner error bars) and statistical+systematic (outer error bars) [234].
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Clusters without matching tracks are classified as unconverted pho-
tons [238]. Converted photons require a cluster with at least one
matched track associated to a conversion vertex. If the matched track
is consistent with originating from a photon conversion and if in ad-
dition a conversion vertex is reconstructed, the corresponding can-
didates are considered as converted photons. They are classified as
single-track or double-track conversions depending on the number
of assigned electron-tracks. The particular case of a conversion hav-
ing only one matched track can occur if the conversion takes place
late in the photon’s trajectory, as it traverses the TRT; the resulting
electron and positron are generally still quite close together as they
exit the inner detector and the TRT is unable to resolve the two tracks
separately.

The clustering algorithm for photons is almost identical to the elec-
tron algorithm. Converted photons use a window of size 3× 7 cells
in the barrel. Showers initiated by unconverted photons have a nar-
rower lateral size, due to the lack of radiation, and a smaller window
of 3× 5 cells is used. A 5× 5 cluster size is used in the end-cap for
both converted and unconverted photons.

Similarly as for electrons, these lateral cluster sizes were optimised
to take into account the different overall energy distributions in the
barrel and endcap calorimeters while minimising the pile-up and
noise contributions. The cluster energy is then determined by apply-
ing correction factors computed by a calibration scheme based on the
full detector simulation [233, 235].

After reconstruction photons candidates contain a singificant con-
tribution from misidentified jets with a large electromagnetic com-
ponent, mostly from the decay of neutral particles (π0, η). Two ref-
erence selections are defined for photon identification [239]. A loose
selection is largely based on the analougue electron loose criteria, and
is mostly used for triggering purposes The tight selection adds in-
formation from the finely segmented strip layer of the calorimeter,
which provides good rejection of hadronic jets where a neutral me-
son carries most of the jet energy. The tight criteria are separately
optimised for converted and unconverted photons, and depend on
the reconstructed photon |η| direction. They provide an identification
efficiency above 85% for EγT > 40 GeV with a background rejection
factor of about 5000 [238].

Unlike electrons there is no single physics process able to produce
a very clean sample of prompt photons over a large EγT range. The
identification efficiencies are obtained from different data-driven tech-
niques: selecting photons from radiative decays of the Z boson, ex-
trapolating photon properties from Z→ ee decays and by estimating
and subtracting the background fraction in a sample of isolated pho-
ton candidates.
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Figure 33: [Top:] Invariant mass distributions in data and simulation, for
large-angle Z → llγ events with converted photons in the elec-
tron and muon channels, for ∆R(l,γ) > 0.4 and E

γ
T > 15 GeV.

Energy corrections are applied. The MC simulation is normalised
to the number of events in data. [Bottom:] Contributions of the
different uncertainties to the relative resolution uncertainty as a
function of ET for unconverted photons with |η| = 0.2 [235].
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Only photon candidates reconstructed in the fiducial region of the
calorimeter are considered in the analysis, with the exception of the
barrel-endcap transition region which suffers from a worse recon-
struction efficiency. Photon candidates with a cluster containing a
bad channel or overlapping with regions affected by a dead front-end
board in the calorimeter are also rejected. As for electrons, the photon
energy is smeared in Monte Carlo and slightly rescaled in data. The
mllγ distribution measured in a sample of radiated photons from Z

decays compared to the corrected simulation, and the different contri-
butions to the total photon energy resolution uncertainty measured in
the same sample are shown in Figure 33. Signal photons are required
to pass the cut-based tight photon identification, and a further selec-
tion based on a calorimetric isolation variable is applied. This observ-
able provides further discrimination between genuine photons and
fake candidates from jets. The isolation energy is defined as the sum
of the transverse energy of the topo-clusters inside a cone of ∆R = 0.4
around the photon, excluding a 5× 7 grid of cells around the center
of the cone. The isolation energy is corrected for lateral leakage in
the calorimeter, causing the isolation energy to grow as function of
the photon ET, as well as for the average ambient energy (from the
underlying event and pile-up) in the event. The expected soft con-
tributions are subtracted on an event-by-event basis, the correction
being based on the “jet area” method 5.2. The average contribution
to the isolation from leakage are instead obtained from simulation.
A requirement of an isolation energy Etopo40T smaller than 4 GeV is
applied to the signal photons [235].

5.7 missing transverse energy

Missing transverse energy is one of the most important observables
at hadron colliders. It allows to discriminate leptonic decays of W
bosons and top quarks from background events not containing neu-
trinos. It is also an important variable in searches for new weakly
interacting, long-lived particles, which are predicted in many NP sce-
narios, including Supersymmetry. The ~ETmis is calculated from the vec-
tor sum of the energy deposits in the calorimeters and muons recon-
structed in the muon spectrometer. It is typically described by its az-
imuthal angle and magnitude, φmiss and Emiss

T . The Emiss
T reconstruc-

tion depends crucially on the calorimeter response. It is very sensitive
to particle momentum mismeasurements, particle misidentification,
detector malfunctions, particles transversing on poorly instrumented
regions of the detector, cosmic-ray particles, and beam-halo particles,
which may result in fake Emiss

T .
The ATLAS Emiss

T calculation [240, 241], uses reconstructed and cal-
ibrated physics objects. Calorimeter energy deposits are associated
with a reconstructed and identified high-pT parent object in a specific
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order: electrons, photons, hadronically decaying tau-leptons, jets and
finally muons. Deposits not associated with any such objects are also
taken into account in the soft term.

Emissx(y) = Emiss,e
x(y) +Emiss,γ

x(y) +Emiss,jets
x(y) +Emiss,SoftTerm

x(y) +Emiss,µ
x(y)

(71)

The Emiss
T calculation is shown in Eq. 71, where each term is calculated

as the negative sum of the calibrated reconstructed objects, projected
onto the x and y directions. Electrons are calibrated with the stan-
dard ATLAS electron calibration [233, 235] and photons are calibrated
at the electromagnetic scale (EM). LCW+JES jets with calibrated pT

greater than 20 GeV are used in the calculation of the jet term. Be-
cause of the high granularity of the calorimeter, it is important to
suppress noise contributions and to use in the Emiss

T calculation, in
addition to the high-pT reconstructed objects, only the calorimeter
energy deposits containing a significant signal. This is achieved by
calculating the Emiss

T soft term using only topo-clusters and tracks not
associated to high-pT objects (i.e. from unassociated topo-clusters and
tracks), the topo-clusters being calibrated using the LCW technique
and removing any overlap between tracks and topo-clusters. Since
the analysis described here does not make use of reconstructed taus
the standard ATLAS Emiss

T reconstruction has been modified to treat
clusters associated with taus as jets. Hadronic taus are thus included
either in the jet term or in the soft term, depending on the pT of
their associated jet. Contributions from muons are included in the
muon term, using the muons passing the criteria described in Sec-
tion 5.4 (including pT >10 GeV) except the isolation requirement and
before overlap removal. Muons reconstructed by segments which are
matched to inner detector tracks extrapolated to the muon spectrome-
ter (ST muons) are used to recover muons, typically of low pT, which
did not cross enough precision muon chambers to allow an indepen-
dent momentum measurement in the muon spectrometer. To avoid
double counting of energy, the parametrized muon energy loss in
the calorimeters is subtracted in the Emiss

T calculation if the combined
muon momentum is used.

Systematic uncertainties on the calibrated physics objects are eval-
uated independently and propagated to the Emiss

T . The remaining
sources of uncertainties affect the soft term and arises from the MC
modeling and the effects of pile-up. They are estimated using a method
described in [243]. It uses the projection of the Emiss

T onto the Z boson
transverse direction which provides a test of possible bias on the Emiss

T
reconstruction. The data-MC ratio of this observable in Z→ µµ events
without jets of pT > 20 GeV is used as a measure of the systematic
uncertainty on the soft term scale and resolution. It is found to be
of the order of a few percent. The dependence of the Emiss

T resolution
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Figure 34: The dependence of the uncorrected and corrected Emiss
T reso-

lution on the average number of interactions µ, measured in a
large time window around the triggered events, for an inclusive
Z→ µµ data sample [242].

on the average number of interactions in an event, obtained from an
inclusive sample of Z→ µµ decays, is shown in Figure 34.



5.8 overlap removal 91

5.8 overlap removal

After the objects reconstruction as described in the previous sections,
remaining ambiguities between candidate jets with |η| < 2.5, leptons
and photons are resolved using a method similar to Ref. [244]. First,
any such jet candidate lying within a distance ∆R = 0.2 from a base-
line electron or photon is discarded. Then any lepton or photon can-
didate within a distance ∆R = 0.4 of a jet candidate is discarded. To
reduce the amount of electrons coming from the conversion of an FSR
photon any baseline electron candidate within a distance of ∆R = 0.1
to a muon is removed.
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A S T U D Y O F T H E S E N S I T I V I T Y T O T H E P Y T H I A 8

PA RT O N S H O W E R PA R A M E T E R S O F t t̄

P R O D U C T I O N M E A S U R E M E N T S I N pp C O L L I S I O N S
AT
√
s = 7 T EV W I T H T H E AT L A S E X P E R I M E N T AT

T H E L H C .

In this chapter various measurements of t t̄ observables, performed
by the ATLAS experiment in pp collisions at

√
s = 7 TeV, are used

to constrain the initial- and final-state radiation parameters of the
Pythia8 Monte Carlo. The tunes of the parton shower parameters to
the measurements of t t̄ production are compared to previous tunes
to the Z boson transverse momentum at the LHC, and to the LEP
event shapes in Z boson hadronic decays. Such a comparison pro-
vides a test of the universality of the parton shower model. The result-
ing tunes are applied to the NLO+PS generators MadGraph5_aMC@NLO
and Powheg, and additional parameters of these generators are tuned
to the t t̄ data. For the first time in the context of Monte Carlo tun-
ing, the correlation of the experimental uncertainties has been used
to constrain the parameters of the Monte Carlo models.

6.1 motivation and strategy

The physics models employed in the Monte Carlo (MC) event gener-
ators are expected to describe simultaneously a large variety of hard
scattering processes in different type of collisions [245]. Stringent tests
of the universality of such models can be obtained by performing in-
dependent optimization of their parameters, henceforth referred to as
tunes, on various hard scattering processes, on various observables, at
various collider energies, or with different collider types [246]. As sug-
gested in Ref. [247], the consistency of independent tunes supports
the universality of the model, whereas deviations from this universal
behavior can be associated with a breakdown of the modeling. The
observed deviations between data and predictions, and the tensions
between the various observables, can provide important information
on the nature of the breakdown.

Measurements of t t̄ production in hadronic collisions are sensi-
tive to the parameters of the parton shower models. At the LHC
pp collider, for the first time, t t̄ processes can be measured with
enough accuracy so as to be used for constraining the parameters of
the MC models. The ATLAS experiment has performed various mea-
surements of t t̄ observables in pp collisions at

√
s = 7 TeV [248, 249,

250], some of which have been recently used in the A14 global tune

95
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of Pythia8 [251]. In this study we evaluate the sensitivity of these
t t̄ measurements to the initial- (ISR) and final-state radiation (FSR)
parameters of the Pythia8 Monte Carlo. Also, by performing inde-
pendent tunes to these measurements, the resulting optimised values
of the parameters can be compared against the values constrained
by other observables, such as the Z boson transverse momentum as
measured by ATLAS [252] and event shapes in Z boson hadronic
decay as measured at LEP [253, 254, 255, 256]. The compatibility of
the resulting parameters support the use of t t̄ measurements in the
context of global tunes.

The modeling of ISR and FSR in tt̄ events is primordial to a precise
measurement of the mass of the top quark, mt. In the most precise
single measurement of mt at the Tevatron, performed with the D0

experiment [257], the uncertainty due to the modeling of ISR and
FSR is constrained from the measurement of the Z/γ∗ boson trans-
verse momentum distribution [258]. This technique, which provides
a significant reduction of the modeling uncertainty, assumes the uni-
versality of the parton shower model between Z boson and tt̄ pro-
duction. Whereas at the Tevatron both processes are dominated by
quark-antiquark initiated production, at the LHC the tt̄ process is
dominated by gluon-gluon initiated production, and even more so
the universality of ISR needs to be verified.

The NLO+PS MC event generators include next-to-leading order
(NLO) corrections, in the perturbative expansion of the strong-coupling
constant αs, to the calculations of the matrix element, and supple-
ment them with parton showers (PS). The NLO+PS predictions are
less sensitive to variations of renormalisation and factorisation scales,
have better accuracy in the total cross sections rates, and include ef-
fects of spin correlation. Such generators are generally preferred to
Pythia8, which calculates the hard scattering only at leading order
(LO). Also the NLO+PS generators are expected to benefit from an
improved tune of the PS, and to this purpose, the Pythia8 tunes
to the ATLAS tt̄ measurements are applied to the NLO+PS gener-
ators Powheg+Pythia8 and MadGraph5_aMC@NLO+Pythia8. Ad-
ditional parameters of the Powheg and MadGraph5_aMC@NLO gen-
erators, which show sensitivity to the tt̄ measurements, are tuned to
the data.

6.2 methodology

Three ATLAS measurements of tt̄ production at
√
s = 7 TeV are used

to constrain the ISR and FSR parameters of the Pythia8 MC: differen-
tial tt̄ cross sections as functions of jet multiplicity and jet transverse
momentum [250], tt̄ production with a veto on additional central jet
activity [248], henceforth referred to as gap fraction measurements,
and jet shapes in tt̄ events [249]. The statistical correlations among
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the various observables of these tt̄ measurements were not studied,
hence a set of observables is chosen, which are sufficiently statistically
independent, so as to avoid any bias in the results.

The production of additional jets in tt̄ events is sensitive to higher-
order perturbative QCD effects. The present measurement is comple-
mentary to the measurement of tt̄ production with a veto on addi-
tional jet activity [248], which is mostly sensitive to the first pertur-
bative QCD emission. In Ref. [250] the tt̄ production cross-section is
measured differentially in jet multiplicity and in jet transverse mo-
mentum in the single-lepton channel, without explicit separation be-
tween jets related to tt̄ decays and additional jets. These differential
cross-sections are particularly sensitive to the modelling of higher-
order QCD effects in Monte Carlo (MC) generators [69, 259]. The jet
multiplicity is measured for several different pT thresholds to probe
the pT-dependence of the hard emission. Especially for values larger
than four, the number of jets is closely related to the number of hard
emissions in QCD bremsstrahlung processes. The differential cross-
section is measured separately for the five highest pT jets. For large
transverse momenta, above approximately 130 GeV, the leading jet
pT is correlated with the pT of the tt̄ system, as illustrated in figure
35. Therefore, measurements of the leading jet pT provide comple-
mentary information to other existing differential production cross-
section measurements of the top-quark [260]. The differential cross
sections as functions of the leading-jet pT, of the 5th leading-jet pT, of
jet multiplicity for jets with pT > 25 GeV and jet multiplicity for jets
with pT > 80 GeV are used. The overall normalisation of these observ-
ables is sensitive to higher-order QCD corrections. In order to reduce
the effect of missing higher-order QCD corrections on the minimisa-
tion of the MC parameters, the predictions of the tt̄ + jets differential
cross sections are normalised to the data, separately for each observ-
able.

A common method to carachterize the jet activity arising from
quark or gluon radiation produced in association with the tt̄ system
is to determine the fraction of events that do not contain additional
jets above a given threshold. This measurement is performed in the
dileptonic channel, to ensure that the additional jets can easily be dis-
tinguished from the tt̄ decay products. The gap fraction observable
is defined as f(Q0) = n(Q0)/N where N is the number of selected
tt̄ events and n(Q0) the fraction of those events that do not contain
an additional jet with pT > Q0 in a central rapidity interval |y| < 2.1.
With the above definition the gap fraction is mostly sensitive to the
leading-pT emission accompanying the tt̄ system. The veto criterion
can however be extended to probe jet activity beyond the leading
additional jet. As many of the experimental systematic uncertainties
cancel in the ratio the gap fraction data are expected to constrain the
modelling of quark and gluon radiation in tt̄ events. The gap frac-
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Figure 35: The relationship between the pT of the tt̄ system in the single-
lepton channel and the pT of the highest pT jet in tt̄ events gen-
erated with ALPGEN+HERWIG. The pT of the tt̄ system is taken
at parton level and the leading jet is constructed at particle level
[250].

tion has been measured in [248] for Q0 and Qsum between 25 GeV
and 325 GeV and in four rapidity intervals: |y| < 0.8, 0.8 6 |y| 6 1.5,
1.5 6 |y| 6 2.1 and |y| < 2.1. Only the inclusive gap fraction as a
function of the leading-jet pT threshold, Q0, is used in this study.
The inclusive gap fraction as a function of the scalar transverse mo-
mentum sum of the additional jets, Qsum is considered statistically
correlated to the inclusive gap fraction as a function of Q0, and is
not used. The differential gap fraction measurements as a function of
rapidity are also not used since the parameters of the model do not
show sensitivity to the rapidity dependence of the gap fraction.

In Ref. [249], the differential and integral jet shapes as a function
of the jet radius r are measured for light- and b-jets in five exclusive
pT ranges of the jet. Samples of top-quark pair events are selected in
both the single-lepton and dilepton final states. The shapes of the jets
initiated by bottom-quarks from the top-quark decays are compared
with those of the jets originated by light-quarks from the hadronic
W boson decays in the single-lepton channel. Jet shapes are sensitive
to the details of the parton-to-jet fragmentation processes, such as
the value of αS used in the branchings of FSR, the fragmentation
model and the underlying event. In this study only the differential jet
shapes are used. They are defined as the average fraction of transverse
momentum contained within an annulus of inner radius ra = r− δr/2
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Figure 36: Definition of jet shape variables for a jet of radius R [261]. (Left:)
Differential jet shape, ρ(r), average fraction of transverse momen-
tum contained within an annulus between the outer radius rb
and the inner radius ra. (Right:) Integrated jet shape, ψ(r), de-
fined as the average fraction of transverse momentum contained
within a distance r from the jet axis. 1−ψ(r) gives the fraction of
average transverse momentum in the outer part of the jet and is
often used as observable to quantify the change of the jet shape
as a function of jet pT.

and outer radius rb = r+ δr/2, where r is measured relative to the jet
axis and lies in the range δr/2 6 r 6 R− δr/2.

ρ(r) =
1

δr
· 1

Njets
·
∑
jets

pT(ra, rb)
pT(0,R)

(72)

R represents the maximum radius, and is set to be 0.4, the radius
used in the jet reconstruction algorithm. The width of the annulus
(δr) is set to 0.004 and pT(ra, rb) is the scalar sum of the pT of the
jet constituents with radii between ra and rb. Recently, another mea-
surement of tt̄ production in pp collisions has been performed with
the ATLAS detector [262], in which differential cross sections are pre-
sented in terms of kinematic variables whose dependence on theoret-
ical models is minimal. This measurement, which is not included in
this study, is also expected to be sensitive to QCD radiation.

The Pythia8 MC version 8.201 is used throughout this study. The
4C [263] tune with the CTEQ6L1 PDF set [264], or the more recent
Monash [246] tune with the NNPDF2.3 LO PDF set [265] are used as
baselines for the optimisation of the parameters, henceforth referred
to as tuning. In the Pythia8 MC event generator, the matrix elements
for tt̄ production are computed at LO, and supplemented with parton
showers. The tt̄ process receives significant corrections at NLO in αs,
and such corrections need to be accounted for when performing a
tuning of the parton shower parameters to observables in the tt̄ final
state. In Ref. [259] it was shown that a modification of the parton
shower emission probability with a damping factor can be used to
approximate the effect of NLO corrections to the tt̄ production. The
ISR emission probability PISR is modified as

dPISR

dp2T
∝ 1

p2T

k2M2

k2M2 + p2T
(73)
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where pT is the transverse momentum evolution variable, as defined
in Ref. [93], M is the factorisation scale, which is set to the smaller
of the squared transverse masses of the two outgoing particles, and
k is a fudge factor of order unity, which corresponds to the tunable
parameter pISR

T ,damp. The scale k ·M corresponds to a transition from
the 1/p2T to the 1/p4T behaviour in the probability of ISR emission.

Four parameters of the Pythia8 parton shower model are studied
and tuned to the data: two ISR parameters correspond to the value
of the strong-coupling constant at the mass of the Z boson for ISR,
αISR
s (mZ), and the fudge factor for the damping of the ISR radiation,
pISR
T ,damp, and two FSR parameters are the value of αFSR

s (mZ) and the
infrared cut-off pFSR

T ,min. A similar fudge factor for the damping of the
FSR radiation, pFSR

T,damp, has been considered, but the data does not
show sensitivity to this parameter. Higher-order corrections can be
partially absorbed in the effective values of αISR

s (mZ) and αFSR
s (mZ).

However the structure of higher-order splitting kernels differs be-
tween ISR and FSR [266], hence the αISR

s (mZ) and αFSR
s (mZ) parame-

ters are allowed to assume different values in the tuning. The strategy
followed in this study is to first perform independent tuning of the
ISR and FSR parameters: the results of these tunes can be compared
to previous tunes to test the universality of the model separately for
ISR and FSR. Later, a simultaneous tune of ISR and FSR is performed,
which accounts for the interplay between the ISR and FSR parame-
ters. Whereas the values of αISR

s (mZ), αFSR
s (mZ), and pFSR

T ,min are ex-
pected to be process-independent parameters of the Pythia8 parton
shower model, the value of pISR

T ,damp is expected to be process-specific.
Moreover, the damping of the ISR emission probability should be
used only when showering LO tt̄ matrix-element calculations, and
disabled by setting SpaceShower:pTdampMatch=0 when Pythia8 is in-
terfaced to NLO tt̄ or multi-leg tt̄+jets MC generators.

After tuning the ISR and FSR parameters to the tt̄ data, the result-
ing Pythia8 tune is used with the NLO+PS generators Powheg v2-
r2915 [267, 78, 79, 268] and MadGraph5_aMC@NLO v2.2.2 [80]. The
CT10nlo PDF set [269] is used in both Powheg and MadGraph5_aMC@NLO.
The renormalisation and factorisation scales in MadGraph5_aMC@NLO
are set to the sum of the transverse masses of the top and the antitop.
In Powheg they are set at the generator default value Q, defined as

Q =
√
m2t + p

2
T, where mt and pT are the top quark mass and the

top quark transverse momentum evaluated for the underlying Born
configuration (i.e. before radiation). In the Powheg generator, it is
possible to introduce a damping factor

F =
hdamp2

p2T + hdamp2
(74)

to the singular part of the real radiation [77], where pT is the trans-
verse momentum of the tt̄ system. The hdamp parameter is parametrised
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Table 2: Parameter ranges used for the tuning of Pythia8, and the corre-
sponding parameters of the 4C and Monash tunes. The ’-’ symbol
is used in case the setting is not applicable.

Parameter Pythia8 setting Variation range 4C Monash

αISR
s (mZ) SpaceShower:alphaSvalue 0.110− 0.140 0.137 0.1365

ISR damping SpaceShower:pTdampMatch 1 (fixed) 0 0

pISR
T ,damp SpaceShower:pTdampFudge 0.8− 1.8 - -

αFSR
s (mZ) TimeShower:alphaSvalue 0.110− 0.150 0.1383 0.1365

pFSR
T ,min [GeV] TimeShower:pTmin 0.1− 2.0 0.4 0.5

as hdamp = h ·mt, and the factor h is tuned to the tt̄ data. Previ-
ous studies showed that values of h between one and two lead to a
good description of QCD radiation in tt̄ events [270, 271]. The start-
ing scale of the parton shower is set to the pT of the tt̄ system. In the
MadGraph5_aMC@NLO generator, it is possible to change the upper
scale for the MC subtraction term, which corresponds to the starting
scale of the parton shower [80]. The upper scale for the MC subtrac-
tion term is set as a fraction of a reference scale, which corresponds
to the invariant mass of the tt̄ system. The parameters frac_upp and
frac_low, determine the minimum and maximum fractions, respec-
tively, of the reference scale, which are used as an upper limit for the
MC subtraction term. The parameters frac_upp and frac_low are set
to frac_upp = frac_low = f, the sensitivity of the tt̄measurements to
the f parameter is studied, and the optimal value is extracted from the
data. Unlike the parton shower parameters αISR

s (mZ), αFSR
s (mZ), and

pFSR
T ,min, the parameters hdamp, frac_upp and frac_low are expected to

be process dependent, and the results obtained are specific to tt̄ pro-
duction. In the tuning of the hdamp parameter in Powheg, and of the
frac_upp and frac_low parameters in MadGraph5_aMC@NLO, the
Pythia8 parton shower parameters are fixed to the values obtained
by tuning Pythia8 to the tt̄ measurements. This is based on the as-
sumption that the effective values of αISR

s (mZ) and αFSR
s (mZ) are not

significantly affected by the inclusion of the NLO corrections to the
calculations of the matrix elements of the pp → tt̄ process. Tables 2

and 3 show the parameters, the corresponding MC settings, and the
ranges considered in the tuning for Pythia8 and for the NLO+PS
generators, respectively.

The tuning is performed using Professor v1.4 [110] for the fit to the
data, and Rivet v2.2.0 [272] for the implementation of the measure-
ments. The method implemented in Professor permits the simultane-
ous tuning of several parameters by using an analytic approximation
for the dependence of the physical observables on the model parame-
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Table 3: Parameters ranges used for the tuning of Powheg+Pythia8 and
MadGraph5_aMC@NLO+Pythia8, and the corresponding default
values.

Powheg setting Variation range default

hdamp = h ·mt 0.5 ·mt − 4.0 ·mt ∞
MadGraph5_aMC@NLO setting

frac_low = frac_upp = f 0.2− 1.0 frac_low = 0.1
frac_upp = 1.0

ters, an idea first introduced in Ref. [255]. Polynomials of third-order
are used to parametrise the response of the observables to the gener-
ator parameters, the coefficients in the polynomials are obtained by
fitting MC predictions generated at a set of randomly selected pa-
rameter points, called anchor points. The number of anchor points
used is 50 for one-parameter tuning, 100 for two-parameters tuning,
and 400 for four-parameters tuning, with 2 · 106 dilepton tt̄ events
and 107 semileptonic tt̄ events generated at each point. The optimal
values of the model parameters are obtained with a standard χ2 min-
imisation of the analytic approximation to the corresponding data
using MINUIT [112]. The MC statistical uncertainties are treated as
uncorrelated and included in the definition of the χ2 function. For the
first time in the context of parton shower tuning in MC simulations,
the correlation of the experimental uncertainties is included in the χ2

minimisation. In presence of correlations, the χ2 function is defined
as:

χ2 = (~x− ~µ)TC−1(~x− ~µ) (75)

where ~x is the vector of data, ~µ the interpolated MC prediction and
C the covariance matrix of the data. Each source of systematic uncer-
tainty is treated as fully correlated across the bins of each observable,
and across the various observables of each of the three tt̄ measure-
ments. The measurement of the gap fraction has also a significant
bin-to-bin statistical correlation, which is considered in the definition
of the covariance matrix C. The MC statistical uncertainty of the tt̄
+jets measurement is considered uncorrelated across bins.

6.3 sensitivity study

As a first step in the process of tuning the MC to the tt̄measurements,
a study of the sensitivity of the various observables to the parameters
is performed. The results of the sensitivity study can guide the selec-
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tion of the observables to use for tuning the ISR and FSR parameters,
respectively, and the parameters of the NLO+PS generators.

The sensitivity of each observable bin to a set of parameters pi, is
estimated from the interpolated response of the observables to the
parameters, with the following formula:

Si =
∂MC(~p)

|MC(p0)|+ εwMC

|p0,i|+ εwpi
∂pi

(76)

where p0 is the centre of the parameters range, MC(p0) is the inter-
polated MC prediction at p0 and the ε terms, set to 1% of the param-
eter range are introduced to avoid the ill defined case MC(p0) = 0,
∂pi = 0. wpi corresponds to 80% of the original sampling range and
is used to construct wMC. Figure 37 shows the sensitivity of the dif-
ferential tt̄ cross sections as functions of jet multiplicity and jet trans-
verse momentum, and of the gap fraction as a function of Q0, to the
Pythia8 parton shower parameters. Both measurements are mostly
sensitive to the ISR parameters αISR

s (mZ) and pISR
T ,damp, and to less ex-

tent to the FSR parameter αFSR
s (mZ). Figure 38 shows the sensitivity

of the light-jet shapes to the Pythia8 parton shower parameters. The
light-jet shapes are mostly sensitive to the FSR parameter αFSR

s (mZ),
some sensitivity is observed also to the FSR parameter pFSR

T ,min and to
the ISR parameter αISR

s (mZ). Similar sensitivities are observed for the
b-jet shapes.

Based on the results of the sensitivity study, the differential tt̄ cross
sections as functions of jet multiplicity and jet transverse momentum,
and the gap fraction as a function of Q0 are used to study the con-
sistency of the ISR parameters with previous tunes to the Z boson
transverse momentum, whereas the jet-shapes are used to study the
consistency of the FSR parameters with previous tunes to the LEP
measurements. However, the sensitivity study also shows that the ISR
and FSR parameters are not completely decoupled: the observables
sensitive to the ISR parameters have some sensitivity to αFSR

s (mZ),
and the observables used to tune the FSR parameters have some sen-
sitivity to αISR

s (mZ). To account for such an interplay between ISR
and FSR parameters, a simultaneous tune of ISR and FSR parameters
is performed using all the measurements.

Figure 39 shows the sensitivity of the differential tt̄ cross sections
as functions of jet multiplicity and jet transverse momentum, and
of the gap fraction as a function of Q0, to the h and f parameters
of Powheg and MadGraph5_aMC@NLO. The light- and b-jet shapes
have negligible sensitivity to the h and f parameters, hence only the tt̄
+ jets differential cross sections and the tt̄ gap fraction measurement
are used in the tuning of these parameters.
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Figure 37: Sensitivity of the differential tt̄ cross sections and tt̄ gap fraction
to the Pythia8 parton shower parameters pISR

T ,damp (red circles),

αISR
s (mZ) (blue squares), αFSR

s (mZ) (green triangles), and pFSR
T ,min

(magenta crosses). The sensitivities are shown as functions of (a)
jet multiplicity for jets with pT

jet > 25 GeV, (b) jet multiplicity for
jets with pT

jet > 80 GeV, (c) leading-jet transverse momentum, (d)
5th-leading jet transverse momentum, and (e) gap fraction as a
function of Q0.
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Figure 38: Sensitivity of the light-jet shapes to the Pythia8 parton
shower parameters pISR

T ,damp (red circles), αISR
s (mZ) (blue squares),

αFSR
s (mZ) (green triangles), and pFSR

T ,min (magenta crosses). The
sensitivities are shown as functions of the light-jet radius r for
jets with (a) 30 < pT

jet < 40 GeV, (b) 40 < pT
jet < 50 GeV,

(c) 50 < pT
jet < 70 GeV, (d) 70 < pT

jet < 100 GeV, and (e)
100 < pT

jet < 150 GeV.



106 pythia8 attbar tune

 
jets

N

3 4 5 6 7 8

S
e

n
s
it
iv

it
y

0

0.2

0.4

0.6

0.8

1
Professor interpolation 25 GeV≥

jet

T
p

f, MG5aMCNLO

h, Powheg

(a)

 
jets

N

3 4 5

S
e

n
s
it
iv

it
y

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Professor interpolation 80 GeV≥
jets

T
p

f, MG5aMCNLO

h, Powheg

(b)

 [GeV]
jet

T
p

100 200 300 400 500 600

S
e

n
s
it
iv

it
y

0.2−

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8 Professor interpolation leading jet 
st

1

f, MG5aMCNLO

h, Powheg

(c)

 [GeV]
jet

T
p

40 60 80 100 120

S
e

n
s
it
iv

it
y

0.2−

0

0.2

0.4

0.6

0.8

1

1.2

1.4
Professor interpolation leading jet

th
5

f, MG5aMCNLO

h, Powheg

(d)

 [GeV]
0

Q

50 100 150 200 250 300

S
e

n
s
it
iv

it
y

0.25−

0.2−

0.15−

0.1−

0.05−

0

Professor interpolation

jet veto region |y|<2.1

f, MG5aMCNLO

h, Powheg

(e)

Figure 39: Sensitivity of the tt̄ measurements to the h (red circles)
and f (blue squares) parameters of Powheg and Mad-
Graph5_aMC@NLO, respectively. The sensitivities are shown as
functions of the differential tt̄ cross sections as functions of (a) jet
multiplicity for jets with pT

jet > 25 GeV, (b) jet multiplicity for
jets with pT

jet > 80 GeV, (c) leading-jet transverse momentum, (d)
5th-leading jet transverse momentum, and (e) gap fraction as a
function of Q0.
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Table 4: Tuning results of the αISR
s (mZ) and pISR

T,damp Pythia8 parameters
to the differential tt̄ cross sections as functions of jet multiplicity
and jet transverse momentum (tt̄+jets), and to the gap fraction as a
function of Q0 (tt̄ gap fraction), using the 4C tune as baseline. The
’-’ symbol is used in case the setting is not applicable.

Parameter tt̄+jets tt̄ gap fraction tt̄+jets and tt̄ gap fraction

αISR
s (mZ) 0.130± 0.005 0.129+0.012

−0.010 0.130± 0.005
pISR
T ,damp 1.33+0.11

−0.10 1.31+0.21
−0.18 1.32+0.10

−0.09

χ2min/dof 30/19 10/16 40/37

6.4 initial-state radiation

As shown in the previous section, the differential tt̄ cross sections as
functions of jet multiplicity and jet transverse momentum, and the
gap fraction as a function of Q0, are sensitive to the ISR parameters
αISR
s (mZ) and pISR

T ,damp. While the fudge factor for the damping of
ISR, pISR

T ,damp, is introduced in the specific case of the tt̄ production
to compensate for missing matrix-element corrections in the Pythia8

MC [263], the αISR
s (mZ) parameter is expected to be universal across

different processes. In particular, by comparing the value constrained
in tt̄ production, to the value preferred by the transverse momentum
spectrum of Z bosons produced in pp collisions [252], the validity of
the ISR parton shower model can be tested in processes dominated
by different initial states: gluon-gluon for tt̄ production and quark-
antiquark for Z production. Table 4 shows the results of the tuning
of the ISR parameters to the tt̄ measurements using the 4C tune as
baseline. The results are compared to the AZ tune to the Z boson
transverse momentum spectrum [252], which was performed using
the same 4C tune as baseline, and the same CTEQ6L1 PDF set.

Independent tuning to the differential tt̄ cross sections as functions
of jet multiplicity and jet transverse momentum, and to the gap frac-
tion as a function of Q0, show very similar results for the optimised
parameters. The value of αISR

s (mZ) obtained from the tune to both
measurements is in rather good agreement with the value of the AZ
tune. Figure 40 shows the comparison between the optimal values of
the ISR tunes to the tt̄ data and the AZ tune, which is constrained
to the ATLAS measurement of the Z boson transverse momentum at√
s = 7 TeV. The 68% confidence interval in the αISR

s (mZ) and pISR
T ,damp

space is obtained from the Hessian matrix of the χ2 at the minimum.
Table 5 shows the results of the tuning of the ISR parameters to

the tt̄ measurements using the Monash tune as baseline and the
NNPDF2.3 LO PDF set. The optimal values of the ISR parameters
obtained using Monash as the baseline tune are slightly different to
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Table 5: Tuning results of αISR
s (mZ) and pISR

T,damp Pythia8 parameters to the
differential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum (tt̄+jets), and to the gap fraction as a function
of Q0 (tt̄ gap fraction), using the Monash tune as baseline. The ’-’
symbol is used in case the setting is not applicable.

Parameter tt̄+jets tt̄ gap fraction tt̄+jets and tt̄ gap fraction Monash

(ATTBAR-ISR)

αISR
s (mZ) 0.124± 0.006 0.124± 0.010 0.124+0.005

−0.006 0.137

pISR
T ,damp 1.13± 0.09 1.19+0.17

−0.15 1.14± 0.08 -

χ2min/dof 24/19 10/16 34/37
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Table 6: Tuning results of the αFSR
s (mZ) Pythia8 parameter to the differen-

tial light- and b-jet shapes in tt̄ events, using the 4C tune as baseline.

Parameter light-jet shapes b-jet shapes 4C

αFSR
s (mZ) 0.131± 0.001 0.126± 0.001 0.1383

χ2min/dof 64/49 284/49

Table 7: Tuning results of the αFSR
s (mZ) Pythia8 parameter to the differen-

tial light- and b-jet shapes in tt̄ events, using the Monash tune as
baseline.

Parameter light-jet shapes b-jet shapes Monash

αFSR
s (mZ) 0.125± 0.001 0.121± 0.001 0.1365

χ2min/dof 71/49 219/49

those obtained with 4C, and the value of the χ2 is up to six points bet-
ter in the case of Monash. The most relevant difference between the
4C and Monash tunes, which affects the results of the tuning of ISR, is
the different PDF set, CTEQ6L1 in 4C and NNPDF2.3 LO in Monash.
The tune of the ISR parameters to both the tt̄ + jets and tt̄ gap frac-
tion measurements, with the Monash tune as baseline, is referred to
as ATTBAR-ISR. Figure 41 shows the tt̄ measurements compared to
the Pythia8 predictions with the Monash and ATTBAR-ISR tunes. A
very good agreement between the data and the ATTBAR-ISR tune is
observed in all the distributions.

6.5 final-state radiation

The light- and b-jet shapes measured in tt̄ events are sensitive to the
value of αFSR

s (mZ), and, to less extent, to the value of pFSR
T ,min. The

measurements can be used to tune such FSR parameters, and the
optimal values can be compared to the corresponding values tuned
to the event shapes in Z boson hadronic decay as measured at LEP.
In Ref. [246], values of αFSR

s (mZ) in the range 0.135− 0.140 are sug-
gested by comparing Pythia8 predictions and the LEP data [253],
and a Professor tune of Pythia8 hadronisation and FSR parameters
to LEP measurements [254, 255, 256] returns 0.139 as optimal value of
αFSR
s (mZ) [273]. Tables 6 and 7 show the results of the tuning of the

FSR parameter αFSR
s (mZ) to the light- and b-jet shapes in tt̄ events,

using the 4C and Monash tune as baselines, respectively. The re-
sults show tension in the value of αFSR

s (mZ) between light- and b-
jet shapes. The χ2min/dof is close to unity in the case of the light-jet
shapes, whereas it is larger than 4 for the b-jet shapes, pointing to a
mismodelling of the latter. Despite the better χ2min/dof of the tune of
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Figure 41: Predictions of Pythia8 with the ATTBAR-ISR (red continuous
line) and Monash (blue dashed line) tunes, compared to the mea-
sured differential tt̄ cross sections as functions of (a) jet multi-
plicity for jets with pT

jet > 25 GeV, (b) jet multiplicity for jets
with pT

jet > 80 GeV, (c) leading-jet transverse momentum, (d)
5th-leading jet transverse momentum, and (e) gap fraction as a
function of Q0. The relative statistical (yellow band) and total (or-
ange band) experimental uncertainties are shown.
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Table 8: Tuning results of the αFSR
s (mZ) and pFSR

T ,min Pythia8 parameters to
the differential light-jet shapes in tt̄ events, using the 4C tune as
baseline.

Parameter light-jet shapes 4C

αFSR
s (mZ) 0.137+0.003

−0.002 0.1383

pFSR
T ,min [GeV] 0.88± 0.16 0.4

χ2min/dof 55/49

Table 9: Tuning results of the αFSR
s (mZ) and pFSR

T ,min Pythia8 parameters to
the differential light-jet shapes in tt̄ events, using the Monash tune
as baseline.

Parameter light-jet shapes (ATTBAR-FSR) Monash

αFSR
s (mZ) 0.135± 0.003 0.1365

pFSR
T ,min [GeV] 1.31+0.18

−0.20 0.5

χ2min/dof 57/49

αFSR
s (mZ) to the light-jet shapes in tt̄ events, the optimal values of
αFSR
s (mZ) = 0.131± 0.001 and αFSR

s (mZ) = 0.125± 0.001 show some
difference with respect to the values preferred by the LEP measure-
ments of event shapes in Z boson hadronic decay.

Tables 8 and 9 show the results of the tuning of the FSR parameters
αFSR
s (mZ) and pFSR

T ,min to the light-jet shapes in tt̄ events, using the 4C
and Monash tune as baselines, respectively. The inclusion of pFSR

T ,min as
a free parameter in the fit does not improve the mismodelling of the
b-jet shapes, and the corresponding tunes to the b-jet shapes do not
converge within the sampled range of parameters.

With the addition of pFSR
T ,min as a free parameter in the fit, the χ2 of

the two FSR tunes to the light-jet shapes are about ten points lower,
and the resulting values of αFSR

s (mZ) are compatible with the val-
ues preferred by the LEP event shapes. However, the optimal value
of pFSR

T ,min is rather high with respect to the values used in the base-
line tunes, 0.88 GeV and 1.31 GeV compared to 0.4 GeV and 0.5 GeV
for the 4C and Monash tunes, respectively. Although the addition
of pFSR

T ,min as a free parameter restored compatibility in the value of
αFSR
s (mZ) between the tunes to the light-jet shapes in tt̄ events, and

the tunes based on LEP event shapes, the resulting higher values of
pFSR
T ,min leave an undesirable gap between the FSR cut-off and the scale

of hadronisation [246]. Indeed, the scale of the pT kicks involved in
string breaking of the Pythia8 hadronisation model (corresponding
to the StringPT:sigma parameter) is set to σ⊥ = 0.304 GeV in the 4C
tune, and σ⊥ = 0.335 GeV in the Monash tune. The result of pFSR

T ,min is
also incompatible with the determination of this parameter from LEP



112 pythia8 attbar tune

data of Ref. [273], which is 0.41 GeV. The difference in the preferred
values of pFSR

T ,min suggests that there is a residual tension between the
light-jet shapes in tt̄ events and the LEP event shapes. Further studies
on the impact of changing parameters of the fragmentation function,
of different colour reconnection models [274], and of NLO corrections
in W boson hadronic decays [275], could cast light on the nature of
such a tension.

The tune of the FSR parameters to the light-jet shapes in tt̄ events,
with the Monash tune as baseline, shown in Table 9, is referred to as
ATTBAR-FSR. Figure 42 shows the measurements of light-jet shapes
in tt̄ events, compared to the Pythia8 predictions with the Monash
and ATTBAR-FSR tunes. The b-jet shapes differential distributions are
compared in Fig. 43 to the Pythia8 predictions of the same Monash
and ATTBAR-FSR tunes. The comparison shows a mismodelling of
the b-jets shapes, which are predicted to be wider than observed in
the data. The mismodelling is more pronounced at high jet pT above
70 GeV and at large angle r above 0.1. The NLO corrections in top
quark decays, which has been included in Powheg [275], have an
impact on the b-quark fragmentation function, and could improve
the agreement between the measurements and the predictions.

6.6 simultaneous tune of isr and fsr

As observed in Section 6.3, the observables used for tuning the ISR
parameters have some sensitivity to αFSR

s (mZ), and the observables
used to tune the FSR parameters have some sensitivity to αISR

s (mZ).
To account for the interplay between ISR and FSR parameters, a si-
multaneous tune of ISR and FSR parameters is performed using the
differential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum, the gap fraction as a function of Q0, and the
differential light-jet shapes in tt̄ events. The differential b-jet shapes
in tt̄ events are not used, since they are not well modelled by the
Pythia8 MC, as shown in the previous Section.

Tables 10 and 11 show the results of the tuning of the ISR and FSR
parameters to the tt̄ measurements using the 4C and Monash tunes
as baselines, respectively. The results of the simultaneous tunes of
ISR and FSR are in rather good agreement with the results of the
independent tunes. The overall χ2min/dof is 97/85 when using the 4C
tune as baseline, and 92/85 with the Monash tune as baseline. The
tune of the ISR and FSR parameters to the tt̄ data events, with the
Monash tune as baseline, shown in Table 11, is referred to as ATTBAR.
The Pythia8 predictions with the ATTBAR tune are very similar to
those of the ATTBAR-ISR and ATTBAR-FSR tunes, they are shown in
Figs. 47, 49, and 50.

In order to check the impact of accounting for uncertainties correla-
tion in the χ2 definition, a tune is performed with the same conditions



6.6 simultaneous tune of isr and fsr 113

r 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
re

d
ic

ti
o

n
/D

a
ta

 

0.8

1

1.2

1.4
 < 40 GeV

jet

T
light­jet shape 30 < p

Data

Statistical uncertainty

Total uncertainty

PYTHIA8 Monash

PYTHIA8 ATTBAR­FSR

ATLAS  Preliminary
­1

 = 7 TeV, 1.8 fbs

(a)

r 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
re

d
ic

ti
o

n
/D

a
ta

 

0.8

1

1.2

1.4
 < 50 GeV

jet

T
light­jet shape 40 < p

Data

Statistical uncertainty

Total uncertainty

PYTHIA8 Monash

PYTHIA8 ATTBAR­FSR

ATLAS  Preliminary
­1

 = 7 TeV, 1.8 fbs

(b)

r 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
re

d
ic

ti
o

n
/D

a
ta

 

0.8

1

1.2

1.4
 < 70 GeV

jet

T
light­jet shape 50 < p

Data

Statistical uncertainty

Total uncertainty

PYTHIA8 Monash

PYTHIA8 ATTBAR­FSR

ATLAS  Preliminary
­1

 = 7 TeV, 1.8 fbs

(c)

r 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
re

d
ic

ti
o

n
/D

a
ta

 

0.8

1

1.2

1.4
 < 100 GeV

jet

T
light­jet shape 70 < p

Data

Statistical uncertainty

Total uncertainty

PYTHIA8 Monash

PYTHIA8 ATTBAR­FSR

ATLAS  Preliminary
­1

 = 7 TeV, 1.8 fbs

(d)

r 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
re

d
ic

ti
o

n
/D

a
ta

 

0.8

1

1.2

1.4

 < 150 GeV
jet

T
light­jet shape 100 < p

Data

Statistical uncertainty

Total uncertainty

PYTHIA8 Monash

PYTHIA8 ATTBAR­FSR

ATLAS  Preliminary
­1

 = 7 TeV, 1.8 fbs

(e)

Figure 42: Predictions of Pythia8 with the ATTBAR-FSR (red continuous
line) and Monash (blue dashed line) tunes, compared to the light-
jet shapes as functions of the jet radius r for jets with (a) 30 <
pT

jet < 40 GeV, (b) 40 < pT
jet < 50 GeV, (c) 50 < pT

jet < 70 GeV,
(d) 70 < pT

jet < 100 GeV, and (e) 100 < pT
jet < 150 GeV. The

relative statistical (yellow band) and total (orange band) experi-
mental uncertainties are shown.
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Figure 43: Predictions of Pythia8 with the ATTBAR-FSR (red continuous
line) and Monash (blue dashed line) tunes, compared to the b-jet
shapes as functions of the jet radius r for jets with (a) 30 < pT

jet <

40 GeV, (b) 40 < pT
jet < 50 GeV, (c) 50 < pT

jet < 70 GeV, (d)
70 < pT

jet < 100 GeV, and (e) 100 < pT
jet < 150 GeV. The relative

statistical (yellow band) and total (orange band) experimental un-
certainties are shown.
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Table 10: Tuning results of the Pythia8 ISR and FSR parameters to the dif-
ferential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum, the gap fraction as a function of Q0, and
the differential light-jet shapes in tt̄ events, using the 4C tune as
baseline. The ’-’ symbol is used in case the setting is not applicable.

Parameter ATLAS tt̄ measurements 4C

αISR
s (mZ) 0.127± 0.004 0.137

pISR
T ,damp 1.36+0.09

−0.08 -

αFSR
s (mZ) 0.139± 0.002 0.1383

pFSR
T ,min [GeV] 0.85+0.16

−0.17 0.4

χ2min/dof 97/85

Table 11: Tuning results of the Pythia8 ISR and FSR parameters to the dif-
ferential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum, the gap fraction as a function of Q0, and
the differential light-jet shapes in tt̄ events, using the Monash tune
as baseline. The ’-’ symbol is used in case the setting is not appli-
cable.

Parameter ATLAS tt̄ measurements (ATTBAR) Monash

αISR
s (mZ) 0.121± 0.004 0.1365

pISR
T ,damp 1.18+0.08

−0.07 -

αFSR
s (mZ) 0.137± 0.003 0.1365

pFSR
T ,min [GeV] 1.26± 0.17 0.5

χ2min/dof 92/85
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Table 12: The optimal parameters and their uncertainties as determined in
the ATTBAR tune and in a tune performed without uncertainties
correlations.

Parameter ATTBAR Tune without uncertainties correlations

αISR
s (mZ) 0.121± 0.004 0.118+0.007

−0.006

pISR
T ,damp 1.18+0.08

−0.07 1.17+0.10
−0.09

αFSR
s (mZ) 0.137± 0.003 0.138+0.006

−0.005

pFSR
T ,min [GeV] 1.26± 0.17 1.35± 0.35

χ2min/dof 92/85 13/85

Figure 44: Parameters correlations ρ(x,y) as evaluated from the Hessian
matrix at χ2min, for the Pythia8 ATTBAR tune.

of the ATTBAR tune, but considering the total experimental uncer-
tainties as fully uncorrelated. Table 12 shows the comparison between
the ATTBAR tune, which is based on the uncertainties correlation
model described in Section 6.2, and a corresponding tune without
uncertainties correlations. The optimal parameters of the two tunes
are in good agreement, but the uncertainties of the parameters are up
to 50% lower in the ATTBAR tune. If correlations are not considered
the tune yields a very small value of χ2min/dof, which is typically an
indication of overestimated uncertainties. Only in ATTBAR the value
of χ2min/dof is close to unity, a prerequisite to give a proper statistical
meaning to the parameters values and their uncertainties. Figure 44

shows the correlations of the parton shower parameters of the AT-
TBAR tune, evaluated from the Hessian matrix at the minimum of
the χ2 function.

The variations of the ISR and FSR parameters induce a change in
the overall energy and particle flow, which affects the underlying
event activity. Measurements of the underlying event in the tt̄ final
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state could be used to tune the multi-parton-interaction (MPI) param-
eters, but only a measurement from CMS was performed [276], which
is a preliminary result. Assuming that the MPI model can describe
simultaneously both tt̄ and Z boson production, the change in the en-
ergy and particle flow is compensated by adjusting the MPI cut-off to
match the inclusive charged particle production and energy flow in
Z/γ∗ underlying event data measured by ATLAS at

√
s = 7 TeV [277].

A tune of this parameter is performed using the average density of
charged particles, < Nchg >, and the scalar sum of their transverse
momenta, <

∑
pT >, in the transverse and towards regions relative

to the Z-boson direction, for pZ
T < 5 GeV (see Section 2.4.4 for their

definition). The MPI cut-off in ATTBAR is changed from 2.28 GeV,
the value in the Monash tune, to 2.16 GeV. A compatible value of
2.17 GeV is obtained using a measurement of UE in Drell-Yan event
performed by CMS [278]. The same value of the MPI cut-off is used
also for the NLO+PS predictions.

6.7 tune of the madgraph5_amc@nlo generator

The simultaneous ISR and FSR Pythia8 tune to the tt̄ measurements,
ATTBAR, is applied to the MadGraph5_aMC@NLO generator, with
the exception of the pISR

T ,damp parameter. The parameters of MadGraph5_aMC-
@NLO which set the upper scale of the MC subtraction term, and
the starting scale of the parton shower, are tuned to the tt̄ data. The
parameters frac_upp and frac_low of MadGraph5_aMC@NLO cor-
respond, respectively, to the maximum and minimum fractions of
a reference scale, for the upper scale of the MC subtraction term,
where the reference scale is set to the invariant mass of the tt̄ sys-
tem. The best agreement with the data is found by fixing frac_upp

and frac_low to the same common value f, and by tuning f to the
differential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum, and to the gap fraction as a function of Q0.
When interfacing MadGraph5_aMC@NLO to Pythia8, the FSR al-
gorithm should employ, at least for the first emission, a global-recoil
strategy, in which the recoil of the FSR radiation is shared between
all partons in the final state. The global-recoil strategy of FSR, which
is opposite to the default dipole style local-recoil strategy, is needed
to avoid double counting with the MC subtraction term of the Mad-
Graph5_aMC@NLO generator. The matrix-element corrections to ISR
and FSR are disabled in Pythia8, so as to obtain a process-independent
emission rate which matches the MadGraph5_aMC@NLO subtrac-
tion term.

The tuning of the f parameter of MadGraph5_aMC@NLO is per-
formed in two configurations: with the recommended settings for the
global recoil, and with the global recoil option disabled (local recoil).
The settings for the two configurations are listed in Table 13. Tables 14
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Table 13: Global-recoil and local-recoil settings of Pythia8 for the Mad-
Graph5_aMC@NLO+Pythia8 generator. The ’-’ symbol is used in
case the setting is not applicable.

Pythia8 setting Global recoil Local recoil

SpaceShower:pTmaxMatch 1 1

SpaceShower:MEcorrections off off

TimeShower:MEcorrections off off

TimeShower:globalRecoil on off

TimeShower:globalRecoilMode 2 -

TimeShower:nMaxGlobalBranch 1 -

TimeShower:nPartonsInBorn 2 -

TimeShower:limitPTmaxGlobal on -

Table 14: Tuning results of the MadGraph5_aMC@NLO frac_upp =

frac_low = f parameter to the differential tt̄ cross sections as func-
tions of jet multiplicity and jet transverse momentum (tt̄+jets), and
to the gap fraction as a function of Q0 (tt̄ gap fraction), using the
ATTBAR tune, and the global-recoil configuration.

Parameter tt̄+jets tt̄ gap fraction tt̄+jets and tt̄ gap fraction

f 0.58± 0.03 0.53+0.09
−0.08 0.57± 0.03

χ2min/dof 43/20 14/17 57/38

and 15 show the results of tuning the parameter f to the differen-
tial tt̄ cross sections as functions of jet multiplicity and jet transverse
momentum, and to the gap fraction as a function of Q0, using the
ATTBAR tune, for the global- and local-recoil configurations, respec-
tively. The values of f obtained by tuning to the tt̄ + jets measure-
ments are consistent with the values obtained by tuning to the tt̄ gap
fraction. The values of f obtained by tuning to both measurements,
are f = 0.58± 0.03 and f = 0.54± 0.03 for the global- and local-recoil
configurations, respectively. The tune of the f parameter to the tt̄
data, with the ATTBAR tune and the local-recoil Pythia8 configura-
tion, shown in Table 15, is referred to as ATTBAR-MG5aMCNLO.

Figure 45 shows the tt̄measurements compared to the MadGraph5_aMC-
@NLO +Pythia8 predictions with the Monash tune and the global-
recoil configuration, f-tuned predictions with the ATTBAR tune and
the global-recoil configuration, and predictions with the ATTBAR-
MG5aMCNLO tune.

Although the global-recoil configuration is theoretically more con-
sistent, the χ2min of the tuning for the local-recoil configuration is
up to 17 points lower, and the agreement with the data is signifi-
cantly better in the gap fraction measurement, and in the 5th jet bin
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Figure 45: The MadGraph5_aMC@NLO+Pythia8 predictions with the
Monash tune and the global-recoil configuration (blue dashed
line), f-tuned predictions with the ATTBAR tune and the global-
recoil configuration (red continuous line), and predictions with
the ATTBAR-MG5aMCNLO tune (green dotted and dashed line),
are compared to the measured differential tt̄ cross sections as
functions of (a) jet multiplicity for jets with pT

jet > 25 GeV, (b)
jet multiplicity for jets with pT

jet > 80 GeV, (c) leading-jet trans-
verse momentum, (d) 5th-leading jet transverse momentum, and
(e) gap fraction as a function of Q0. The relative statistical (yel-
low band) and total (orange band) experimental uncertainties are
shown.
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Table 15: Tuning results of the MadGraph5_aMC@NLO frac_upp =

frac_low = f parameter without using the global recoil settings
to the differential tt̄ cross sections as functions of jet multiplicity
and jet transverse momentum (tt̄+jets), and to the gap fraction as
a function of Q0 (tt̄ gap fraction), using the ATTBAR tune, and the
local-recoil configuration.

Parameter tt̄+jets tt̄ gap fraction tt̄+jets and tt̄ gap fraction

(ATTBAR-MG5aMCNLO)

f 0.54± 0.03 0.50± 0.08 0.54± 0.03

χ2min/dof 29/20 11/17 40/38

Table 16: Tuning results of the hdamp Powheg parameter to the differential
tt̄ cross sections as functions of jet multiplicity and jet transverse
momentum (tt̄+jets), and to the gap fraction as a function of Q0
(tt̄ gap fraction), using the ATTBAR tune.

Parameter tt̄+jets tt̄ gap fraction tt̄+jets and tt̄ gap fraction

(ATTBAR-POWHEG)

hdamp 1.7+0.5
−0.3 ·mt 2.2+2.9

−0.7 ·mt 1.8+0.4
−0.3 ·mt

χ2min/dof 40/20 11.9/17 52.1/38

of the differential cross section as a function of jet multiplicity for
jets with pT > 25 GeV. The modeling of the first radiation includes
fixed-order and all-order effects. For the current configuration of the
MadGraph5_aMC@NLO +Pythia8 Monte Carlo generator it is not
obvious which of these effects is responsible for the difference be-
tween the global and local recoil strategies.

6.8 tune of the powheg generator

The simultaneous ISR and FSR Pythia8 tune to the tt̄ measurements,
ATTBAR, is applied to the Powheg generator, with the exception of
the pISR

T ,damp parameter, and the hdamp factor of Powheg is tuned to
the tt̄ data. The hdamp factor is parametrised as hdamp = h ·mt, and
the optimal value of h is obtained by tuning the Powheg+Pythia8

prediction to the differential tt̄ cross sections as functions of jet mul-
tiplicity and jet transverse momentum, and to the gap fraction as a
function of Q0.

Table 16 shows the results of the tuning of the h parameter to the
differential tt̄ cross sections as functions of jet multiplicity and jet
transverse momentum, and to the gap fraction as a function of Q0,
using the ATTBAR tune. The value of h obtained by tuning to the tt̄
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+ jets measurements is consistent with the value obtained by tuning to
the tt̄ gap fraction, with the latter having larger uncertainty. The value
of h, obtained by tuning to both measurements, is h = 1.8+0.4

−0.3, which
corresponds to hdamp = 310+70−50 GeV, and this tune is referred to as
ATTBAR-POWHEG. Figure 46 shows the tt̄ measurements compared
to the Powheg+Pythia8 predictions with the Monash and ATTBAR-
POWHEG tunes.

6.9 summary and conclusions

Figures 47, 48, 49, and 50 show Pythia8 predictions with the AT-
TBAR tune, MadGraph5_aMC@NLO+Pythia8 predictions with the
ATTBAR-MG5aMCNLO tune, and Powheg+Pythia8 predictions with
the ATTBAR-POWHEG tune, compared to the ATLAS tt̄ measure-
ments.

Independent tunes of ISR and FSR parameters of the Pythia8 MC
to the ATLAS tt̄ measurements, and a simultaneous tune of the ISR
and FSR parameters have been performed. The latter tune, named
ATTBAR, is in very good agreement with the data. The value of
αISR
s (mZ) tuned to the tt̄ data is in good agreement with previous

tunes to the Z boson transverse momentum distribution measured by
ATLAS [252], and the value of αFSR

s (mZ) is in good agreement with
tunes to the LEP event shapes in Z boson hadronic decays [253, 254,
255, 256]. The value of pFSR

T ,min preferred by the tunes to the tt̄ light-
jet shapes is at the level of 1 GeV, which is significantly higher than
the values used in the 4C and Monash tunes of about 0.5 GeV, and
in disagreement with the determination of this parameter from LEP
data [273]. Measurements of tt̄ b-jet shapes are not well described by
the Pythia8 MC, which predicts wider shapes than observed in the
data. Significant disagreement with the data is observed in the region
of pT > 70 GeV and r > 0.1. Variations of the parameters considered
in this study cannot account for the tension between the data and the
predictions.

The ATTBAR tune is applied to the NLO+PS generators Powheg

and MadGraph5_aMC@NLO, and the sensitivity of the tt̄ measure-
ments to additional parameters of these generators is studied. A rea-
sonable agreement of the Powheg+Pythia8 predictions to the tt̄ data
is achieved by lowering the hdamp parameter, and the optimal value
preferred by the data is 1.8·mt. The sensitivity of the tt̄ data to the
upper scale of the subtraction term, f = frac_low = frac_upp, of
MadGraph5_aMC@NLO is studied. In order to match the subtrac-
tion term of MadGraph5_aMC@NLO, the Pythia8 FSR should be per-
formed with a global recoil strategy. However, the MadGraph5_aMC-
@NLO+Pythia8 generator with the global recoil strategy for FSR pre-
dicts too high cross sections for tt̄ + > 5 jets with pT > 25 GeV,
and too small gap fraction probabilities for a leading jet in the range
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Figure 46: Predictions of Powheg+Pythia8 with the ATTBAR-POWHEG
(red continuous line) and Monash (blue dashed line) tunes com-
pared to the measured differential tt̄ cross sections as functions of
(a) jet multiplicity for jets with pT

jet > 25 GeV, (b) jet multiplicity
for jets with pT

jet > 80 GeV, (c) leading-jet transverse momentum,
(d) 5th-leading jet transverse momentum, and (e) gap fraction as
a function of Q0. The relative statistical (yellow band) and total
(orange band) experimental uncertainties are shown.
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Figure 47: Predictions of Pythia8 (dashed magenta line), Mad-
Graph5_aMC@NLO+Pythia8 (green dashed and dotted
line), and Powheg+Pythia8 (orange continuous line) with
the ATTBAR tunes compared to the measured differential tt̄
cross sections as functions of (a) jet multiplicity for jets with
pT

jet > 25 GeV, (b) jet multiplicity for jets with pT
jet > 80 GeV, (c)

leading-jet transverse momentum, (d) 5th-leading jet transverse
momentum, and (e) gap fraction as a function of Q0. The
relative statistical (light blue band) and total (dark blue band)
experimental uncertainties are shown.
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Figure 48: Predictions of Pythia8 (dashed magenta line), Mad-
Graph5_aMC@NLO+Pythia8 (green dashed and dotted
line), and Powheg+Pythia8 (orange continuous line) with
the ATTBAR tunes compared to the measured differential tt̄
cross sections as functions of (a) jet multiplicity for jets with
pT

jet > 40 GeV, (b) jet multiplicity for jets with pT
jet > 60 GeV,

(c) 2nd-leading-jet transverse momentum, (d) 3rd-leading-jet
transverse momentum, (d) 4th-leading jet transverse momentum,
and (e) gap fraction as a function of QSum. The relative statistical
(light blue band) and total (dark blue band) experimental
uncertainties are shown.
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Figure 49: Predictions of Pythia8 (dashed magenta line), Mad-
Graph5_aMC@NLO+Pythia8 (green dashed and dotted
line), and Powheg+Pythia8 (orange continuous line) with the
ATTBAR tunes compared to the light-jet shapes as functions of
the jet radius r for jets with (a) 30 < pT

jet < 40, (b) 40 < pT
jet < 50,

(c) 50 < pT
jet < 70, (d) 70 < pT

jet < 100, and (e) 100 < pT
jet < 150.

The relative statistical (light blue band) and total (dark blue
band) experimental uncertainties are shown.
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Figure 50: Predictions of Pythia8 (dashed magenta line), Mad-
Graph5_aMC@NLO+Pythia8 (green dashed and dotted
line), and Powheg+Pythia8 (orange continuous line) with the
ATTBAR tunes compared to the b-jet shapes as functions of the
jet radius r for jets with (a) 30 < pT

jet < 40, (b) 40 < pT
jet < 50, (c)

50 < pT
jet < 70, (d) 70 < pT

jet < 100, and (e) 100 < pT
jet < 150.

The relative statistical (light blue band) and total (dark blue
band) experimental uncertainties are shown.
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25 6 pT 6 100 GeV, as shown in Fig. 45. Such a disagreement is not
observed when using the local recoil strategy for FSR.

The use of the uncertainties correlation in the tuning procedure
gives a proper statistical meaning to the parameters values and their
uncertainties, and provides a significant reduction of the parameters
uncertainties.





7
A G E N E R A L S E A R C H F O R N E W P H E N O M E N A
W I T H T H E AT L A S D E T E C T O R I N pp C O L L I S I O N S
AT
√
s = 8TeV

We report in this chapter results of a model-independent general
search for new phenomena performed on the 8 TeV dataset collected
by ATLAS in 2012.

7.1 searches for new physics at colliders

Direct searches for as yet unknown particles and forces, motivated by
the gauge hierarchy problem, are one of the primary objectives of the
ATLAS physics program.

The traditional approach to new physics searches is that of model-
based analyses. After deciding on a model of interest (e.g. a specific
SUSY breaking scenario) a specific signature, or a small number of
them, in which the signal contribution is enhanced is chosen. The
analysis selections are further optimised using a MC simulation of the
desired signal. Background estimates are then made and if no excess
is observed limits on the parameters of the model can be computed.
Analyses often incorporate data-driven background estimation tech-
niques, and validate their prediction in specifically designed control
regions.

The wide variety of NP scenario proposed so far, with some of them
containing hundreds of parameters (such as the MSSM), makes it im-
possible to explore all of them with model-based searches. Moreover,
the analyses optimisations are highly dependent on the assumptions
made. A small variation in the parameters of the model could lead
to a very different optimisation. The definition of signal and control
regions is also dependent on the model considered. Care should be
taken when reinterpreting the results of a search as the background
estimation is dependent on the assumed signal contamination in the
control regions.

Several attempts to overcome these limitations have been made.
Simplified models [279], are TeV-scale effective lagrangians where
only a limited number of particles and interactions are considered.
They can be seen as low energy limits of more general theories where
all but few particles are integrated out. Focusing on a small relevant
set of degrees of freedom at a time allows the design of searches that
are robust over a more complete range of masses and spectral pos-
sibilities. For example, decay chains or kinematic regions that may
never occur in a particular model sub-space, but require a distinct

129
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search design. The sensitivity to a simplified model can be presented
as function of its parameters (such as masses and branching fractions),
and will have applicability to any general theory giving rise to the
same topology.

In signature-based searches [280, 281], a data sample with a specific
signature is chosen (e.g. µµ+X) and analysed in a model-independent
way. The sample composition is studied in terms of known processes
with no or very limited resort to models and usually assuming that
a signal would appear as a resonance or an excess at high-pT. The
acceptances and cross-section information are then made public and
can be interpreted in any model by either the collaboration itself or
the theory community. The selection however does not necessarily
provide the best optimization for a given signal.

7.2 model independent general searches

While it is beneficial to be guided by a model, it remains important to
be sensitive to features in the data that not anticipated by any current
theory. In fact unexpected discoveries played an important role in the
history of particle physics. For instance the muon, strange particles,
and CP violation were not predicted in any existing model. The goal
of model-independent new physics searches is to be sensitive to any
deviations from known physics, whether or not they are described
by one of the existing theoretical models. The only assumption, moti-
vated by naturalness arguments, is that NP will appear in final states
with high-pT objects. General characteristics of this kind of analyses
are:

• A categorization of data into exclusive final states in such a way
that any signature of new physics appears predominantly in
one of these categories.

• An automatic procedure to identify deviations with respect to
the known Standard Model backgrounds.

• A correction accounting for the fact that the search is performed
in many different variables and channels adjusting the discov-
ery probability accordingly.

A systematic approach to the analysis of collider data is helpful in
maximizing an experiment discovery potential, insuring that all the
regions in the data are considered. In addition, the pattern of the
observed deviations might provide useful insight on the source of
the anomaly, and in determining the nature of the underlying theory
that originates them (the so called “LHC inverse problem” [282]).

The increase in generality permitted by this approach carries how-
ever several limitations. Due to the large number of event classes and
observables studied a detailed evaluation of all backgrounds from
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data-driven techniques is unrealistic. Generic searches thus rely heav-
ily on the MC description of backgrounds. They are also not compet-
itive with direct searches for known signatures (e.g., a mass peak),
and a negative search result is difficult to convert into a quantitative
limit due to the limited confidence in a MC based background esti-
mation and the difficulty to properly validate it in the many analysis
regions. A framework to automate the testing of different hypothe-
ses against observations using general searches data (but also results
from model-based searches) has however been developed at both the
D0 and H1 experiments [283, 284].

7.2.1 A history of model-independent searches

The first attempt at a global analysis at a collider experiment has been
carried out in 1998 by the L3 collaboration at LEP [285], using e+e−

data collected at
√
s = 183 GeV. All final states have been considered

in a single analysis and compared to the MC expectation. The distri-
bution of several kinematic variables, such as total energy, missing
transverse momentum and a number of event shapes were further
inspected visually, or with simple χ2 or Kolmogorov-Smirnov tests.

Shortly after a general search in eµ+X data was performed by the
D0 experiment at the Tevatron pp̄ collider [286], for the first time us-
ing of an algorithmic approach to identify possible excesses. After
partitioning the data into different final states, a multivariate algo-
rithm, named SLEUTH, was used to determine the region of greatest
excess and quantify the level to which it was compatible with the
background prediction. SLEUTH takes the unbinned data as input
and, using a Voronoi tessellation, divides the d-dimensional plane
defined by the two to four input variables into 2Ndata regions. The
use of an algorithm allowed a calculation of toy data and the statis-
tical trial factor, i.e. the fact that a deviation gets statistically more
likely the more phase space regions are investigated. For a subset
of the regions it computes a measure of the compatibility with the
background, and the fraction of pseudo-experiments in which the al-
gorithm would find a region as incompatible as the one in data. The
results of the search have been further extended in [287, 288, 289].

A disadvantage of such an approach is the large trial factor in-
volved with working in multidimensional spaces, which degrades the
search sensitivity. In 2004 the H1 collaboration at the HERA collider
pursued an approach with a one dimensional search algorithm ex-
ploring the sum of transverse momenta distributions of their Run 1

dataset. This was the first analysis to perform a search in every final
state accessible to the experiment [290, 291].

A global model-independent search has also been performed at the
CDF experiment [292, 293]. A set of physically motivated correction
factors, determined in a global fit to the data, is applied to the MC
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prediction to minimize the disagreement with data. The shapes of
over 15000 kinematic distributions are compared to the MC predic-
tion, and a Kolmogorov-Smirnov test is used to evaluate the agree-
ment. Further sensitivity is provided by two additional algorithms,
similar to the one used in H1. “Bump Hunter” [294] searches invari-
ant mass distributions for “bumps” that could indicate resonant pro-
duction of new particles, while SLEUTH scans for data excesses at
large summed transverse momentum.

More recently a general search following the H1 approach has been
performed by the CMS collaboration, with 36 pb−1 of data, in events
containing an electron or muon [295].

7.3 analysis strategy

This analysis is the continuation of a previous ATLAS result based
on 4.7 fb−1 of data collected at

√
s = 7 TeV in 2011 [1]. All event

topologies involving electrons, photons, muons, jets, jets originating
from B-hadrons (b-jets) and missing transverse momentum are inves-
tigated in a single analysis. Three kinematic distributions sensitive to
contributions from NP are scanned for deviations from the SM pre-
diction. A statistical search algorithm looks for the region of largest
deviation between data and the SM, taking into account systematic
uncertainties. The algorithm is used to find both excesses and deficits
of data, as interference effects can produce a suppression or a “dip”
in the background expectation increasing the sensitivity for some NP
scenarios [296, 297, 298]. The SM prediction is mainly constructed
from Monte Carlo (MC) simulation. To quantify the compatibility of
the data with the SM prediction, the distribution of the p-values of
the observed deviations is compared to an expectation obtained from
pseudo-experiments that includes statistical and systematic uncertain-
ties and their correlations between search classes. If a significant de-
viation is found, a dedicated analysis will be required to determine if
the deviation is caused by a mismodeling of the SM prediction, or by
a signal of new physics. A schematic view of the analysis workflow
is shown in Figure 51.

7.4 data and mc samples

7.4.1 Data sample

The data samples used in this analysis have been recorded by the
ATLAS detector between the 4th April and 6th December 2012. Over
this period the instantaneous luminosity increased from 2.74×1030 to
7.61× 1033 cm−2s−1 and the peak mean number of interactions per
bunch crossing increased from 5.9 to 36.53. The raw recorded data
corresponds to an integrated luminosity of 21.7 fb−1. Application of
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Figure 51: A schematic depiction of the workflow of the general search anal-
ysis. Data and simulated events are classified in different event
classes according to the number and type of objects reconstructed.
In a second step a search algorithm is used to scan distributions
for deviations from the SM prediction, and flag possible anoma-
lies.

beam, detector and data-quality requirements results in a data set
with a total integrated luminosity of 20.3 fb−1.

7.4.2 Background Samples

Monte Carlo simulated data samples are used to estimate SM back-
grounds, and assess sensitivity to specific signal models. All pro-
cesses producing high pT objects with a non negligible cross section
are considered for the SM estimate: inclusive jets production, W/Z/γ
production in association with jets, single top and top pair produc-
tion, diboson, triboson and Higgs production. In addition samples of
new physics are considered as benchmark signals. Most MC samples
are produced using a GEANT4 [299] based full detector simulation
[300], while the top pair, W+jets, Z+jets, γ+jets and the SUSY signal
samples are passed through a fast simulation using a parameterisa-
tion of the performance of the ATLAS electromagnetic and hadronic
calorimeters [301] and a GEANT4 based simulation elsewhere. Sev-
eral corrections are applied to the MC to reproduce the reconstruction
efficiencies of muons, electrons and photons measured in data. Addi-
tional scale factors are used to correct the b-tagging reconstruction
and misidentification efficiencies.
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The simulation includes the effect of multiple pp interactions and is
weighted to reproduce the observed distribution of the average num-
ber of collisions per bunch crossing. Most of the MC samples used
have a total integrated luminosity much larger than the one in data
(typically from few 100 to few 1000 fb−1). Samples of multijet pro-
duction for low pT of the jets and samples of vector boson production
with a low pT vector boson have a total luminosity only comparable
to that in the data.

Every sample used in this analysis is overlaid during digitization
with additional minimum bias events. Minimum bias events are gen-
erated with Pythia8 [302], the AM2 tune [303] and the leading-order
PDF set MSTW2008LO [48].

• QCD multijet
Simulated multijet events are generated with Pythia-8.165 [302],
which uses 2 → 2 Leading-Order (LO) matrix elements (ME)
with the CT10 next-to-leading-order PDFs and the ATLAS tune
AU2.

• Z/γ∗ and W+ jet production
Samples of W and Z/γ∗ in association with jets are simulated
with the Sherpa-1.4.0 [58] MC generator with up to 5 extra par-
tons in the matrix element. Both b- and c-quarks are treated as
massive. Sherpa-1.4.0 is a complete Monte Carlo generator and
thus uses its own parton shower, fragmentation and underlying
event models whereas the parton density functions are taken
from the next-to-leading-order PDF set CT10 [269]. The samples
are normalized to the NNLO inclusive cross section calculation
in [304].

• γ+jets and γγ+jets
Photon plus jets samples are generated with Sherpa-1.4.0 with
up to 4 extra partons in the matrix element. Prompt dipho-
ton samples are generated with Alpgen-2.14 and Pythia-6.426

[305] in various ranges of the invariant diphoton mass. These
samples include the processes gg → γγ and qq̄ → γγ. A fil-
ter is applied to only select events where the two photons have
pT > 35 GeV.

• W/Z+ γ/γγ

The Wγ samples are generated using Alpgen-2.14 [306] inter-
faced to Pythia-6.426. A generator level filter requiring at least
one photon with pT > 10 GeV is applied. The Zγ process is gen-
erated with Sherpa-1.4.0. The PDF set used for these samples is
CTEQ6L1 [307]. Sherpa-1.4.0 is also used to generate W/Z+ γγ

samples, with a leading-order matrix element. A k-factor of 1.2
is applied to the W/Z+ γ samples, while a k-factor of 2 and 3
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is used for Z+ γγ and W + γγ, respectively, based on the NLO
calculations in [308, 309].

• Top quark pair and single top production
The production of top quark pairs is simulated with Powheg

[78] interfaced to Pythia-6.426 (with the Perugia 2011C tune)
for the fragmentation and the hadronization processes. The top-
quark mass is fixed to 172.5 GeV. The NLO PDF set CT10 is used.
The tt̄ cross section has been calculated at NNLO in QCD in-
cluding resummation of NNLL soft gluon terms with top++2.0
[310, 311, 312, 313, 314, 315]. Single top samples for the Wt
and s-channels are generated with Powheg + Pythia-6.426 (Pe-
rugia 2011C tune) and the PDF set CT10. The single top sam-
ple for the t-channel production is generated with AcerMC-3.8
and Pythia-6.426 and the PDF set CT10. They are normalized
to the NLL calculations in Refs. [316, 317, 318]. An additional
sample generated with MadGraph-5.1.4.8 + Pythia-8.165 and
the MSTW2008LO PDF is used for SM production of four top
quarks.

• Top and vector boson associated production
Top quark pair production also occurs with an additional elec-
troweak boson (W, Z/γ∗) or a real photon. These samples are
simulated with MadGraph-5.1.4.8 interfaced to Pythia-6.426

including up to two extra partons. An additional sample is gen-
erated with MadGraph-5.1.4.8 + Pythia-8.165 and the MSTW2008LO
PDF set for exclusive ttWW production. Samples for single top
production in association with a leptonically decaying Z boson,
generated with MadGraph-5.1.4.8 interfaced to Pythia-6.426

and the CTEQ6L1 PDF, have also been included. Samples of tt̄
+W and tt̄ +Z are normalized to the NLO cross section calcu-
lated in [319, 320], the others to the LO cross-section from the
generator.

• Massive diboson production
Diboson (WW,WZ and ZZ) events are simulated using Powheg+
Pythia-6.426 and the PDF set CT10. In these samples leptonic
decays are enforced. No filter is applied for WW while for WZ
and ZZ a filter is applied to select events with a generator level
mass of the off-shell Z larger than 4 GeV and two leptons with
pT > 5 GeV. Separate samples generated with Sherpa-1.4.0 are
used to include the case in which a boson decays to hadrons.
They are normalized to NLO inclusive cross sections obtained
with MCFM [321]. Due to much largerW/Z+jets and multijet cross
sections, the contribution of fully hadronic decay modes is neg-
ligible.
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• Massive triboson production
The triboson processes WWW, ZWW and ZZZ are generated
with MadGraph-5.1.4.8 +Pythia-6.426 at LO for the case in
which all bosons decay leptonically while Sherpa-1.4.0 is used
for the case where one of the bosons decays into hadrons. They
are normalized to the NLO inclusive calculation in Ref. [322].

• Higgs production SM Higgs production (with a mass of 125

GeV) is also included as a background. Samples are generated
using either Pythia-8.165 with CTEQ6L1 PDF set or with Powheg+
Pythia-8.165 and the CT10 PDF. The samples are normalized
to the cross sections recommended by the LHC Higgs cross sec-
tion working group [323].

• Benchmark Signals
The production of supersymmetric particles is considered as a
first benchmark signal of new physics.

One set of signals is the pair production of top squarks (stop) t̃
with the decay t̃→ tχ̃01. Here the masses considered of the t̃ are
400, 500 or 600 GeV with a massless lightest neutralino that is
stable.

The second set of benchmark signals considers the pair pro-
duction of gluinos which decay through a virtual stop of mass
2.5 TeV to ttχ̃01 with a branching fraction of 100%. Here the
mass of the neutralino is set to 100 GeV and the mass of the
gluino varies from 800, 1000 to 1200 GeV. Benchmark signals
are generated with Herwig++ 2.5.2 [324] and the CTEQ6L1

PDF set. Signal cross sections are calculated to next-to-leading
order in the strong coupling constant, adding the resummation
of soft gluon emission at next-to-leading-logarithmic accuracy
(NLO+NLL) [325, 326, 327, 328, 329].

A third set of benchmark signals is the production of a heavy
Z ′ in the sequential SM, which assumes the same coupling to
fermions as the SM Z boson [330]. The Z ′ masses considered are
1500, 2000 or 2500 GeV and the decays considered are to pairs of
electrons or muons of opposite charge. Samples are generated
with Pythia-8.165 and the MSTW2008LO PDF set.

7.5 triggers

To collect the largest data sample possible with the smallest
possible bias events are selected using a logical OR of several
triggers: single lepton and photon, single or multijet and Emiss

T .
These triggers reach their maximal efficiency after applying the
offline selection listed in Table 17. In order to avoid double
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counting, events are taken from the different triggers accord-
ing to the following priority order. Events with Emiss

T > 150 GeV
are required to pass the Emiss

T trigger. Events failing this Emiss
T

requirement but with a muon with pT > 25 GeV are required
to pass the muon trigger. Remaining events with electrons with
pT > 25 GeV or photons with pT > 40 GeV are taken from elec-
tron and photon triggers. Events containing a jet (or b-jet) with
pT > 500 GeV or 5 jets (or b-jets) with pT > 80 GeV are required
to pass the jet and multijet triggers respectively.

The ATLAS experiment records events in different physics streams
depending on the sets of trigger criteria that accepted the event.
All events in the jet and missing transverse momentum (Jet-
TauEtmiss) stream, the electron and photon (EGamma) stream
and the Muon stream are considered for this analysis. As the
physics streams follow an inclusive trigger selection the same
event can be written to more than one stream. In order to avoid
double counting of event classes, each event is taken from the
stream with the loosest trigger requirement.

Following the object reconstruction described above, events are
discarded if they have any jets failing quality selection crite-
ria designed to suppress detector noise and non-collision back-
grounds [217]. Events are also required to have a primary ver-
tex reconstructed from five or more tracks with pT > 0.4 GeV;
the vertex with the largest

∑
p2T of the associated tracks is cho-

sen. Non-collision backgrounds were studied in several ATLAS
analyses with identical object selection criteria and these back-
grounds were found to give a negligible contribution after event
cleaning selections [331].

7.6 events classification

After the data quality requirement, trigger, and event cleaning
have been applied, the events are subdivided into exclusive
classes based on the number and types of objects reconstructed
in the event; electrons (e), muons (µ), photons (γ), jets (j), b-jets
(b) and Emiss

T (ν). Hadronically decaying tau leptons have been
considered as possible additional object. Their reconstruction
and identification have however large uncertainties and suffer
from large backgrounds from misidentified hadronic jets which
are difficult to model in the simulation. Taus are thus not consid-
ered in this analysis, and their study is left for future iterations
of this analysis.

This subdivision can be regarded as a classification according
to the most important features of the events. The partitioning is
orthogonal, with each event associated with one and only one
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Trigger item Offline requirement

Muon Stream

EF_ mu24i_tight OR EF_mu36_tight pT > 25 GeV

EF_2mu13 pt(µ1,µ2) > 15 GeV

EGamma Stream

EF_ e24vhi_ medium1 OR EF_e60_medium1 pT(e) > 25 GeV

EF_2e14_medium pT(e1, e2) > 15 GeV

EF_g120_loose pT(γ) > 140 GeV

EF_g30_medium_g20_medium pT(γ1,γ2) > 40 GeV

JetTauEtmiss Stream

EF_j360_a4tchad pT(jet) > 500 GeV

EF_5j55_a4tchad_L2FS pT(jet1,··· ,5) > 80 GeV

EF_xe80(T)_tclcw_loose Emiss
T > 150 GeV

Table 17: List of the pT cuts used for each object in order to have a fully
efficient trigger.

final state. Possible final states are defined algorithmically, and
are dynamically created to accommodate all events. The classifi-
cation includes all possible final state configurations and object
multiplicities, e.g. if a data event with 7 reconstructed muons is
found it is classified in a “7-muon” event class (7µ). Similarly an
event with missing transverse momentum, 2 muons, 1 photon
and 4 jets is classified and considered in a corresponding event
class denoted (ν2µ1γ4j). To suppress sources of fake Emiss

T two
additional requirements are applied on events to be classified in
ν categories. The ratio of Emiss

T over meff (where meff is defined
in each event class as the scalar sum of the pT of the objects
defining the class, including the Emiss

T ) is required to be greater
than 0.2 and the minimum azimuthal separation between the
Emiss

T and the three leading reconstructed jets (if present) has to
be greater than 0.4, otherwise the event is rejected. The pT re-
quirement applied on top of the trigger selection and the labels
used for each object are summarized in Table 18.



7.7 background estimation 139

object jet b-jet electron muon photon Emiss
T

label j b e µ γ ν

lower pT cut [GeV] 50 50 25 25 40 150

Table 18: List of objects used for the event classification with their labels and
lower pT requirement.

7.7 background estimation

In this search the SM prediction for almost all processes is taken
from MC simulation. Only background events with one lepton
candidate originating from misidentification of hadronic jets,
photon conversions or real leptons from heavy flavor decays
(collectively referred to as fake leptons) are estimated using
data. For categories containing more than one lepton the contri-
bution from fake leptons is found to be small compared to the
total background and taken directly from the simulation. Com-
parisons between data and simulation in dedicated control re-
gions with enlarged fake-lepton contribution have shown agree-
ment within uncertainties. Re-weighting procedures are applied
to some of the MC samples to improve the modeling of the SM
background. This is described in section 7.7.2

7.7.1 Estimation of fake lepton background

Background contributions with exactly one fake lepton are de-
termined with a data-driven procedure referred to as the ABCD
method. In an ABCD method the background rate is estimated
by applying the event selections on two independent, uncor-
related variables, such that both selections enhance the signal
to background ratio. This separates the phase-space into four
regions: a signal dominated and three background enhanced
regions. The two variables used here are the relative track isola-
tion of the lepton and the track impact parameter significance,
in which the requirements applied for signal leptons (described
in Sections 5.4 and 5.5) are reverted. The expected number of
background events in the signal dominated region A can be
determined from the observed data events in the other three
regions as NA = NC ×NB/ND, after removing the prompt lep-
tons contribution predicted by the MC in regions B, C and D.
The method has been tested on MC samples, and from the accu-
racy of the results an uncertainty of 50% is assigned to the fake
lepton estimate for all event classes. The method is validated
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with data at low transverse and low effective mass in 1 lepton
classes with 1 jet, 3 jets, and 1 jet and 1 b-jet. By applying this
data-driven procedure the analysis has reduced sensitivity to
NP models predicting non-isolated leptons.

7.7.2 Corrections to the MC prediction

In classes containing only j and b the multijet MC samples are
scaled to data with normalization factors, ranging from 0.4 to
1, derived separately in each exclusive jet multiplicity class (e.g.
for the 1j2b the same normalization factor as for the 3j category
is used). This ansatz is found to describe the jet multiplicity dis-
tribution also for the b-jet channels. After this scaling is applied
we lose sensitivity to NP effects causing only normalization dif-
ferences between data and the MC prediction in event classes
containing only j and b. The simulated W/Z+jets and top pair
samples are reweighed to improve the modeling in classes con-
taining ν, by reweighing the truth-level pT distribution of the
boson or top quark pair. The W/Z+jets correction was deter-
mined in a control region requiring one lepton and high Emiss

T by
the search for stop decays to charm and neutralinos [332]. The
correction of the tt̄ pT distribution was determined in a search
for squarks and gluinos in decays with one isolated lepton and
derived in a control region requiring one lepton, high Emiss

T , 3

or 5 jets and one b-tagged jet [333]. These corrections lead to a
lower SM prediction for classes with Emiss

T . The reweighing has
no effect on the largest positive deviations, but decreases the
number of deficits seen in data.

7.8 systematic uncertainties

The systematic uncertainties have both uncorrelated components
and components which are correlated between event classes
and within different bins of kinematic distributions in the same
event class. The correlated component is taken as a normal-
ization uncertainty assigned coherently to all bins and event
classes. The uncorrelated components vary independently among
different bins and event classes. In the search algorithm, all un-
certainties are treated as uncorrelated. Correlations according
to the correlated uncertainty components are, however, used
for the generation of the pseudo-experiments. The experimen-
tal uncertainties and the uncertainty due to the limited number
of MC events are found to dominate in the majority of the event
classes.
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7.8.1 Experimental Uncertainties

The dominant detector-related systematic effects are due to the
uncertainties in the jet energy scale (JES) and resolution (JER),
and to the limited knowledge of the b-tagging efficiencies. The
JES uncertainty estimate is based on MC studies, test-beam data
and in-situ measurements (as described in Sec. 5.2).

Uncertainties on electron and muon reconstruction and identi-
fication efficiencies, as well as muon momentum scale and res-
olution, are not considered as they have been found negligible
in all of the considered event classes. A systematic uncertainty
related to the pileup modeling is determined by comparing the
nominal reweighting with a shift in the weight scale of 10%. The
uncertainty on the amount of collected luminosity is ±2.8% de-
rived following the same methodology as [207]. Experimental
uncertainties are treated as correlated and the uncertainty due
to the limited number of MC events is treated as uncorrelated
in the pseudo-experiment generation.

7.8.2 Uncertainties on the background processes

The principle of this analysis is to search for a deviation from
the MC description and, if such a deviation is found, to study it
with a dedicated analysis. Therefore no rigorous determination
of the theoretical uncertainties was performed for the present
general search. Systematic uncertainties are assigned to repre-
sent typical theoretical uncertainties of the models and genera-
tors used. The uncertainties are motivated by theoretical studies
and the results of dedicated searches and measurements by the
ATLAS Collaboration at high-pT. All theory uncertainties are
treated as constant over the studied parameter space. They are
summarised for the SM processes considered in Table 19 and
discussed below. Theoretical uncertainties are assigned per sub-
process and subdivided into an uncorrelated and a correlated
component. Multijet processes are modeled using MC samples
for the 2 → 2 process only. However, as the jet multiplicity is
reweighted to data, no cross-section uncertainty is applied. An
uncorrelated uncertainty of 30% is assumed, based on studies
described in [334], to cover any residual difference between data
and the simulation. Systematic uncertainties of 10% correlated
and 30% uncorrelated are applied to γ+jets and γγ+jets produc-
tion processes. These values are a bit larger then the uncertain-
ties quoted in [335]. The inclusive W and Z cross-sections are
known at NNLO, with an uncertainty of ≈5%. We assign this
5% as a correlated uncertainty, while 15% is taken as uncorre-
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lated uncertainty. These uncertainties are inspired by [336]. For
W/Z+heavy flavour processes a correlated uncertainty of 30%
is assigned and an uncorrelated uncertainty of 10%. The un-
certainty for these processes is increased to be consistent with
the reweighting and uncertainties found in other ATLAS analy-
ses, e.g. in [337]. For tt̄ and single top, for which the inclusive
cross-section is known to NNLO and NLO, respectively, a corre-
lated uncertainty of 5% and an uncorrelated uncertainty of 20%
is used. We use slightly larger uncertainties than those given
in [338]. For tt̄ production with additional vector bosons we as-
sign a 10% correlated uncertainty and a 30% uncorrelated uncer-
tainty. Again these numbers are slightly more conservative than
those determined from pure PDF and scale variation (see e.g.
[319, 320]). Diboson processes (including W/Z+ γ) are known
to NLO. A correlated uncertainty of 10% and an uncorrelated
uncertainty of 30% are assigned for these processes. To cover
possible shape uncertainties in specific phase-space regions and
due to additional jet production we have quoted a more conser-
vative uncertainty than that in [339]. For triboson production
(including W/Z + γγ) we consider a correlated uncertainty of
20% and 50% as an uncorrelated uncertainty. Similar numbers
are found in [340]. The same conservative uncertainties are used
for the single top+Z and four top production. An uncorrelated
uncertainty of 20% is used for all Higgs production processes to
cover systematics in specific phase-space regions, e.g. with ad-
ditional jet production. The correlated uncertainty is set to 5%
due to the well-known Higgs cross-sections [323].

7.9 classification results

Data events are found in 573 event classes. The number of classes
with an SM expectation larger than 0.1 is 697. These classes
are further considered for the statistical analysis. A total of 16
event classes have an SM expectation of less than 0.1 events,
but at least one data event. Two data events are found only
in the 2µ1e5j event class, with a background expectation of
0.045± 0.028. The data and MC prediction for a subset of the
697 classes with an SM expectation greater than 0.1 is shown in
Figure 52, while for the remaining event classes they are shown
in Appendix ??. Agreement between data and the SM predic-
tion is observed for most event classes.
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Figure 52: Number of events for event classes for which jets or Emiss
T triggers

are used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, nu) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Systematic Uncertainties

Background correlated (%) uncorrelated (%)

Multijets (normalized to data) 0 30

γ+jets and γγ+jets 10 30

W/Z + light flavour production 5 15

W/Z + heavy flavour production 10 30

tt̄ and single top 5 20

tt̄ + vector boson 10 30

Diboson (including W/Z+γ) 10 30

Triboson 20 50

Higgs production 5 20

Table 19: Theoretical uncertainties assigned to the modeling of the back-
ground processes, subdivided into correlated and uncorrelated ef-
fects for the generation of the pseudo-experiments.

7.10 statistical interpretation

In order to quantitatively determine the level of agreement be-
tween the data and the SM expectation and to identify regions
of possible deviations we use an algorithm, first developed for
the H1 general search [290]. As a compromise between maxi-
mizing our sensitivity and keeping the look elsewhere effect at
manageable level, it is applied only on three distributions: meff

is defined as the scalar sum of transverse momenta
∑
pT of all

reconstructed objects including the missing energy, minv is the
total invariant mass of the reconstructed objects in the event
and in case the class is flagged with ν the Emiss

T distribution is
scanned as well. These variables have been widely used in the
contest of searches for new physics, being sensitive to a large
class of new physics signals.

The algorithm described in the following locates the region of
largest deviation, be it a deficit or an excess, in a distribution
(provided in form of histogram).

The search algorithm locates the region of largest deviation in a
distribution of any shape. The bin size of the scanned distribu-
tions is chosen to reflect the expected resolution of each variable



7.10 statistical interpretation 145

in a given class, with values ranging from 20 to 500 GeV. 1 In the
scan of theminv distribution for each event class, only the region
where minv is greater than the sum of the minimum pT require-
ment of each contributing object is considered (e.g. 50 GeV for a
2µ class). This avoids sensitivity to the threshold regions which
may not be well-modeled by the MC simulation.

The number of data events Nobs and the expectation NSM
with its total systematic uncertainty δNSM is determined for
each possible connected bin region of the histograms. A statis-
tical estimator p is then used to judge which region is of most
interest. This estimator is derived from the convolution of the
Poisson probability density function (pdf) to account for statis-
tical errors with a Gaussian pdf, G(b;NSM, δNSM) with mean
NSM and width δNSM, to include the effect of non negligible
systematic uncertainties and is defined via:

p =


A

∫∞
0

dbG(b,NSM, δNSM)

∞∑
i=Nobs

e−bbi

i!
Nobs > NSM

A

∫∞
0

dbG(b,NSM, δNSM)

i=Nobs∑
i=0

e−bbi

i!
Nobs < NSM

(77)

The factor A = 1/
∞∫
0

dbG(b;NSM, δNSM)
∞∑
i=0

e−bbi

i! ensures that

the pdf is normalized to unity. If the Gaussian pdf G is replaced
by a Dirac delta function δ(b −NSM) the estimator p results
in a usual Poisson probability. The value of p gives an estimate
of the probability for the SM expectation to fluctuate upwards
or downwards with respect to the data in a given region. Here
we interpret p as the local p-value of this deviation. The region
of greatest deviation found by the algorithm is the region with
the smallest p-value. Such a method is able to find narrow reso-
nances and single outstanding events as well as signals spread
over large regions of phase space in distributions of any shape.
To avoid being sensitive to the effect of poor Monte Carlo statis-
tics regions where the background prediction has a relative un-
certainty of 100% are discarded by the algorithm. As a conse-
quence, a signal that would appear as an excess in data only in
event classes with poor or no Monte Carlo statistics would be
missed.

1 A value of 10 GeV has been considered in the scan of the meff and minv variables
for the resolution of leptons. The resolution for photons it taken as 20 GeV, while 30

GeV is used for jets and Emiss
T . The scan of the Emiss

T variable uses a constant bin size
of 40 GeV for all event classes.
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Figure 53: meff distribution for the event class with two electrons, one jet
and Etmiss (ν2e1j). The dashed vertical lines indicate the region
of interest which has the smallest p-value (0.0013) for this event
class.

7.11 search results

To illustrate how the algorithm works, three example distribu-
tions are presented. Figure 53 shows the effective mass distri-
bution for the event class with two electrons, one jet and Emiss

T ;
Figure 54 shows the visible invariant mass for the event class
with with three muons; Figure 55 the Emiss

T distribution for the
class containing 2 jets, 2 b-jets and Emiss

T . The region of greatest
deviation found by the search algorithm in these distributions
is indicated by vertical lines.

The probability that a statistical fluctuation occurs somewhere
in the event class distributions is modelled by pseudo-experiments.
In this procedure, the data are replaced by pseudo-data which
are generated according to the SM expectation. We generated
2000 “pseudo ATLAS experiments”, each consisting of the same
event classes and distributions as considered in the data. The
search algorithm is applied to each of these in the same way
as for data. The p-value distributions of the “pseudo ATLAS
experiment” and their statistical properties can be compared
with the p-value distributions obtained from data. The effect of
bin-by-bin correlations is taken into account in the generation
of pseudo-experiments. The distribution of the local p-values
observed in data for each event class, compared to the expec-
tation from the SM hypothesis as obtained from the pseudo-
experiments, are shown in Figures 56, 58 and 60 for the meff,
minv and Emiss

T distributions, respectively. These figures also show
for comparison the expected p-value distributions obtained when
neglecting correlations in the pseudo-experiment generation. This
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treatment leads to smaller p-values but the probability that a sin-
gle deviation occurs at very low p-values is less affected. Agree-
ment is observed between data and the expectation from corre-
lated systematics. In Figures 56, 59 and 61 we show the fraction
of pseudo-experiments that have at least one, two, or three de-
viations below a given p-value (pmin).

No event class is found with a local p-value below 10−4, corre-
sponding roughly to a 4σ deviation. This is consistent with the
expectation from pseudo-experiments. At least one class with
a local p-value below 10−4 is expected to be found in less than
10% of the pseudo-experiments in the visible invariant mass dis-
tributions, in about 10% of the pseudo-experiments in the scan
of the effective mass distributions and about 5% of the pseudo-
experiments in the scan of the Emiss

T distributions. One event
class is found in the effective mass distribution with a p-value
smaller than 10−3, corresponding to a probability of about 60%.
The smallest p-value obtained from the scan of the Emiss

T distribu-
tion is 0.013. Pseudo-experiments would predict a slightly larger
number of excesses indicating a possible overestimation of the
systematic uncertainties. For the five largest deviations found in
the scan of each variable the number of data and background
events, the uncertainty on the background and the p-value in
the region of interest are summarised in Table 20. The largest
deviation has a local p-value of 7 · 10−4 and is found in the
effective mass distribution of the 1µ1e1γ2j event class, shown
in Figure 62, in a region with 8 data events and a background
expectation of 1.34± 0.63 events.

Extensive checks have been carried out to understand how the p-
value distribution changes when using different MC generators
for the main backgrounds and varying the size of the theoretical
uncertainties up and down by a factor of two. The effect of these
variations is found to be insignificant on the tail of the p-value
distribution and on the largest deviations found.

7.12 sensitivity to benchmark new physics signals

A set of pseudo-data samples were generated to assess the sen-
sitivity of the search procedure to some specific signals of new
physics. The prediction of a new physics model is added on top
of the SM prediction and the sum is used to generate pseudo-
data samples. To quantify our sensitivity we compute the frac-
tion of pseudo-experiments in which at least one event class
is expected to have a significance greater than a given value,
both under the SM-only hypothesis and under the SM+signal
hypothesis. Since this analysis searches for large deviations, the
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Figure 56: The observed and expected distributions for the number of event
classes having a given range in −log10(p− value) for the scans
of the effective mass distributions. The data and mean expec-
tation are shown together with the expected distributions ob-
tained from the pseudo-experiments generated under the default
assumptions for the correlations in the systematic uncertainties
(blue) and neglecting their correlations (red).
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Figure 57: The fraction of pseudo-experiments which have at least one,
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Figure 58: The observed and expected distributions for the number of event
classes having a given range in −log10(p− value) for the scans
of the visible invariant mass distributions. The data and mean ex-
pectation are shown together with the expected distributions ob-
tained from the pseudo-experiments generated under the default
assumptions for the correlations in the systematic uncertainties
(blue) and neglecting their correlations (red).
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Figure 59: The fraction of pseudo-experiments which have at least one,
two and three deviations with a p-value below a given thresh-
old (pmin) in the scan of the visible invariant mass distribution.
The values observed in data are indicated by arrows. Pseudo-
experiments are generated under the SM-only hypothesis and
with the default assumption for the correlations in the systematic
uncertainties.
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Figure 60: The observed and expected distributions for the number of event
classes having a given range in −log10(p− value) for the scans of
the missing transverse energy distributions. The data and mean
expectation are shown together with the expected distributions
obtained from the pseudo-experiments generated under the de-
fault assumptions for the correlations in the systematic uncertain-
ties (blue) and neglecting their correlations (red).
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Figure 61: The fraction of pseudo-experiments which have at least one,
two and three deviations with a p-value below a given threshold
(pmin) in the scan of the missing transverse energy distribution.
The values observed in data are indicated by arrows. Pseudo-
experiments are generated under the SM-only hypothesis and
with the default assumption for the correlations in the systematic
uncertainties.
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topology p-value NData NMC ± δNMC

meff

1m1e1g2j 0.00069 8 1.4± 0.6
v2e1j 0.0010 6 0.7± 0.5
1e2g4j 0.0011 4 0.25± 0.24
1e1g3j2b 0.0015 17 5.3± 2.0
1m2g1j 0.0018 0 8.9± 2.3

minv

1e2b 0.0011 5 0.5± 0.3
v1e2j 0.0023 11 2.6± 1.4
v4j3b 0.0027 7 1.3± 0.7
1m1e1g1b 0.0034 8 1.9± 0.8
1e1g2j1b 0.0052 11 2.7± 1.7

Emiss
T

v2e1j 0.012 4 0.6± 0.5
v2m2b 0.027 2 0.20± 0.19
v4j3b 0.029 5 1.2± 0.8
v1e7j 0.036 4 0.80± 0.78
v1e1b 0.038 113 75± 19

Table 20: The five highest deviations found in the scan of the meff, minv and
Emiss

T distributions.
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sensitivity of the search needs to be compared to the discovery
sensitivity and not the exclusion limits reported.

In Figure 63 (top) the effect of a signal is shown for direct stop
production in the Emiss

T scan. No significant deviation in the
p-values with respect to the SM-only hypothesis is observed,
due to the relatively small stop production cross-section. In Fig-
ure 63 (middle) the effect of a signal is shown for gluino pair
production in the meff scan. Pseudo-experiments for a 800 GeV
gluino predict in about 95% of the cases a deviation with a p-
value as low as 10−6, with a probability close to zero for this to
happen under the SM-only hypothesis. Due to the smaller pro-
duction cross-section a gluino with a mass of 1000 GeV has a
much smaller probability to yield an event class with such low
p-values. Very little difference with respect to the SM expecta-
tion is visible for a gluino with a mass of 1200 GeV. The sensi-
tivity to the Z’ signal is shown in Figure 63 (bottom). Because
this signal is localized in few specific classes (i.e. 2e, 2µ) in a
narrow range of the minv distribution with low SM background
the search algorithm shows marked sensitivity to it.
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Figure 63: Sensitivity of the search method to benchmark signal models.
The figure shows the expected fraction of pseudo-experiments
having at least one event class with a −log10(p− value) greater
than the one shown on the axis for pseudo-experiments gener-
ated under the SM-only and SM+signal hypothesis. The top fig-
ure shows a model of direct stop production for the scan of
the Emiss

T distribution. The middle figure shows the fraction of
pseudo-experiments for the production of a gluino pair with var-
ious gluino masses considering the meff scans. The lower figure
shows the fraction of pseudo-experiments for the production of a
Z’ considering the minv scans.



C O N C L U S I O N S

The first run of the LHC has provided much needed data to im-
prove our knowledge of particle physics at the TeV scale. Their
analysis is providing a wealth of information, allowing us to
improve our understanding of the Standard Model, as well as
to put stringent constraints on models of New Physics.

As the number of top quarks available for study increased
from the few tens used for discovery to the millions collected at
the LHC the accuracy of the measurements of top quark proper-
ties has greatly improved, allowing precise tests of QCD predic-
tions. In particular the modeling of extra radiation in top events
has important implications for measurements of the top mass,
but is also a sizeable uncertainty in other SM studies (such as
Higgs production) and in searches for new physics.

In chapter 6 we have presented the ATTBAR tune of the Pythia8

parton shower ISR and FSR parameters to ATLAS measure-
ments of tt̄ production at 7 TeV. The Professor code, widely
used in the context of Monte Carlo tuning, has been extended to
include correlations in the experimental uncertainties. By adding
a damping factor to the ISR emission probability the standalone
Pythia8 generator is found to give a good description the ex-
tra radiation in tt̄ events. The tuned value of αISR

s (mZ) in AT-
TBAR is compatible with previous determinations from mea-
surements of the Z boson transverse momentum and the value
of αFSR

s (mZ) is in agreement with event shapes in hadronic Z de-
cays as measured at LEP. The ATTBAR tune is then applied to
the NLO+PS generators Powheg and MadGraph5_aMC@NLO,
and additional parameters are tuned to data.

Several shortcomings of the models have been highlighted. The
b-jet shapes modelling shows significant disagreement for high-
pT jets at large r. A poor description of data is also found with
MadGraph5_aMC@NLO, using the recommended global recoil
strategy, and further studies will be needed to understand its
origin.

With the increase in the energy and luminosity of the LHC Run2,
larger samples of top quarks will become available. We foresee
the upcoming measurements will be able to further constraint
the shower models and we advocate dedicated measurements to
reduce the large uncertainties in the modeling of hadronization
and color reconnection effects.
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Despite being a succesfull and very predictive theory the SM
fails in explaining several experimental and theoretical prob-
lems and it is believed to be only a low-energy approximation
of a more complete theory valid up to very high energies.

A major fraction of the LHC physics program has been devoted
to the search for new particles related to the solution of the nat-
uralness and dark matter problems. No statistically significant
hint for new physics has been found in Run 1, and for the most
favoured models particle masses up to the TeV range have been
excluded.

In chapter 7 we have presented results a model independent
general search for new phenomena using data collected by the
ATLAS detector at 8 TeV. For the first time at an LHC experi-
ment all final states including electrons, muons, photons, jets,
b-jets and missing transverse energy, for a total of 697 event
classes, have been systematically studied, in what is probably
the most comprehensive search for new physics performed at
a collider experiment. Algorithmic techniques have been devel-
oped to identify possible discrepancies between data and the ex-
pected background, mostly obtained from MC simulation. The
number and size of the observed deviations is compatible with
the expectation obtained from pseudo-data. The observed agree-
ment should be considered an important achievement for both
the modeling of the physics processes and the detector simula-
tion. The most significant disagreement found in a final state
containing one electron, one muon, one photon and two jets,
corresponding to a p-value of 7 · 10−4, expected in about 50% of
the pseudo-experiments.

After a successful run at 7 and 8 TeV the LHC will restart at
a further increased energy of 13 TeV. With twice the beam en-
ergy and more then ten times the integrated luminosity a much
larger parameter space will be explored; limits on NP models
are expected to improve from hundreds of GeVs to TeVs and
the naturalness paradigm will ultimately be put into test. In this
exciting phase the general search analysis promise to be an in-
valuable tool for the fast and comprehensive monitoring of data
in search for hints of a new theory complementing the SM up
to the highest energies.



Part IV

A P P E N D I X





A P P E N D I X 0 1

For each event class considered in the general search analysis,
we report here the total number of data events observed com-
pared to the SM background expectation. In Figure 64 and 65

are shown event classes for which an electron or photon trigger
is used, Figures 66 67 and 68 show the event classes that use a
muon trigger, while the event classe in Figures 69 70 and 71 use
a jet or Emiss

T trigger. A good agreement between data and the
SM prediction is observed for most of the event classes.
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Figure 64: Number of events for event classes for which electron and photon
triggers are used. The classes are labeled according to the abun-
dance and type (e, µ, γ, j, b, ν) of the reconstructed objects for
this event class. The data are compared to the SM background
expectation as described in the text. The hatched bands indicate
the total uncertainty of the SM prediction.
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Figure 65: Number of events for event classes for which electron and photon
triggers are used. The classes are labeled according to the abun-
dance and type (e, µ, γ, j, b, ν) of the reconstructed objects for
this event class. The data are compared to the SM background
expectation as described in the text. The hatched bands indicate
the total uncertainty of the SM prediction.
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Figure 66: Number of events for event classes for which muon triggers are
used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Figure 67: Number of events for event classes for which muon triggers are
used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Data 2012 Triboson Diboson 4 top single top+Z +Vtt single top tt

Z+light jets W+light jets Z+b jets W+b jets multijet Higgs (125 GeV) γW+ γγW+

γZ+ γγZ+ +jetsγγ +jetsγ fake leptons
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Figure 68: Number of events for event classes for which muon triggers are
used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Data 2012 Triboson Diboson 4 top single top+Z +Vtt single top tt

Z+light jets W+light jets Z+b jets W+b jets multijet Higgs (125 GeV) γW+ γγW+

γZ+ γγZ+ +jetsγγ +jetsγ fake leptons
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Figure 69: Number of events for event classes for which jets or Emiss
T triggers

are used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Figure 70: Number of events for event classes for which jets or Emiss
T triggers

are used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Data 2012 Triboson Diboson 4 top single top+Z +Vtt single top tt

Z+light jets W+light jets Z+b jets W+b jets multijet Higgs (125 GeV) γW+ γγW+

γZ+ γγZ+ +jetsγγ +jetsγ fake leptons
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Figure 71: Number of events for event classes for which jets or Emiss
T triggers

are used. The classes are labeled according to the abundance and
type (e, µ, γ, j, b, ν) of the reconstructed objects for this event
class. The data are compared to the SM background expectation
as described in the text. The hatched bands indicate the total un-
certainty of the SM prediction.
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Table 21 summarises the settings of the ATTBAR tunes for the
Pythia8, MadGraph5_aMC@NLO+Pythia8, and Powheg+Pythia8

generators.
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Table 21: Options and parameters settings of the ATTBAR, ATTBAR-
MG5aMCNLO and ATTBAR-POWHEG tunes of Pythia8, Mad-
Graph5_aMC@NLO+Pythia8, and Powheg+Pythia8. All the
other parameters and model switches correspond to the settings
of the base tune (Monash) for Pythia8, and to the default values
for MadGraph5_aMC@NLO and Powheg. The ’-’ symbol is used
in case the setting is not applicable.

Pythia8 settings ATTBAR ATTBAR-MG5aMCNLO ATTBAR-POWHEG

SpaceShower:alphaSvalue 0.121 0.121 0.121

SpaceShower:pTdampMatch 1 0 0

SpaceShower:pTdampFudge 1.18 - -

TimeShower:alphaSvalue 0.137 0.137 0.137

TimeShower:pTmin 1.26 1.26 1.26

MultipartonInteractions:pT0Ref 2.16 2.16 2.16

TimeShower:globalRecoil - off -

SpaceShower:pTmaxMatch 0 1 2

SpaceShower:MEcorrections on off on

TimeShower:MEcorrections on off on

POWHEG:veto - - 1

POWHEG:vetoCount - - 3

POWHEG:pThard - - 0

POWHEG:pTemt - - 0

POWHEG:emitted - - 0

POWHEG:pTdef - - 2

POWHEG:MPIveto - - 0

MadGraph5_aMC@NLO settings

frac_upp - 0.54 -

frac_low - 0.54 -

scaleMCdelta - 0 -

Powheg settings

hdamp - - 1.8· mt



B I B L I O G R A P H Y

[1] ATLAS Collaboration, A general search for new phenomena
with the ATLAS detector in pp collisions at

√
s = 7 TeV,

ATLAS-CONF-2012-107.

[2] ATLAS Collaboration, A general search for new phenomena
with the ATLAS detector in pp collisions at

√
s = 8 TeV,

ATLAS-CONF-2014-006.

[3] ATLAS Collaboration, G. Aad et al., Search for squarks and
gluinos with the ATLAS detector in final states with jets and
missing transverse momentum using

√
s = 8 TeV

proton–proton collision data, JHEP 1409 (2014) 176,
arXiv:1405.7875 [hep-ex].

[4] ATLAS Collaboration, G. Aad et al., Search for direct pair
production of the top squark in all-hadronic final states in
proton-proton collisions at

√
s = 8 TeV with the ATLAS

detector, JHEP 1409 (2014) 015, arXiv:1406.1122
[hep-ex].

[5] ATLAS Collaboration, A study of the sensitivity to the
Pythia8 parton shower parameters of tt̄ production
measurements in pp collisions at

√
s = 7 TeV with the ATLAS

experiment at the LHC,. ATLAS-PHYS-PUB-2015-007.

[6] C. N. Yang and R. L. Mills, Conservation of Isotopic Spin
and Isotopic Gauge Invariance, Phys. Rev. 96 (1954) 191–195.
http://link.aps.org/doi/10.1103/PhysRev.96.191.

[7] Y. Nambu and G. Jona-Lasinio, Dynamical Model of
Elementary Particles Based on an Analogy with
Superconductivity. I, Phys. Rev. 122 (1961) 345–358.
http://link.aps.org/doi/10.1103/PhysRev.122.345.

[8] Y. Nambu and G. Jona-Lasinio, Dynamical Model of
Elementary Particles Based on an Analogy with
Superconductivity. II, Phys. Rev. 124 (1961) 246–254.
http://link.aps.org/doi/10.1103/PhysRev.124.246.

[9] J. Goldstone, Field Theories with Superconductor Solutions,
Nuovo Cim. 19 (1961) 154–164.

[10] S. Glashow, Partial Symmetries of Weak Interactions,
Nucl.Phys. 22 (1961) 579–588.

171

https://cdsweb.cern.ch/record/1472686
https://cds.cern.ch/record/1666536
http://dx.doi.org/10.1007/JHEP09(2014)176
http://arxiv.org/abs/1405.7875
http://dx.doi.org/10.1007/JHEP09(2014)015
http://arxiv.org/abs/1406.1122
http://arxiv.org/abs/1406.1122
https://cdsweb.cern.ch/record/2004362
http://dx.doi.org/10.1103/PhysRev.96.191
http://link.aps.org/doi/10.1103/PhysRev.96.191
http://dx.doi.org/10.1103/PhysRev.122.345
http://link.aps.org/doi/10.1103/PhysRev.122.345
http://dx.doi.org/10.1103/PhysRev.124.246
http://link.aps.org/doi/10.1103/PhysRev.124.246
http://dx.doi.org/10.1007/BF02812722
http://dx.doi.org/10.1016/0029-5582(61)90469-2


172 bibliography

[11] P. W. Higgs, Broken Symmetries and the Masses of Gauge
Bosons, Phys. Rev. Lett. 13 (1964) 508–509.
http://link.aps.org/doi/10.1103/PhysRevLett.13.508.

[12] G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble, Global
Conservation Laws and Massless Particles, Phys. Rev. Lett.
13 (1964) 585–587.
http://link.aps.org/doi/10.1103/PhysRevLett.13.585.

[13] F. Englert and R. Brout, Broken Symmetry and the Mass of
Gauge Vector Mesons, Phys. Rev. Lett. 13 (1964) 321–323.
http://link.aps.org/doi/10.1103/PhysRevLett.13.321.

[14] S. Weinberg, A Model of Leptons, Phys.Rev.Lett. 19 (1967)
1264–1266.

[15] A. Salam, Weak and electromagnetic interactions,. Proc. of
the 8th Nobel Symposium on ‘Elementary particle
theory, relativistic groups and analyticity’, Stockholm,
Sweden, 1968, edited by N. Svartholm, p.367-377.

[16] G. ’t Hooft and M. J. G. Veltman, Regularization and
renormalization of gauge fields, Nucl. Phys. B44 (1972)
189–213.

[17] Gargamelle Neutrino Collaboration Collaboration,
F. Hasert et al., Observation of Neutrino Like Interactions
Without Muon Or Electron in the Gargamelle Neutrino
Experiment, Phys.Lett. B46 (1973) 138–140.

[18] UA1 Collaboration Collaboration, G. Arnison et al.,
Experimental Observation of Isolated Large Transverse Energy
Electrons with Associated Missing Energy at s**(1/2) =
540-GeV, Phys.Lett. B122 (1983) 103–116.

[19] UA1 Collaboration Collaboration, G. Arnison et al.,
Experimental Observation of Lepton Pairs of Invariant Mass
Around 95-GeV/c**2 at the CERN SPS Collider, Phys.Lett.
B126 (1983) 398–410.

[20] https://en.wikipedia.org/wiki/Standard_Model#/media/

\File:Standard_Model_of_Elementary_Particles.svg.
Accessed: 2015-06-30.

[21] ATLAS Collaboration, G. Aad et al., Observation of a new
particle in the search for the Standard Model Higgs boson with
the ATLAS detector at the LHC, Phys.Lett. B716 (2012)
1–29, arXiv:1207.7214 [hep-ex].

[22] CMS Collaboration Collaboration, S. Chatrchyan et al.,
Observation of a new boson at a mass of 125 GeV with the

http://dx.doi.org/10.1103/PhysRevLett.13.508
http://link.aps.org/doi/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://link.aps.org/doi/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1103/PhysRevLett.13.321
http://link.aps.org/doi/10.1103/PhysRevLett.13.321
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1016/0370-2693(73)90499-1
http://dx.doi.org/10.1016/0370-2693(83)91177-2
http://dx.doi.org/10.1016/0370-2693(83)90188-0
http://dx.doi.org/10.1016/0370-2693(83)90188-0
https://en.wikipedia.org/wiki/Standard_Model#/media/\File:Standard_Model_of_Elementary_Particles.svg
https://en.wikipedia.org/wiki/Standard_Model#/media/\File:Standard_Model_of_Elementary_Particles.svg
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://arxiv.org/abs/1207.7214


bibliography 173

CMS experiment at the LHC, Phys.Lett. B716 (2012) 30–61,
arXiv:1207.7235 [hep-ex].

[23] ATLAS, CMS Collaboration, G. Aad et al., Combined
Measurement of the Higgs Boson Mass in pp Collisions at√
s = 7 and 8 TeV with the ATLAS and CMS Experiments,

Phys.Rev.Lett. 114 (2015) 191803, arXiv:1503.07589
[hep-ex].

[24] ATLAS Collaboration, Measurements of the Higgs boson
production and decay rates and coupling strengths using pp
collision data at

√
s = 7 and 8 TeV in the ATLAS experiment,

ATLAS-CONF-2015-007 (2015).

[25] M. Baak, M. Goebel, J. Haller, A. Hoecker, D. Kennedy,
et al., The Electroweak Fit of the Standard Model after the
Discovery of a New Boson at the LHC, Eur.Phys.J. C72
(2012) 2205, arXiv:1209.2716 [hep-ph].

[26] Gfitter Group Collaboration, M. Baak et al., The global
electroweak fit at NNLO and prospects for the LHC and ILC,
Eur.Phys.J. C74 (2014) 3046, arXiv:1407.3792 [hep-ph].

[27] N. Cabibbo, Unitary Symmetry and Leptonic Decays,
Phys.Rev.Lett. 10 (1963) 531–533.

[28] M. Kobayashi and T. Maskawa, CP Violation in the
Renormalizable Theory of Weak Interaction, Prog.Theor.Phys.
49 (1973) 652–657.

[29] S. Weinberg, Non-Abelian Gauge Theories of the Strong
Interactions, Phys. Rev. Lett. 31 (1973) 494–497.
http://link.aps.org/doi/10.1103/PhysRevLett.31.494.

[30] H. Fritzsch, M. Gell-Mann, and H. Leutwyler, Advantages
of the color octet gluon picture, Physics Letters B 47 no. 4,
(1973) 365 – 368. http://www.sciencedirect.com/science/
article/pii/0370269373906254.

[31] R. Crewther, P. Di Vecchia, G. Veneziano, and E. Witten,
Chiral Estimate of the Electric Dipole Moment of the Neutron
in Quantum Chromodynamics, Phys.Lett. B88 (1979) 123.

[32] C. A. Baker et al., Improved Experimental Limit on the
Electric Dipole Moment of the Neutron, Phys. Rev. Lett. 97
(2006) 131801.
http://link.aps.org/doi/10.1103/PhysRevLett.97.131801.

[33] R. D. Peccei and H. R. Quinn, CP Conservation in presence
of Pseudoparticles, Phys. Rev. Lett. 38 (1977) 1440–1443.
http://link.aps.org/doi/10.1103/PhysRevLett.38.1440.

http://dx.doi.org/10.1016/j.physletb.2012.08.021
http://arxiv.org/abs/1207.7235
http://dx.doi.org/10.1103/PhysRevLett.114.191803
http://arxiv.org/abs/1503.07589
http://arxiv.org/abs/1503.07589
https://cds.cern.ch/record/2002212
http://dx.doi.org/10.1140/epjc/s10052-012-2205-9
http://dx.doi.org/10.1140/epjc/s10052-012-2205-9
http://arxiv.org/abs/1209.2716
http://dx.doi.org/10.1140/epjc/s10052-014-3046-5
http://arxiv.org/abs/1407.3792
http://dx.doi.org/10.1103/PhysRevLett.10.531
http://dx.doi.org/10.1143/PTP.49.652
http://dx.doi.org/10.1143/PTP.49.652
http://dx.doi.org/10.1103/PhysRevLett.31.494
http://link.aps.org/doi/10.1103/PhysRevLett.31.494
http://dx.doi.org/http://dx.doi.org/10.1016/0370-2693(73)90625-4
http://dx.doi.org/http://dx.doi.org/10.1016/0370-2693(73)90625-4
http://www.sciencedirect.com/science/article/pii/0370269373906254
http://www.sciencedirect.com/science/article/pii/0370269373906254
http://dx.doi.org/10.1016/0370-2693(79)90128-X
http://dx.doi.org/10.1103/PhysRevLett.97.131801
http://dx.doi.org/10.1103/PhysRevLett.97.131801
http://link.aps.org/doi/10.1103/PhysRevLett.97.131801
http://dx.doi.org/10.1103/PhysRevLett.38.1440
http://link.aps.org/doi/10.1103/PhysRevLett.38.1440


174 bibliography

[34] S. Weinberg, A New Light Boson?, Phys.Rev.Lett. 40 (1978)
223–226.

[35] F. Wilczek, Problem of Strong p and t Invariance in the
Presence of Instantons, Phys.Rev.Lett. 40 (1978) 279–282.

[36] Particle Data Group Collaboration, K. Olive et al., Review
of Particle Physics, Chin.Phys. C38 (2014) 090001.

[37] D. J. Gross and F. Wilczek, Ultraviolet Behavior of
Non-Abelian Gauge Theories, Phys. Rev. Lett. 30 (1973)
1343–1346.
http://link.aps.org/doi/10.1103/PhysRevLett.30.1343.

[38] H. D. Politzer, Reliable Perturbative Results for Strong
Interactions?, Phys. Rev. Lett. 30 (1973) 1346–1349.
http://link.aps.org/doi/10.1103/PhysRevLett.30.1346.

[39] E. D. Bloom, D. Coward, H. DeStaebler, J. Drees,
G. Miller, et al., High-Energy Inelastic e p Scattering at
6-Degrees and 10-Degrees, Phys.Rev.Lett. 23 (1969)
930–934.

[40] M. Breidenbach, J. I. Friedman, H. W. Kendall, E. D.
Bloom, D. Coward, et al., Observed Behavior of Highly
Inelastic electron-Proton Scattering, Phys.Rev.Lett. 23 (1969)
935–939.

[41] T. Kinoshita, Mass singularities of Feynman amplitudes,
J.Math.Phys. 3 (1962) 650–677.

[42] T. Lee and M. Nauenberg, Degenerate Systems and Mass
Singularities, Phys.Rev. 133 (1964) B1549–B1562.

[43] J. Gao, M. Guzzi, J. Huston, H.-L. Lai, Z. Li, et al., CT10
next-to-next-to-leading order global analysis of QCD,
Phys.Rev. D89 no. 3, (2014) 033009, arXiv:1302.6246
[hep-ph].

[44] G. Altarelli and G. Parisi, Asymptotic Freedom in Parton
Language, Nucl.Phys. B126 (1977) 298.

[45] Y. L. Dokshitzer, Calculation of the Structure Functions for
Deep Inelastic Scattering and e+ e- Annihilation by
Perturbation Theory in Quantum Chromodynamics.,
Sov.Phys.JETP 46 (1977) 641–653.

[46] V. Gribov and L. Lipatov, Deep inelastic e p scattering in
perturbation theory, Sov.J.Nucl.Phys. 15 (1972) 438–450.

http://dx.doi.org/10.1103/PhysRevLett.40.223
http://dx.doi.org/10.1103/PhysRevLett.40.223
http://dx.doi.org/10.1103/PhysRevLett.40.279
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1103/PhysRevLett.30.1343
http://dx.doi.org/10.1103/PhysRevLett.30.1343
http://link.aps.org/doi/10.1103/PhysRevLett.30.1343
http://dx.doi.org/10.1103/PhysRevLett.30.1346
http://link.aps.org/doi/10.1103/PhysRevLett.30.1346
http://dx.doi.org/10.1103/PhysRevLett.23.930
http://dx.doi.org/10.1103/PhysRevLett.23.930
http://dx.doi.org/10.1103/PhysRevLett.23.935
http://dx.doi.org/10.1103/PhysRevLett.23.935
http://dx.doi.org/10.1063/1.1724268
http://dx.doi.org/10.1103/PhysRev.133.B1549
http://dx.doi.org/10.1103/PhysRevD.89.033009
http://arxiv.org/abs/1302.6246
http://arxiv.org/abs/1302.6246
http://dx.doi.org/10.1016/0550-3213(77)90384-4


bibliography 175

[47] S. Forte and G. Watt, Progress in the Determination of the
Partonic Structure of the Proton, Ann.Rev.Nucl.Part.Sci. 63
(2013) 291–328, arXiv:1301.6754 [hep-ph].

[48] A. Martin, W. Stirling, R. Thorne, and G. Watt, Parton
distributions for the LHC, Eur.Phys.J. C63 (2009) 189–285,
arXiv:0901.0002 [hep-ph].

[49] NNPDF Collaboration, R. D. Ball et al., Parton
distributions for the LHC Run II, JHEP 1504 (2015) 040,
arXiv:1410.8849 [hep-ph].

[50] H1, ZEUS Collaboration, F. Aaron et al., Combined
Measurement and QCD Analysis of the Inclusive e±p
Scattering Cross Sections at HERA, JHEP 1001 (2010) 109,
arXiv:0911.0884 [hep-ex].

[51] S. Alekhin, J. Blumlein, S. Klein, and S. Moch,
Variable-Flavor-Number Scheme in Analysis of Heavy-Quark
Electro-Production Data, arXiv:0908.3128 [hep-ph].

[52] P. Jimenez-Delgado and E. Reya, Variable flavor number
parton distributions and weak gauge and Higgs boson
production at hadron colliders at next-to-next-to-leading order
of QCD, Phys. Rev. D 80 (2009) 114011.
http://link.aps.org/doi/10.1103/PhysRevD.80.114011.

[53] P. Jimenez-Delgado and E. Reya, Dynamical
next-to-next-to-leading order parton distributions, Phys. Rev.
D 79 (2009) 074023.
http://link.aps.org/doi/10.1103/PhysRevD.79.074023.

[54] G. P. Salam, Towards Jetography, Eur.Phys.J. C67 (2010)
637–686, arXiv:0906.1833 [hep-ph].

[55] G. F. Sterman and S. Weinberg, Jets from Quantum
Chromodynamics, Phys.Rev.Lett. 39 (1977) 1436.

[56] M. Cacciari, G. P. Salam, and G. Soyez, The anti-k_t jet
clustering algorithm, JHEP 04 (2008) 063, arXiv:0802.1189
[hep-ph].

[57] A. Buckley, J. Butterworth, S. Gieseke, D. Grellscheid,
S. Hoche, et al., General-purpose event generators for LHC
physics, Phys.Rept. 504 (2011) 145–233, arXiv:1101.2599
[hep-ph].

[58] T. Gleisberg, S. Hoeche, F. Krauss, M. Schonherr,
S. Schumann, et al., Event generation with SHERPA 1.1,
JHEP 0902 (2009) 007, arXiv:0811.4622 [hep-ph].

http://dx.doi.org/10.1146/annurev-nucl-102212-170607
http://dx.doi.org/10.1146/annurev-nucl-102212-170607
http://arxiv.org/abs/1301.6754
http://dx.doi.org/10.1140/epjc/s10052-009-1072-5
http://arxiv.org/abs/0901.0002
http://dx.doi.org/10.1007/JHEP04(2015)040
http://arxiv.org/abs/1410.8849
http://dx.doi.org/10.1007/JHEP01(2010)109
http://arxiv.org/abs/0911.0884
http://arxiv.org/abs/0908.3128
http://dx.doi.org/10.1103/PhysRevD.80.114011
http://link.aps.org/doi/10.1103/PhysRevD.80.114011
http://dx.doi.org/10.1103/PhysRevD.79.074023
http://dx.doi.org/10.1103/PhysRevD.79.074023
http://link.aps.org/doi/10.1103/PhysRevD.79.074023
http://dx.doi.org/10.1140/epjc/s10052-010-1314-6
http://dx.doi.org/10.1140/epjc/s10052-010-1314-6
http://arxiv.org/abs/0906.1833
http://dx.doi.org/10.1103/PhysRevLett.39.1436
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://arxiv.org/abs/0802.1189
http://arxiv.org/abs/0802.1189
http://dx.doi.org/10.1016/j.physrep.2011.03.005
http://arxiv.org/abs/1101.2599
http://arxiv.org/abs/1101.2599
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://arxiv.org/abs/0811.4622


176 bibliography

[59] S. Catani and M. Seymour, A General algorithm for
calculating jet cross-sections in NLO QCD, Nucl.Phys. B485
(1997) 291–419, arXiv:hep-ph/9605323 [hep-ph].

[60] S. Catani, S. Dittmaier, M. H. Seymour, and Z. Trocsanyi,
The Dipole formalism for next-to-leading order QCD
calculations with massive partons, Nucl.Phys. B627 (2002)
189–265, arXiv:hep-ph/0201036 [hep-ph].

[61] S. Frixione, Z. Kunszt, and A. Signer, Three jet
cross-sections to next-to-leading order, Nucl.Phys. B467
(1996) 399–442, arXiv:hep-ph/9512328 [hep-ph].

[62] D. A. Kosower, Antenna factorization of gauge theory
amplitudes, Phys.Rev. D57 (1998) 5410–5416,
arXiv:hep-ph/9710213 [hep-ph].

[63] V. Sudakov, Vertex parts at very high-energies in quantum
electrodynamics, Sov.Phys.JETP 3 (1956) 65–71.

[64] T. Sjöstrand, A Model for Initial State Parton Showers,
Phys.Lett. B157 (1985) 321.

[65] T. D. Gottschalk, Backwards Evolved Initial State Parton
Showers, Nucl.Phys. B277 (1986) 700.

[66] S. Hoeche, F. Krauss, S. Schumann, and F. Siegert, QCD
matrix elements and truncated showers, JHEP 0905 (2009)
053, arXiv:0903.1219 [hep-ph].

[67] J. Alwall, S. Hoche, F. Krauss, N. Lavesson, L. Lonnblad,
et al., Comparative study of various algorithms for the
merging of parton showers and matrix elements in hadronic
collisions, Eur.Phys.J. C53 (2008) 473–500,
arXiv:0706.2569 [hep-ph].

[68] M. L. Mangano, M. Moretti, and R. Pittau, Multijet matrix
elements and shower evolution in hadronic collisions: Wbb̄ +
n jets as a case study, Nucl.Phys. B632 (2002) 343–362,
arXiv:hep-ph/0108069 [hep-ph].

[69] M. L. Mangano, M. Moretti, F. Piccinini, and M. Treccani,
Matching matrix elements and shower evolution for top-quark
production in hadronic collisions, JHEP 0701 (2007) 013,
arXiv:hep-ph/0611129 [hep-ph].

[70] S. Catani, F. Krauss, R. Kuhn, and B. Webber, QCD matrix
elements + parton showers, JHEP 0111 (2001) 063,
arXiv:hep-ph/0109231 [hep-ph].

http://dx.doi.org/10.1016/S0550-3213(96)00589-5
http://dx.doi.org/10.1016/S0550-3213(96)00589-5
http://arxiv.org/abs/hep-ph/9605323
http://dx.doi.org/10.1016/S0550-3213(02)00098-6
http://dx.doi.org/10.1016/S0550-3213(02)00098-6
http://arxiv.org/abs/hep-ph/0201036
http://dx.doi.org/10.1016/0550-3213(96)00110-1
http://dx.doi.org/10.1016/0550-3213(96)00110-1
http://arxiv.org/abs/hep-ph/9512328
http://dx.doi.org/10.1103/PhysRevD.57.5410
http://arxiv.org/abs/hep-ph/9710213
http://dx.doi.org/10.1016/0370-2693(85)90674-4
http://dx.doi.org/10.1016/0550-3213(86)90465-7
http://dx.doi.org/10.1088/1126-6708/2009/05/053
http://dx.doi.org/10.1088/1126-6708/2009/05/053
http://arxiv.org/abs/0903.1219
http://dx.doi.org/10.1140/epjc/s10052-007-0490-5
http://arxiv.org/abs/0706.2569
http://dx.doi.org/10.1016/S0550-3213(02)00249-3
http://arxiv.org/abs/hep-ph/0108069
http://dx.doi.org/10.1088/1126-6708/2007/01/013
http://arxiv.org/abs/hep-ph/0611129
http://arxiv.org/abs/hep-ph/0109231


bibliography 177

[71] F. Krauss, Matrix elements and parton showers in hadronic
interactions, JHEP 0208 (2002) 015, arXiv:hep-ph/0205283
[hep-ph].

[72] L. Lönnblad, Correcting the color dipole cascade model with
fixed order matrix elements, JHEP 0205 (2002) 046,
arXiv:hep-ph/0112284 [hep-ph].

[73] L. Lönnblad and S. Prestel, Matching Tree-Level Matrix
Elements with Interleaved Showers, JHEP 1203 (2012) 019,
arXiv:1109.4829 [hep-ph].

[74] P. Nason and B. Webber, Next-to-Leading-Order Event
Generators, Ann.Rev.Nucl.Part.Sci. 62 (2012) 187–213,
arXiv:1202.1251 [hep-ph].

[75] S. Hoeche, F. Krauss, M. Schonherr, and F. Siegert, A
critical appraisal of NLO+PS matching methods, JHEP 1209
(2012) 049, arXiv:1111.1220 [hep-ph].

[76] S. Frixione and B. R. Webber, Matching NLO QCD
computations and parton shower simulations, JHEP 06 (2002)
029, arXiv:hep-ph/0204244.

[77] S. Alioli, P. Nason, C. Oleari, and E. Re, NLO Higgs boson
production via gluon fusion matched with shower in
POWHEG, JHEP 0904 (2009) 002, arXiv:0812.0578
[hep-ph].

[78] S. Alioli, P. Nason, C. Oleari, and E. Re, A general
framework for implementing NLO calculations in shower
Monte Carlo programs: the POWHEG BOX, JHEP 1006
(2010) 043, arXiv:1002.2581 [hep-ph].

[79] S. Frixione, P. Nason, and C. Oleari, Matching NLO QCD
computations with parton shower simulations: the POWHEG
method, JHEP 0711 (2007) 070, arXiv:0709.2092
[hep-ph].

[80] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni,
et al., The automated computation of tree-level and
next-to-leading order differential cross sections, and their
matching to parton shower simulations, JHEP 1407 (2014)
079, arXiv:1405.0301 [hep-ph].

[81] K. Hamilton and P. Nason, Improving NLO-parton shower
matched simulations with higher order matrix elements, JHEP
1006 (2010) 039, arXiv:1004.1764 [hep-ph].

[82] S. Hoche, F. Krauss, M. Schonherr, and F. Siegert, NLO
matrix elements and truncated showers, JHEP 1108 (2011)
123, arXiv:1009.1127 [hep-ph].

http://arxiv.org/abs/hep-ph/0205283
http://arxiv.org/abs/hep-ph/0205283
http://dx.doi.org/10.1088/1126-6708/2002/05/046
http://arxiv.org/abs/hep-ph/0112284
http://dx.doi.org/10.1007/JHEP03(2012)019
http://arxiv.org/abs/1109.4829
http://dx.doi.org/10.1146/annurev-nucl-102711-094928
http://arxiv.org/abs/1202.1251
http://dx.doi.org/10.1007/JHEP09(2012)049
http://dx.doi.org/10.1007/JHEP09(2012)049
http://arxiv.org/abs/1111.1220
http://arxiv.org/abs/hep-ph/0204244
http://dx.doi.org/10.1088/1126-6708/2009/04/002
http://arxiv.org/abs/0812.0578
http://arxiv.org/abs/0812.0578
http://dx.doi.org/10.1007/JHEP06(2010)043
http://dx.doi.org/10.1007/JHEP06(2010)043
http://arxiv.org/abs/1002.2581
http://dx.doi.org/10.1088/1126-6708/2007/11/070
http://arxiv.org/abs/0709.2092
http://arxiv.org/abs/0709.2092
http://dx.doi.org/10.1007/JHEP07(2014)079
http://dx.doi.org/10.1007/JHEP07(2014)079
http://arxiv.org/abs/1405.0301
http://dx.doi.org/10.1007/JHEP06(2010)039
http://dx.doi.org/10.1007/JHEP06(2010)039
http://arxiv.org/abs/1004.1764
http://dx.doi.org/10.1007/JHEP08(2011)123
http://dx.doi.org/10.1007/JHEP08(2011)123
http://arxiv.org/abs/1009.1127


178 bibliography

[83] S. Hoeche, F. Krauss, M. Schonherr, and F. Siegert, QCD
matrix elements + parton showers: The NLO case, JHEP 1304
(2013) 027, arXiv:1207.5030 [hep-ph].

[84] L. LÃ¶nnblad and S. Prestel, Merging Multi-leg NLO
Matrix Elements with Parton Showers, JHEP 1303 (2013)
166, arXiv:1211.7278 [hep-ph].

[85] S. Hoeche, F. Krauss, P. Maierhoefer, S. Pozzorini,
M. Schonherr, et al., Next-to-leading order QCD predictions
for top-quark pair production with up to two jets merged with
a parton shower, arXiv:1402.6293 [hep-ph].

[86] R. Field, The underlying event in hadronic collisions,
Ann.Rev.Nucl.Part.Sci. 62 (2012) 453–483.

[87] CDF Collaboration, T. Affolder et al., Charged jet evolution
and the underlying event in pp̄ collisions at 1.8 TeV,
Phys.Rev. D65 (2002) 092002.

[88] CDF Collaboration, R. Field and R. C. Group, PYTHIA
tune A, HERWIG, and JIMMY in Run 2 at CDF,
arXiv:hep-ph/0510198 [hep-ph].

[89] T. Sjöstrand and M. van Zijl, A Multiple Interaction Model
for the Event Structure in Hadron Collisions, Phys.Rev. D36
(1987) 2019.

[90] R. Corke, Multiple Interactions in Pythia 8,
arXiv:0901.2852 [hep-ph].

[91] T. Sjöstrand, Colour reconnection and its effects on precise
measurements at the LHC, arXiv:1310.8073 [hep-ph].

[92] P. Z. Skands and D. Wicke, Non-perturbative QCD effects
and the top mass at the Tevatron, Eur.Phys.J. C52 (2007)
133–140, arXiv:hep-ph/0703081 [HEP-PH].

[93] T. Sjöstrand and P. Z. Skands,
Transverse-momentum-ordered showers and interleaved
multiple interactions, Eur. Phys. J. C 39 (2005) 129–154,
arXiv:hep-ph/0408302 [hep-ph].

[94] S. Gieseke, C. Rohr, and A. Siodmok, Colour reconnections
in Herwig++, Eur.Phys.J. C72 (2012) 2225,
arXiv:1206.0041 [hep-ph].

[95] X. Artru and G. Mennessier, String model and
multiproduction, Nucl.Phys. B70 (1974) 93–115.

[96] D. Amati and G. Veneziano, Preconfinement as a Property
of Perturbative QCD, Phys.Lett. B83 (1979) 87.

http://dx.doi.org/10.1007/JHEP04(2013)027
http://dx.doi.org/10.1007/JHEP04(2013)027
http://arxiv.org/abs/1207.5030
http://dx.doi.org/10.1007/JHEP03(2013)166
http://dx.doi.org/10.1007/JHEP03(2013)166
http://arxiv.org/abs/1211.7278
http://arxiv.org/abs/1402.6293
http://dx.doi.org/10.1146/annurev-nucl-102711-095030
http://dx.doi.org/10.1103/PhysRevD.65.092002
http://arxiv.org/abs/hep-ph/0510198
http://dx.doi.org/10.1103/PhysRevD.36.2019
http://dx.doi.org/10.1103/PhysRevD.36.2019
http://arxiv.org/abs/0901.2852
http://arxiv.org/abs/1310.8073
http://dx.doi.org/10.1140/epjc/s10052-007-0352-1
http://dx.doi.org/10.1140/epjc/s10052-007-0352-1
http://arxiv.org/abs/hep-ph/0703081
http://dx.doi.org/10.1140/epjc/s2004-02084-y
http://arxiv.org/abs/hep-ph/0408302
http://dx.doi.org/10.1140/epjc/s10052-012-2225-5
http://arxiv.org/abs/1206.0041
http://dx.doi.org/10.1016/0550-3213(74)90360-5
http://dx.doi.org/10.1016/0370-2693(79)90896-7


bibliography 179

[97] A. Bassetto, M. Ciafaloni, and G. Marchesini, Color
Singlet Distributions and Mass Damping in Perturbative
QCD, Phys.Lett. B83 (1979) 207.

[98] B. Webber, A QCD Model for Jet Fragmentation Including
Soft Gluon Interference, Nucl.Phys. B238 (1984) 492.

[99] J.-C. Winter, F. Krauss, and G. Soff, A Modified cluster
hadronization model, Eur.Phys.J. C36 (2004) 381–395,
arXiv:hep-ph/0311085 [hep-ph].

[100] G. Bali and K. Schilling, Static quark - anti-quark potential:
Scaling behavior and finite size effects in SU(3) lattice gauge
theory, Phys.Rev. D46 (1992) 2636–2646.

[101] B. Andersson, G. Gustafson, G. Ingelman, and
T. Sjöstrand, Parton Fragmentation and String Dynamics,
Phys.Rept. 97 (1983) 31–145.

[102] B. Andersson, The Lund Model. Cambridge Monographs
on Particle Physics, Nuclear Physics and Cosmology
(Book 7). Cambridge University Press, 1998.

[103] B. Andersson, G. Gustafson, and B. Soderberg, A General
Model for Jet Fragmentation, Z.Phys. C20 (1983) 317.

[104] M. Bowler, e+ e- Production of Heavy Quarks in the String
Model, Z.Phys. C11 (1981) 169.

[105] B. Andersson, G. Gustafson, and T. Sjöstrand, Baryon
Production in Jet Fragmentation and Υ Decay, Phys.Scripta
32 (1985) 574.

[106] T. Sjöstrand, Jet Fragmentation of Nearby Partons,
Nucl.Phys. B248 (1984) 469.

[107] D. Lange, The EvtGen particle decay simulation package,
Nucl.Instrum.Meth. A462 (2001) 152–155.

[108] S. Jadach, Z. Was, R. Decker, and J. H. Kuhn, The tau
decay library TAUOLA: Version 2.4,
Comput.Phys.Commun. 76 (1993) 361–380.

[109] Z. Was, TAUOLA for simulation of tau decay and production:
perspectives for precision low energy and LHC applications,
Nucl.Phys.Proc.Suppl. 218 (2011) 249–255,
arXiv:1101.1652 [hep-ph].

[110] A. Buckley, H. Hoeth, H. Lacker, H. Schulz, and J. E. von
Seggern, Systematic event generator tuning for the LHC,
Eur.Phys.J. C65 (2010) 331–357, arXiv:0907.2973
[hep-ph].

http://dx.doi.org/10.1016/0370-2693(79)90687-7
http://dx.doi.org/10.1016/0550-3213(84)90333-X
http://dx.doi.org/10.1140/epjc/s2004-01960-8
http://arxiv.org/abs/hep-ph/0311085
http://dx.doi.org/10.1103/PhysRevD.46.2636
http://dx.doi.org/10.1016/0370-1573(83)90080-7
http://dx.doi.org/10.1007/BF01407824
http://dx.doi.org/10.1007/BF01574001
http://dx.doi.org/10.1088/0031-8949/32/6/003
http://dx.doi.org/10.1088/0031-8949/32/6/003
http://dx.doi.org/10.1016/0550-3213(84)90607-2
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/0010-4655(93)90061-G
http://dx.doi.org/10.1016/j.nuclphysbps.2011.06.040
http://arxiv.org/abs/1101.1652
http://dx.doi.org/10.1140/epjc/s10052-009-1196-7
http://arxiv.org/abs/0907.2973
http://arxiv.org/abs/0907.2973


180 bibliography

[111] A. Bacchetta, H. Jung, A. Knutsson, K. Kutak, and
F. Samson-Himmelstjerna, A method for tuning parameters
of Monte Carlo generators and a its application to the
determination of the unintegrated gluon density, Eur.Phys.J.
C70 (2010) 503–511, arXiv:1001.4675 [hep-ph].

[112] F. James and M. Roos, Minuit: A System for Function
Minimization and Analysis of the Parameter Errors and
Correlations, Comput. Phys. Commun. 10 (1975) 343–367.

[113] A. Borriello and P. Salucci, The Dark matter distribution in
disk galaxies, Mon.Not.Roy.Astron.Soc. 323 (2001) 285,
arXiv:astro-ph/0001082 [astro-ph].

[114] F. Zwicky, Die Rotverschiebung von extragalaktischen
Nebeln, Helv.Phys.Acta 6 (1933) 110–127.

[115] H. Dahle, A compilation of weak gravitational lensing studies
of clusters of galaxies, arXiv:astro-ph/0701598
[astro-ph].

[116] D. Clowe, M. Bradac, A. H. Gonzalez, M. Markevitch,
S. W. Randall, et al., A direct empirical proof of the existence
of dark matter, Astrophys.J. 648 (2006) L109–L113,
arXiv:astro-ph/0608407 [astro-ph].

[117] WMAP Collaboration Collaboration, D. Spergel et al.,
Wilkinson Microwave Anisotropy Probe (WMAP) three year
results: implications for cosmology, Astrophys.J.Suppl. 170
(2007) 377, arXiv:astro-ph/0603449 [astro-ph].

[118] Planck Collaboration Collaboration, P. Ade et al., Planck
2013 results. XVI. Cosmological parameters,
Astron.Astrophys. (2014), arXiv:1303.5076
[astro-ph.CO].

[119] K. A. Olive, G. Steigman, and T. P. Walker, Primordial
nucleosynthesis: Theory and observations, Phys.Rept. 333
(2000) 389–407, arXiv:astro-ph/9905320 [astro-ph].

[120] SDSS Collaboration Collaboration, M. Tegmark et al., The
3-D power spectrum of galaxies from the SDSS, Astrophys.J.
606 (2004) 702–740, arXiv:astro-ph/0310725
[astro-ph].

[121] J. L. Feng, Dark Matter Candidates from Particle Physics and
Methods of Detection, Annual Review of Astronomy and
Astrophysics 48 no. 1, (2010) 495–545,
http://dx.doi.org/10.1146/annurev-astro-082708-101659.
http://dx.doi.org/10.1146/annurev-astro-082708-101659.

http://dx.doi.org/10.1140/epjc/s10052-010-1464-6
http://dx.doi.org/10.1140/epjc/s10052-010-1464-6
http://arxiv.org/abs/1001.4675
http://dx.doi.org/10.1016/0010-4655(75)90039-9
http://dx.doi.org/10.1046/j.1365-8711.2001.04077.x
http://arxiv.org/abs/astro-ph/0001082
http://arxiv.org/abs/astro-ph/0701598
http://arxiv.org/abs/astro-ph/0701598
http://dx.doi.org/10.1086/508162
http://arxiv.org/abs/astro-ph/0608407
http://dx.doi.org/10.1086/513700
http://dx.doi.org/10.1086/513700
http://arxiv.org/abs/astro-ph/0603449
http://dx.doi.org/10.1051/0004-6361/201321591
http://arxiv.org/abs/1303.5076
http://arxiv.org/abs/1303.5076
http://dx.doi.org/10.1016/S0370-1573(00)00031-4
http://dx.doi.org/10.1016/S0370-1573(00)00031-4
http://arxiv.org/abs/astro-ph/9905320
http://dx.doi.org/10.1086/382125
http://dx.doi.org/10.1086/382125
http://arxiv.org/abs/astro-ph/0310725
http://arxiv.org/abs/astro-ph/0310725
http://dx.doi.org/10.1146/annurev-astro-082708-101659
http://dx.doi.org/10.1146/annurev-astro-082708-101659
http://arxiv.org/abs/http://dx.doi.org/10.1146/annurev-astro-082708-101659
http://dx.doi.org/10.1146/annurev-astro-082708-101659


bibliography 181

[122] G. Bertone, D. Hooper, and J. Silk, Particle dark matter:
Evidence, candidates and constraints, Phys.Rept. 405 (2005)
279–390, arXiv:hep-ph/0404175 [hep-ph].

[123] R. J. Scherrer and M. S. Turner, On the Relic, Cosmic
Abundance of Stable Weakly Interacting Massive Particles,
Phys.Rev. D33 (1986) 1585.

[124] H. Georgi and S. L. Glashow, Unity of All
Elementary-Particle Forces, Phys. Rev. Lett. 32 (1974)
438–441.
http://link.aps.org/doi/10.1103/PhysRevLett.32.438.

[125] P. Langacker, Grand Unified Theories and Proton Decay,
Phys.Rept. 72 (1981) 185.

[126] J. C. Pati and A. Salam, Lepton Number as the Fourth Color,
Phys.Rev. D10 (1974) 275–289.

[127] A. Buras, J. R. Ellis, M. Gaillard, and D. V. Nanopoulos,
Aspects of the Grand Unification of Strong, Weak and
Electromagnetic Interactions, Nucl.Phys. B135 (1978) 66–92.

[128] R. Mohapatra, Supersymmetric grand unification,
arXiv:hep-ph/9801235 [hep-ph].

[129] S. Coleman and J. Mandula, All Possible Symmetries of the
S Matrix, Phys. Rev. 159 (1967) 1251–1256.
http://link.aps.org/doi/10.1103/PhysRev.159.1251.

[130] H. Miyazawa, Baryon Number Changing Currents, Prog.
Theor. Phys. 36 (6) (1966) 1266–1276.

[131] J. Gervais and B. Sakita, Field theory interpretation of
supergauges in dual models, Nucl. Phys. B34 (1971)
632–639.

[132] Y. Golfand and E. Likhtman, Extension of the Algebra of
Poincare Group Generators and Violation of p Invariance,
JETP Lett. 13 (1971) 323–326.

[133] D. Volkov and V. Akulov, Is the Neutrino a Goldstone
Particle?, Phys. Lett. B46 (1973) 109–110.

[134] J. Wess and B. Zumino, A Lagrangian Model Invariant
Under Supergauge Transformations, Phys. Lett. B49 (1974)
52.

[135] J. Wess and B. Zumino, Supergauge Transformations in
Four-Dimensions, Nucl. Phys. B70 (1974) 39–50.

http://dx.doi.org/10.1016/j.physrep.2004.08.031
http://dx.doi.org/10.1016/j.physrep.2004.08.031
http://arxiv.org/abs/hep-ph/0404175
http://dx.doi.org/10.1103/PhysRevD.33.1585, 10.1103/PhysRevD.34.3263
http://dx.doi.org/10.1103/PhysRevLett.32.438
http://dx.doi.org/10.1103/PhysRevLett.32.438
http://link.aps.org/doi/10.1103/PhysRevLett.32.438
http://dx.doi.org/10.1016/0370-1573(81)90059-4
http://dx.doi.org/10.1103/PhysRevD.10.275, 10.1103/PhysRevD.11.703.2
http://dx.doi.org/10.1016/0550-3213(78)90214-6
http://arxiv.org/abs/hep-ph/9801235
http://dx.doi.org/10.1103/PhysRev.159.1251
http://link.aps.org/doi/10.1103/PhysRev.159.1251
http://dx.doi.org/10.1143/PTP.36.1266
http://dx.doi.org/10.1143/PTP.36.1266
http://dx.doi.org/10.1016/0550-3213(71)90351-8
http://dx.doi.org/10.1016/0550-3213(71)90351-8
http://dx.doi.org/10.1016/0370-2693(73)90490-5
http://dx.doi.org/10.1016/0370-2693(74)90578-4
http://dx.doi.org/10.1016/0370-2693(74)90578-4
http://dx.doi.org/10.1016/0550-3213(74)90355-1


182 bibliography
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