Conversion in Asian Englishes

A usage-based account of the emergence
of new local norms

Stephanie Horch

NIHIU Albert-Ludwigs-Universitét Freiburg

New Ideas in Human Interaction Universitatsbibliothek



Conversion in Asian Englishes

A usage-based account

of the emergence of new local norms

Inaugural-Dissertation
zur
Erlangung der Doktorwiirde
der Philologischen Fakultat
der Albert-Ludwigs-Universitat
Freiburg i. Br.

vorgelegt von

Stephanie Horch

aus Munchen

Wintersemester 2015/16



Erstgutachter: Prof. Dr. Dr. h.c. Christian Mair
Zweitgutachter: Prof. Dr. Martin Hilpert

Vorsitzender des Promotionsausschusses

der Gemeinsamen Kommission der

Philologischen, Philosophischen und Wirtschafts-

und Verhaltenswissenschaftlichen Fakultat: Prof. Dr. Hans-Helmuth Gander

Datum der Disputation: 06.04.2016



Contents

I Introduction 1
.1 Aimsandscope ofthestudyl . . . . . .. . . . . . . .. .. 3
1.1.1 Why investigate conversion? . . . ... ... ... ... ... ... 3

1.1.2 A usage-based account of the deverbal converted noun construction 4

.1.3 Varieties of Englished . . . . . . . . . . . . ... . ... ... 6

1.2 Research questiony . . . . . . . . 27

R Previous research 33
R.1 Defining CoNversion . . . . . . o v v v v e 33
R2.1.1  Terminologyl . . . . . o oo 34

R.1.2  Productivity and constraints on conversion . . . . . .. .. ..... 37

2.1.3 Light-verb constructions . . . . . . . . . o v v i i 42

R.2 Conversion in the substrates . . . . . . . . . . . . ... 43
R.2.1  Conversion in Chinese dialectd . . . .. .. .. ... .. ....... 44

R.2.2 ConversioninMalayl . . . . . . . .. .. ... ... 46

.23 Conversionin Hindi . . . . . .. . .. . . .. .. 47

2.3 Conversionin World Englished . . . . . . . . . . . ... .. ... .. ..... 47

2.4 Modeling frequency effects in language contact| . . . . ... ... ... ... 50

R.5  SUMMAry . . . . . o o 54

B Theoretical framework 55
B.1 Implementing usage-based modeling in word formation . . . . . . .. .. .. 55
B.1.1 Conversion versus derivation] . . . . . . . . . . i 55

B.1.2  Chunks and lexical diffusion} . . . . . . . . . . . ... ..., 56

B.1.3  Processing CONversion . . . . . . . . ..o 57

B.2 A usage-based account of variety genesis . . . . . . . . ... ... ... 58

B.3  SUMMAIY . . o o o o o e e e e e e e 62

I



Contents

# Data and methods

.......................................
“.1.1 International Corpus of EnglisH. . . . . . . . . . . ... ... ....
“.1.2  Corpus of Contemporary American English . . . . . . ... ... ...
#.1.3  Corpus of Global Web-based EnglisH . . . . . . .. .. .. .......
“4.1.4 Potential and limitations of corpora . . . . . . . . . .. ... ... ..
K2 Quantitative methods . . . . . . . . . .
“.2.1 Collocation analysis . . . . . . v v v v v v
K.2.2 Linear regression . . . . . . . . ou oo
M.2.3  LogiStic regression . . . . . . v oot i
#.2.4 Linear and logistic regression with random effect . . . ... .. ..
“.2.5 Frequency as a continuous predictor] . . . . . . . ... ... ...
2.6 Model criticisml . . . . . . ...
U3 Experimental methodd . .. ... ... ... . . ... ... ...
#.3.1 Acceptability judement . .. .. ... ... ... ... .. ......
3.2 Reactiontime . . . . . . . . . ..
“.3.3 Web-based experimentation . . . . . . . . ... .

K4 Summary: Integrating quantitative and qualitative analysed . ... ... ..

Conversion as a productive process in US English

5.1 DISCONNECT VS. CONNECT| . « « « « v v e vt e e e e e e

5.1.1

The ‘rise’ of b1scONNECT (N) and the blocking of coNNECT (N)

5.1.2

Semantic shiff . . . . . . . . . ...

5.1.3

Functional shift and syntactic variability| . . . . . ... ... .....

5.1.4

Emergence of the plural form| . . . . . ... ... ... ........

5.1.5

Register analysis . . . . . . o v v v i

5.1.6

Interim sumMmary . . . . . . . . o

5.2  Further examples . . . . . . . o i

5.2.3

PAY| . . . . o o e e e e e e e e e e e e e e e e

5.3 Summary: Conversionin USH . . . . . . .. . .. . .. . ...

A quantitative approach to conversion in World Englisheg

v

6.1 Hypothesed . . . . . . . . .

6.2  Corpus samples . . . ...

65
65
66
67
69
72
80
81
82
85
86
87
89
92
92
94
95
101

103
103
104
110
113
120
122
125
126
126
129
131
132



Contents

6.3 Results and discussion. . . . . . . .o 139
6.3.1 A ‘colonial’ model of conversion in Englishes . . . . ... ... ... 139
6.3.2 The globalized picture . . . . . . . . . . . ... 147
6.3.3 Excursus: Refining the datasetl . . . . ... ... ... ......... 152
6.4 SUMMAIY . . . . . o o v o e e e 156
A qualitative approach to conversion in Asian Englishes 159
7.1 Transfer from the substratum in Hong Kong English conversion . . . . . . . 159
7.1.1 Registers and formality|. . . . . . . . . . . ... ... 159
7.1.2 Conversionin ICE-HK| . . . . . . . . . . .. ... .. ... .. .... 162
7.1.3  Syntactic contexts . . . . . . v o 166
7.2 Constraining transfer in nativization: Examples from Singapore English . . 169
7.2.1 Registers and formalityl. . . . . . . . . . . ... 169
7.2.2 ConversioninICE-SIN . . . . . . . . .. ... . . . 171
7.2.3  Syntactic contexts . . . . . . .. 172
7.3 Liberal use of conversion in Indian Englishy . . . . . ... ... ... ..... 174
7.3.1 Registers and formality|. . . . . . . . . . . . ... 175
7.3.2 ConversioninICE-IND. . . . .. . ... . .. .. 176
7.3.3 Syntactic contexts . . . . . . .. 177
7.4 Further observations . . . . . . . . o v v v v i i 179
7.4.1 Lexicalized formations . . . . . . . . .. .. ... ... ... 179
7.4.2 Analogical formationg . . . ... .. ... ... ... ... .. .... 183
7.4.3 Light-verb frames . . . . . . . . . . . . 184
7.5 Locating conversion on the lexis-syntax continuum . . . . . . . . . .. ... 187
7.6 Cross-varietal differences in register . . . . . . . . . .. . ... ... ..... 190
.7  Summaryl . . . . . . . 191
Experimental validation of corpus results 195
8.1 Task1l:Ratingtask . .. .. ... .. ... .. ... ... 196
8.2 Task2: Mazetask . . . . . . o o o o i 197
8.3 Task 3: Background questionnaire . . . . . . . . . ... 200
8.4 Hypotheses. . . . . . . . . . . . 200
8.5 Materials and design] . . . . . . . . ... 201
B.5.1 Ratingtask . . ... ... ... ... .. ... 201
B5.2 Mazetask . . . . . .. 205
8.5.3 Background questionnaird . . . . . ... ... ... ... 207




Contents

B.6 Procedurd . . . . . . . .. 207
....................................... 208
8.8 Participantd . . . . . . . ... 209
....................................... 212
8.9.1 Ratingtask . .. .. ... ... .. ... 214

8.9.2 Mazetask . . . . . . . . 226

8.10 Discussion and SUMMATY . . . . .« o v v v v e e e e e 242
O Discussion and conclusion| 245
0.1 V>Nconversionin USE . . . . . . . . . . .. 245
0.2 V>N conversion in Asian varieties . . . . . . . . . . ... 248
0.3 The interplay of substrate influence and indigenization . .. ... ... ... 250
0.4 Asian ESL varieties . . . . . . o o o 257
0.5 Processing V>N conversion . . . . . . . v oo v i i 259
0.6 Anoteonmethodologyl . . . . . . . . . ... 260
0.7 Conclusion] . . . . . . . . 262
291
IA° Transcription conventiong . . . . . . . . . ... 291
B  Development of DISCONNECT and CONNECT| . . . « « « v o v v v v 292
C  Further candidates for conversionin USE . . . . . . . . . .. ... ... ... 296
D  Logistic regression models for conversion in World Englishes. . . . . . . .. 299
D.1 Additional coefficients for the ‘colonial’ model . . . ... ... ... 299

D.2  Additional coefficients for the ‘clobal’ model . .. ... ... . ... 299

D.3 An alternative logistic regressionmodel . . . . . ... .. ... ... 300

D.4 Additional coefficients for the trimmed ‘global’ model . . ... ... 301

E  Experiment on conversion in World Englished . . . ... ... ... .. ... 302
E.1 List of stimuli for the ratingtaskl . . . .. . ... ... ... ..... 302

E.2 List of stimuli for the mazetask . . . . .. ... ... ......... 304

E.3 Backeground questionnaire . . . . . . . ... . 308

E.4 The QualityCrowd2 tool . . . . . . . . . . . . . . 309

E.5 Completion timeq . . . . . . . . . . . 313

E.6 Metadata of participantd . . . . . . . . . .. ... 313

E.7 Additional coefficients for the rating mode] . . ... ... ... ... 315

E.8 Further analysis of the ratingtask . . . . . . ... ... ... ..... 316

E.9 Residual diagnostics for the maze taskdatd . . . ... ... ..... 317




Contents

E.10  First model fitted to the maze taskdata . . . . . .. ... ... .... 318
E.11 Histogram of trimmed datasef . ... ... .............. 319
E.12  Additional coefficients for the model fitted to the trimmed data set . 320
E.13  Further analyses of the mazetask . . . . . . . . .. . ... ...... 320

VII






Acknowledgments

This book is a revised version of my PhD thesis written between the years 2013 and 2016.
Over the course of the last few years, many people have contributed to making this project
a success. First and foremost, I thank my supervisors, Christian Mair and Martin Hilpert, for
all their help, support, constructive criticism and encouragement. I could not have wished
for better supervisors!

I further thank Hans-J6rg Schmid for encouraging me to venture into academia and to
pursue a PhD.

For their valuable comments on my work I am particularly indebted to (in alphabetical
order) Bao Zhiming, Thomas Hoffmann, Claudia Lange, Ute Romer, and the participants of
the Changing English conference in June 2015 in Helsinki.

The quantitative part of the present study would not have seen the light of day without
Christoph Wolk’s and Goran Kober’s invaluable help in coming to grips with the intricacies
of programming and statistical analysis. Their patience and speed in answering my many
emails is only paralleled by Clemens Horch, who I owe thanks for adapting the QualityCrowd
software for the experiment as well as for his advice and help with layout.

Writing a PhD thesis was a challenging experience and part of my success in completing
it is due to the wonderful company at the office. In particular I would like to thank all
those who have become friends over the past years, namely (again in alphabetical order)
Udo Baumann, Annette Fahrner, Katja Roller, Laura Terassa, Vanessa Tolke, and Martina
Zier.

For the stimulating environment and the generous funding for workshops and confer-
ence trips I am greatly indebted to the Research Training Group 1624 “Frequency effects in
language”, funded by the Deutsche Forschungsgemeinschaft (DFG), and everyone who forms
a part of it, especially Michael Schéfer, who time and again took organizational duties off my
shoulders.

In addition, I am grateful to the many unnamed people who I have had the pleasure of
working with, who have supported me, and who have assisted me with the completion of
this PhD thesis.

IX



I also wish to thank the very diligent proof-reading task force, consisting of Udo Bau-
mann, Suzette Golden-Greenwood, Katja Roller, Mairi Sinclair, and Laura Terassa. Any re-
maining mistakes are, of course, my own.

Finally, last but certainly not least, I thank Clemens for his boundless optimism and

never-failing support from the very first to the very last day of this endeavor.



1 Introduction

The motivation behind the present study on conversion in Asian varieties of English is
twofold. The first aim is to envisage conversion from the World Englishes perspective, the
second is to focus on conversion from a usage-based perspective. Conversion is the change

of word class without overt morphological marking, exemplified in [L.1.
(1.1) There’s a disconnect between reality and perception. (COCA-NEWS)

The study in hand is located within the framework of World Englishes. Previous studies
on varieties of English have mostly focused on aspects that are easily accessible and imme-
diately catch the linguist’s attention (cf. Davies and Fuchs 2015b: 2), such as phonetic or
grammatical variation. A further comparatively well-covered linguistic domain is the area
of lexis, focusing mostly on borrowings from the substrate languages or hybrid formations
(cf. e.g. Hashim and Leitner 2011; Siew Imm 2009 both for Malaysian English; Dako 2001 for
Ghanaian English; Tent 2001 for Fiji English). Lexical variation, particularly between native
varieties of English, has even found its way into school curricula and, subsequently, into
school books for English as a foreign language,! while less obvious features pertaining to the
lexical domain, such as minor word-formation processes, have not been as extensively ex-
plored. With the availability of large corpora, however, the analysis of minor, comparatively
infrequent phenomena by means of collocations and n-gram analyses is now within reach,
as demonstrated in e.g. Schilk (2011) or Gries and Mukherjee (2010). Nonetheless, the pro-
cess of conversion is still rather uncharted territory. Baumgardner (1998: 229), in his study
on word formation in Pakistani English, covers the topic of conversion but like many other
studies on word formation he does not provide a detailed explanation as to why the forma-
tions observed in contact varieties “can also be found in native varieties of English, but not
to such a degree”. One reason why conversion is as of yet comparatively under-researched
is its location at the notoriously difficult to access lexis-grammar interface. As Gries and
Mukherjee (2010: 525-526) point out

1Examples are the book series Green Line New and English G21 for secondary education in Germany, which
raise awareness for the topic of varieties of English as early as in grade 8 (Ashford et al. 2000 and Abbey et al.
2011, respectively).
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[i]n spite of a growing interest amongst a number of linguists, the lexis-grammar
interface is still largely a blind spot in research into many postcolonial varieties
of English. This has to do with the fact that at the lexico-grammatical level, e.g.
with regard to collocations and verb-complementational patterns, differences be-
tween varieties of English are usually not categorial but quantitative in nature,
so that large and representative corpora are needed to identify different trends
and preferences across varieties of English.

The currently most extensively used corpus for research into World Englishes is the Inter-
national Corpus of English (ICE). For every variety, ICE contains approximately one million
words. While this is still a reasonable size when it comes to investigating grammatical pat-
terns, the ICE sub-corpora fail to provide sufficient evidence for most word-formation pro-
cesses (cf. e.g. Biermeier 2008: 198). Nelson (2004: 226) admits that

indeed lexical study has never been our [i.e. the ICE compilers’] primary objec-
tive. Since the project was first mooted by Greenbaum, our long-term aim has
been to tag the corpora for parts of speech, and to parse each corpus syntactically,
so that researchers can compare varieties of English at the level of syntax.

The issue of conversion in new varieties of English can thus be said to find itself in the
proverbial ivory tower. This is due to the fact that, firstly, large corpora documenting subtle
trends in usage have not been available and that, secondly, word formation, and particularly
conversion, is caught in a limbo between grammar and lexis. None of the traditional ap-
proaches to either grammar or lexis cover conversion because it is not a prototypical part
of grammar nor is it a prototypical word-formation process (cf. Bauer 2003: 124). Hence,
investigating conversion in New Englishes is a much needed undertaking, particularly since
new, larger corpora such as the Corpus of Global Web-based English (GloWbE, Davies 2013)
facilitate investigations into infrequent phenomena by providing the required amounts of
data.

The availability of large corpora provides the opportunity for quantitative analyses.
Whereas previous studies in word formation in World Englishes (cf. e.g. Biermeier 2008)
have oftentimes refrained from any statistical analysis beyond mere counting, larger amounts
of data open up new possibilities in this respect. This complements the corpus-linguistic
paradigm in that in-depth qualitative case studies can be combined with statistical profiling
(a combination that Mair calls for already in 2007, cf. Mair 2007). This study consequently
seeks to combine traditional case studies, also drawing on smaller, traditional corpora such
as ICE, with statistical modeling on the basis of larger, less meticulously compiled corpora
such as GloWbE.



1.1 Aims and scope of the study

A quantitative approach to language variation falls within a usage-based approach to
language, which is the second framework of this study. The usage-based approach strives
to understand how the usage frequency of language phenomena structurally influences e.g.
language change, language processing, and language acquisition. Common methods often
employed in this line of research include statistical modeling based on previous corpus anal-
yses as well as the analysis of experimental data. This project aims to contribute to this line
of research and extend it to the fields of word formation and of World Englishes. It aims
to explore the role of frequency in shaping varieties of English, more precisely, to ascertain
in how far frequencies of occurrence of diverse constructions (e.g. particular verbs, near
synonyms) can influence the usage patterns of conversion in different varieties of English.
A further goal is to explore whether frequency-related constraints that operate on native

varieties of English also apply to the same degree to Asian varieties of English.

1.1 Aims and scope of the study

1.1.1 Why investigate conversion?

The phenomenon of conversion, i.e. the change of word class without morphological mark-
ing, is extremely frequent, not only in English but also in other languages around the world
(cf. Stekauer et al. 2012: 309). For English, there are countless examples of conversion be-
tween nouns, verbs, adjectives, adverbs, and prepositions. The most productive direction of
conversion is the derivation of a verb from a noun (e.g. to google, to access). Other languages
also show conversion, especially those with little or no inflection such as Chinese (cf. chapter
R.9). Understanding how two different usage patterns of conversion interact in the formation
of contact languages seems a rewarding undertaking in the field of World Englishes.

As has been mentioned already, conversion is also of interest because of its ambiguous
status between grammar and lexis. This study adopts a Construction Grammar approach
which overcomes this traditional opposition and in doing so helps to depict the phenomenon
of conversion more precisely.

In this project, the direction of conversion from verb to noun is investigated. Since noun-
to-verb conversion is the most frequent, i.e. most productive, type of conversion in English,
it seems that it is also the most unconstrained direction of conversion. Verb-to-noun con-
version is less frequent in English and—as it seems—more constrained. A moderate level of
productivity in native varieties of English is ideal for a comparison with New Englishes. If

a substrate language were to reduce or foster the productivity of verb-to-noun conversion,
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this would be easily visible, whereas in the case of noun-to-verb conversion productivity
might always be high and, thus, could not unequivocally be traced back to the influence of a
substratum or other factors inherent in the contact situation.

Within the area of verb-to-noun conversion, this study deals with those instances that
challenge the idea of a blocking constraint. The blocking constraint as posited by Aronoff
(1976: 43) suggests that novel formations will not emerge if a synonymous word already
exists in the language, since that would go against the principle of economy in language use.
Thus, there is no such thing as *a stealer because the word thief blocks its formation and
spread. The blocking constraint is not imperative, but can be violated. Among the cases that
come to mind are words such as the disconnect, the invite, the pay, which do exist despite their
corresponding (near-)synonyms the disconnection, the invitation, and the payment. For these
examples numerous records are easily available in corpora of the English language. However,
formations such as *the receive or *the create are perceived as ungrammatical and should
theoretically be blocked by the reception and the creation. Nonetheless, there are numerous
converted forms like these in Asian Englishes. It is the aim of this study to scrutinize these

supposedly constrained formations.

1.1.2 A usage-based account of the deverbal converted noun construction

This work is situated within the usage-based approach to language. The key assumption of
the usage-based approach is that a speaker’s grammar is the result of their experience with
language. As Bybee (2006: 711) states:

A usage-based view takes grammar to be the cognitive organization of one’s ex-
perience with language. Aspects of that experience, for instance, the frequency
of use of certain constructions or particular instances of constructions, have an
impact on representation that is evidenced in speaker knowledge of convention-
alized phrases and in language variation and change.

In her seminal work on the usage-based approach, Bybee (2010: 9) describes language as
the result of the interaction of various domain-general processes. What this means is that
language is simply another of the cognitive processes that a human being is capable of and
that language is not stored or processed any differently from other knowledge humans might
have. Consequently, our experience with language is subject to the same processing mecha-
nisms that any other experience might be. The result of a speaker’s experience with language

is their grammar, which, in Diessel’s (2007: 830) words,
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is seen as an emergent system consisting of fluid categories and dynamic con-
straints that are in principle always changing under the influence of general cog-
nitive and communicative pressures of language use.

What the notions of emergent and dynamic imply is that grammar depends on and can change
with experience. Accordingly, grammar is susceptible to new information and individual
speakers’ grammars also differ because of their unique experiences with language.

One key factor in shaping grammar is thus the frequency of occurrence of linguistic phe-
nomena. Phenomena with a high frequency of occurrence will generate large amounts of
experience and hence be well represented in a speaker’s grammar. Phenomena of low fre-
quency of occurrence are generally assumed to be less well represented due to the lack of
experience with them. Frequency is therefore a crucial determinant of language representa-
tion; it affects “the comprehension, production, and emergence of linguistic categories and
rules” (ibid.: 109).

Repeated exposure to the same form—regardless of the length or abstractness of that
particular form, be it morpheme or chunk or syntactic pattern—will lead to this form being
strongly represented in the mind. The process of habit-formation or routinization that comes
with such repeated exposure is called entrenchment. According to Blumenthal-Dramé (2012:
4), “entrenchment denotes the strength or autonomy of representation of a form-meaning
pairing at a given level of abstraction in the cognitive system”. The notion of entrenchment
is, as Blumenthal-Dramé (ibid.: 1) says, “as powerful as it is problematic”, mainly because
there is no clear-cut definition of the concept. However, for the purposes of this study, the
fairly broad definition given here will suffice. (For a detailed account of entrenchment, the
reader is referred to Blumenthal-Dramé 2012.)

According to a usage-based account of language, grammar thus emerges as follows:
Through the highly frequent usage of a pattern in language, speakers (and hearers, for that
matter) will have more experience with that pattern. As a consequence, the pattern will be
very familiar to them and it will be stored (better), i.e. (more deeply) entrenched, in their
minds. That way, they will be able to access it (more) quickly during language perception
and production. Through increased usage and a higher level of entrenchment resulting from
the former abstractions and generalizations can be made. These abstractions result in con-
structions, the integral parts of grammar.

In the following, verb-to-noun conversion is understood as a construction in terms of

Cognitive Construction Grammar, as proposed by Goldberg (1995). According to her account,
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C is a consTRUCTION iff,; C is a form-meaning pair <F,;, S;> such that some
aspect of F; or some aspect of S; is not strictly predictable from C’s component
parts or from other previously established constructions.

Additionally, constructions can also be viewed as such—even if they are completely predict-
able—if they “occur with sufficient frequency” (Goldberg 2006: 5). This modification of the
original definition helps to accommodate findings that highly frequent items of language are
more easily accessible than less frequent ones (cf. e.g. Arnon and Snider 2010).2

More precisely, conversion is interpreted as the embedding of an atomic and substantive

construction, a verb, in an atomic and schematic construction, the nominal frame, as shown

in .

The DEVERBAL CONVERTED NOUN construction: [V]y (1.2)

Formally, the result looks like an atomic and substantive construction. Nonetheless, the syn-
tactic context reveals that in actual fact the verb has been inserted in the nominal frame. A
fundamental mechanism in decoding the meaning of the DEVERBAL CONVERTED NOUN con-
struction is coercion, the reinterpretation of the meaning side of a construction to fit the form
side of it (cf. Lauwers 2008: 166). Coercion is facilitated by the fact that “[i]nterpretation fa-
vors syntactic meaning over lexical meaning” (Michaelis 2004: 62), which means that the
nominal context into which a verb is inserted wins out over the verbal meaning that the verb
would have in isolation.

Pinning down the meaning of the DEVERBAL NOUN construction is challenging, because,
“[i]n contrast to typical word-formation patterns, the concept type [of a converted form] is
not overtly marked and is therefore less prominent” (Schmid 2011: 194). Usually, profiling,
i.e. highlighting what is important about a concept, is achieved by means of morphological
material, yet, since conversion does without morphological material, profiling is less overt
(cf. ibid;: 194-195). The main difference between verbs and nouns is taken to be one of

reification (cf. Langacker 1987).

1.1.3 Varieties of Englishes
Situating the varieties in the Dynamic Model

The classification of varieties of English has for a long time followed Kachru’s (1985) model

of Three Circles, the inner, the outer, and the expanding circle. “While this classification

2However, the question of what constitutes “sufficient frequency” remains unclear. For a critical review of
the frequency argument cf. Fahrner (2016).
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was very useful when it first appeared, historical events have overtaken it, not least in the
Southeast Asian region”, with which this study is concerned (Kirkpatrick 2012: 16). Current
models of varieties and variety genesis are more process-oriented. The most prominent of
these models is the Dynamic Model as proposed by Schneider (2003, 2007).> Despite the ob-
servable differences between the New English varieties, his model of language evolution is
based on the idea of an underlying process common to all emergent varieties of English. The
main assumption of the Dynamic Model is that “the emergence of PCEs [Post-colonial En-
glishes] is an identity-driven process of linguistic convergence” (Schneider 2007: 30) which
manifests itself in a “sequence of characteristic stages of identity rewritings and associated
linguistic changes” (ibid.: 29) through which every variety progresses.

The stages of the Dynamic Model describe how groups of settlers and the indigenous
people of the regions in question gradually converge, not only politically and socially, but
also linguistically. This process of accommodation results in the genesis of New English vari-
eties and is guided by extralinguistic factors (such as political developments), characteristic
identity constructions of the settler and indigenous groups, and the “sociolinguistic determi-
nants of the contact setting” (ibid): 31). The five stages of the model are briefly described in
the following.

Stage 1 In the foundation phase, English is brought to a new territory by a small group
of settlers who in all respects associate strongly with their mother country. Contact
between indigenous groups and settlers is for “exclusively utilitarian purposes” (ibid.:

34) so that language contact is minimal.

Stage 2 During the stage of exonormative stabilization, language contact becomes more
frequent as English is used in more and more domains (administration, law, education
etc.). Both indigenous and settler groups experience the contact with the other group
as enriching, which gives rise to increasing numbers of bilingual speakers among the
indigenous population. It is in this phase that “earliest structural features typical of

local usage emerge” (ibid/: 40).

Stage 3 The stage of nativization is the most important and central phase. At this stage
colonies usually gain independence, both politically as well as linguistically. Regard-
less of their origin, all residents are united by the fact that they inhabit the same

territory. There is regular contact between all groups and this in turn promotes the

3For a detailed critique of various classifications of varieties of English, see for example Buschfeld (2013: 43-49,
190-198, 2014: 189-198).
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emergence of a new variety. Characteristics of this phase are a “marked local ac-
cent”, “new wordformation products”, “alternative morphosyntactic behavior” (Schnei-
der 2007: 44-48) and the like. An example of a variety at this stage is Hong Kong
English (cf. ibid:: 133-139). Although it still exhibits features characteristic of stage
2, it has entered stage 3 already in the 1960s, according to Schneider (ibid.: 133, 135).
(See below for a more detailed description of HKE.) Hong Kong Island was colonized
in 1841-2 and English was mainly spread through the work of missionaries. In 1898,
Hong Kong was leased to the British for 99 years, thus facilitating the dominance of
British English. With the growing wealth and internationalization in the second half
of the 20th century came an increase in the proficiency of English which resulted in the
emergence of a new variety. This variety is marked by lexical borrowings from Chi-
nese (due to Cantonese immigration in the 20t century), new compounds, semantic
shifts, distinctive syntactic features and a characteristic accent. Although Hong Kong

is not under British rule any more, English is still a co-official language.

Stage 4 The main characteristic of the stage of endonormative stabilization is the increas-
ing self-reliance of the former colony, particularly as regards language. Where “full
integration” is an important aim for society, the “gradual adoption and acceptance of
local forms of English” is what is observable in the linguistic domain (ibid): 49). At this
stage, linguistic heterogeneity is often ignored and the emergent variety of English is
codified so as to promote its homogeneity (cf. ibid): 51). A variety that finds itself at
this stage is Singapore English (cf. ibid): 153-161). Singapore was an important outpost
for the British East India Company and in 1826 became part of the Straits Settlement.
In the following decades, Singapore not only became a Crown colony, but also saw
an enormous influx of workers, mostly of Southern Chinese origin, as well as a dras-
tic increase in its economic wealth. After the Japanese occupation during the Second
World War and independence in 1965, Singapore experienced a phase of moderniza-
tion and economic growth. At the same time, Singaporean politics advocated for its
characteristic language policy which requires that every citizen know one ethnic lan-
guage (Mandarin for people of Chinese descent, Tamil for Indians, Malay for Malays)
as well as English. Particularly among younger people, English is now used in a broad
range of domains, both formal and informal. This has brought about a distinct form
of English which is characterized by new features in phonology, morphology, syntax,
and new word formations as well as semantic shifts. (For a more detailed description

of SgE see below).
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Another stage 4 variety is Indian English (cf. Mukherjee and Gries 2009: 33; Schnei-
der 2007: 161-173). The beginnings of English in India date back to 1600, when the
East India Company started their trading activities in South Asia. In 1858, the British
Crown took over the rule from the East India Company, leading to a further and more
systematic spread of the English language. After the political independence of India
in 1947, English—contrary to all expectations—flourished. This is most likely due to
the multilingual and multiethnic character of India. English serves as a language for
communication across different ethnic groups, it is an “interethnically neutral link lan-
guage” (ibid.: 167). No indigenous language has been accepted for this purpose. Today,
IndE is characterized by a very typical pronunciation as well as lexical and morphosyn-

tactic innovations. (IndE is described below in more detail.)

Stage 5 Internal differentiation indicates that a variety has reached the last of the five stages.
Smaller groups emerge within one “overarching national identity” (ibid:: 53). As re-

gards language, dialects and sociolects originate.

The following section presents the key aspects of the three Asian varieties investigated

and gives reasons for this particular choice of varieties.

Choice of varieties

The data for this investigation represent five varieties: British English (BrE), US American
English (USE), Indian English (IndE), Hong Kong English (HKE) and Singapore English (SgE).
The Asian varieties are introduced hereafter before detailing the reasons for this choice. In-
stead of focusing on the historical details of the respective regions/countries, the idea is that
of delineating the importance of the English language in these areas. This involves not only
a description of the domains where English is used and the functions it fulfills, but also a
summary of people’s attitudes towards the English language. The map in figure [.1 helps the
reader to locate the countries in which the varieties are spoken.

All three Asian varieties have traditionally been classified as ESL varieties, that is, as be-
longing to the group of varieties that has emerged in postcolonial settings and in contact with
various substrate languages (also called the Outer Circle, cf. Kachru [1985). Before the vari-
eties are described in more detail, a word about the functions the English language can fulfill
in ESL contexts is in order. Following Srivastava (1994), it is possible to distinguish four func-
tions. The auxiliary function prevails if English is mainly used to acquire knowledge through
studying books. In this scenario, English could be called a ‘library language’. The supplemen-

tary function is drawn on in those cases where English is required for restricted purposes.
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Figure 1.1: World map, with relevant countries highlighted, map by FreeVectorMaps.com (http://freevectormaps.com), adapted
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Gargesh (2006: 92) mentions the example of taxi drivers in India. In these situations, English
is mostly a ‘vehicular language’. In contexts in which English as a ‘link language’ is used
in well-defined situations, complementing the L1, the complementary function of English is
stressed. Finally, in those contexts where the L1 and English are used to the same degree,
English assumes an equative function. In all three Asian contexts, English can be said to have
been indigenized to at least such a degree that it fulfills the complementary function. For Sin-
gapore, it could be argued that English is also increasingly used in the equative function. For
a “bird’s eye view” on the dynamics of English in Asia more generally, the reader is referred
to Schneider (2014a).

Hong Kong English Hong Kong became a British colony after the First Opium War between
China and Britain in 1841. In the Treaty of Nanking in 1842, Hong Kong was ceded to the
British Crown. In 1860, after the Second Opium War, Kowloon and the New Territories were
leased to the British. The lease expired in 1997 and Hong Kong was re-integrated into the
People’s Republic of China as a Special Administrative Region (SAR). The designation as SAR
stems from the fact that Hong Kong has kept a large amount of its colonial heritage, most
importantly the capitalist economic system and its law system, modeled on the British one
(cf. Bolton 2003: 50-51).

The spread of English in Hong Kong began only at a fairly late stage in the colonial
history. Merely a small group of people, who Luke and Richards (1982: 51) call “linguis-
tic middle men”, were fluent in both English and Cantonese. For the majority of residents,
English “was not really in contact with the languages of the indigenous populations in do-
mestic environments” (Gisborne 2009: 150). Up to the 1960s, an English-medium secondary
education was “typically” restricted to the children of “only the socially privileged” (Bolton
2000: 269). These circumstances have often been referred to as ‘elitist bilingualism’ (cf. ibid)).
Change came in 1974, when free, compulsory primary education in English was introduced
(cf. Bolton 2012: 226). Four years later, free secondary education was established. This led
to a rapid spread of English, giving rise to ‘mass bilingualism’ (cf. Bolton 2000: 269). In
1998, after the Handover (of Hong Kong to the Chinese), schools were obliged to revert back
to Chinese-medium instruction. Subsequent continued protests brought change, with 114
schools teaching in English, the rest (approx. 300) remaining Chinese-medium schools (cf.
Evans 2000: 185-186). A little over ten years later this policy has been relaxed and since
the academic year 2010-11, schools can choose (“according to the needs and abilities of their
students”) whether they prefer Chinese or English as the medium of instruction (Lai 2012:
85).

11
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Figure 1.2: Languages spoken in different contexts in HK, data from Census and Statistics Depart-
ment, Hong Kong Special Administrative Region (2013: 19-24). C=Cantonese, E=English,
M=Mandarin

Today, English is still an official language in Hong Kong, next to Cantonese and Mandarin
(also called Putonghua) according to Article 9 of The Basic Law of the Hong Kong Special
Administrative Region of the People’s Republic of China. The official language policy since 1995
is one of trilingualism (fluency in Cantonese, English, and Putonghua) and biliteracy (Chinese
and English). English is mainly used in administration, the legal system, business contexts,
and higher education (cf. Evans 2010: 165). In spoken interaction, Cantonese prevails. Figure
1.9 illustrates the use of the three languages in various oral communicative situations. As
is apparent from this chart, “[t]he sociolinguistic situation in Hong Kong is increasingly
triglossic (in terms of Cantonese, Putonghua, and English), each language serving distinct
functions” (Pang 2003: 17, also cf. Evans 2010: 160).* This ‘division of labour’ can be traced
back to the circumstance that “most Hong Kong residents have an emotional attachment

to Cantonese and perceive English and Mandarin to be languages which have instrumental

4The growing triglossia has to be taken with a grain of salt considering that even in a very formal domain
such as business meetings over 75% of the population still use Cantonese “often” and at the same time over
35% do not use English in this situation.

12
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value, but which they are not particularly attached to” (Gisborne 2009: 152-153; also cf. Lai
2005). This is reflected in the increased usage of English and Mandarin in the business context,
and is due to the fact that from very early on in the colonial history, “English in Hong Kong
has first been the language of the governing race, and therefore of law and administration,
then the language of international trade and finance”, but never a language largely used in
private communicative settings, e.g. between friends or family members (Pang 2003: 15).

English thus can be said to occupy an important function in terms of public domains
of life (business, education etc.), whereas in the more private domains of life (family and
friends) preference is given to Cantonese. This is only possible because the population of
Hong Kong is linguistically speaking very homogeneous (unlike the population of Singapore,
where English serves as an interethnic lingua franca), as the figures for native languages from
the 2013 census show (cf. figure [1.4 on page 15). More than 90% of all Hong Kongers report to
have Cantonese as their first language. Other Chinese dialects such as Hokkien and Teochew
(cf. Gisborne 2009: 150) and also Mandarin are marginalized. It has to be noted, however,
that Mandarin/Putonghua is becoming increasingly important in Hong Kong due to “Hong
Kong’s reliance on the mainland”, mostly as regards economy (Lai 2012: 86, 101, 104-106).
In a comparison of teenage students’ (15-17 years) attitudes towards the various languages
in 2001 (cf. Lai 2005) and 2009, Lai (2012: 91) finds that “the overall attitude pattern toward
the three spoken languages [was] the same” but that “attitudes toward Putonghua [were]
significantly more positive in 2009 than 2001”. The latter involves both the integrative> and
the instrumental® domain (cf. ibid): 92). This is also visible in the census data (cf. Census and
Statistics Department, Hong Kong Special Administrative Region 2013: 23), which show that
Mandarin is used at least sometimes in business contexts by around 40% of the population
(cf. figure [1.9).

The instrumental function of both English and Mandarin in HK is also evident from
the discrepancy between the number of people who report English or Mandarin as their
native languages (cf. figure [1.4) and the number of people who claim to have a solid (i.e.
very good, good, or average) knowledge of these languages (cf. figure [.3). On average,
only 1.4% of Hong Kongers have English as their native language, but 60.6% judge their
command of English to be at least of average. The same is true for Mandarin, which 3.2%

of the population report to have as a first language. Nonetheless, 63.9% indicate that they

5The integrative orientation was measured by statements such as “I like Putonghua”, “As a Hongkonger, I
should be able to speak fluent Putonghua?”, or “A person who speaks fluent Putonghua is usually educated,
intelligent and well-oft” (cf. Lai 2012: 94).

¢The instrumental domain was tested by statements like “English will help me much in getting better career
opportunities in the 21st Century”

13



1 Introduction

100% -
g
B 75%-
%‘ command
% no knowledge
2 not so good
B 50%-
8 . average
=Y}
3 . good
8 . very good
S 25%-
5,
Q
0% -

Cantonese Engllish Putorllghua
language

Figure 1.3: Command of spoken languages in Hong Kong, data from Census and Statistics Department,
Hong Kong Special Administrative Region (2013: 14-16)

have at least an average command of it. As far as English is concerned, the high number of
competent speakers is mainly attributable to the fact that English is indispensable in business
contexts, as studies such as Evans’s (2010) and Chan’s (2013) show.

Notwithstanding the high number of people claiming to have a solid knowledge of En-
glish, figure [1.4 shows that English is not really gaining ground as a native language, contrary
to what is observed in Singapore, for example. In Singapore, a language shift towards En-
glish is apparent (cf. figure [L.5 on page 17), in Hong Kong, however, the situation remains
stable. What is similar to Singapore is the decreasing importance of other Chinese dialects
such as Hokkien or Teochew (cf. Gisborne 2009: 150), with the exception of Putonghua, of
course.

The fact that both English and Mandarin are not really native languages but rather in-
strumental languages leads to a strong orientation towards “outside standards” (Pang 2003:
17). In the case of English, this exonormative orientation is targeted towards the British En-
glish standard, as Lai (2012: 99) notes. Due to this strong orientation towards the British
norm, the status of Hong Kong English as a variety of English in its own right has repeatedly
been discussed. While Luke and Richards (1982: 55) and Johnson (1994: 182) in studies from
the 80s and 90s oppose the idea of Hong Kong English—Luke and Richards (1982: 58) call
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it “an auxiliary language, rather than a second or foreign language”—newer studies such as
Li (2000), Bolton (2003), Schneider (2007), Evans (2009), and Groves (2011) agree that Hong
Kong English is becoming ever more nativized and thus deserves to be called a variety of
English (with the exception of Pang 2003, who argues that HKE is not indigenized yet). Not
only has HKE developed its own characteristic features, but there is also a strong ‘complaint
tradition” with standards reported to be declining (cf. Evans 2010: 162), which according to
Schneider (2007: 56) is an indicator for a variety in the nativization phase of the Dynamic
Model.

As far as phonological, grammatical and syntactic features of Hong Kong English are con-
cerned, the reader is referred to Bolton (2003), Bolton (2002), Gisborne (2009), Hung (2012),
and Setter et al. (2010) for comprehensive descriptions. The development of the variety is
traced in great detail by Evans (2009, 2014, 20154). More on language policy can be found in
Bolton (2012) and Evans (2013).
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Singapore English Singapore became a British settlement in 1819, after Sir Thomas Stam-
ford Raflles established a dependency of the East India Company on the island. Its location
in the straight of Malacca was of high strategic importance to the East India Company (cf.
Deterding 2007: 2). In 1867, Singapore became a Crown Colony (cf. Leimgruber 2013¢: 3).
During this period, Singaporeans spoke either Bazaar Malay (a Malay pidgin) or “a simplified
form of Hokkien” (Bolton and Ng 2014: 309). In 1963, Singapore gained independence from
Britain and fused with Malaysia (cf. Deterding 2007: 2). This union was short-lived and in
1965 Singapore became a sovereign state. After the independence from Malaysia, in order to
become an international competitor and also to unite the different ethnicities present in the
country, it was decided that the national language should be English (cf. Wee 2013: 105-107).

Since then, English has served as an interethnic lingua franca and language policy has
always been designed so as to artificially keep the status of English as the lingua franca
upright, encouraging that children learn English in addition to an ethnic mother tongue.
Among the multiethnic Singaporean population, English has to “remain ethnically neutral”
and serve as the “non-Asian ‘other’” (Lim et al. 2010: 5-6). After the independence, after a
brief period in which English or one of the official mother tongues (see below) served as media
of instruction in schools, most non-English medium instruction schools “were closed because
of falling student numbers” (Bolton and Ng 2014: 309). By 1987, English had thus become the
main medium of instruction (cf. ibid.). At the same time that English became more dominant,
the emergence of Singlish, the basilectal variant of SgE, was first noted (cf. Platt et al. 1983).
In order to discourage the population from speaking the basilectal variant of English, in
2000 the Speak Good English Movement (SGEM) was launched. “Official motivations” for the
campaign are “concerns about academic achievement, economic advancement, intelligibility,
[and] Singapore’s national image” (Bolton and Ng 2014: 315). The launching of a campaign
the aim of which is to preserve high standards of English aptly illustrates the importance
of the English language for the country and its citizens, who understand English to be the
“language of socio-economic mobility” (Lim et al. 2010: 5-6).

Next to English, the lingua franca, there are three official mother tongues of equal consti-
tutional status (cf. Wee 2013: 107-108). These are assigned to the three major ethnic groups:
“Mandarin for the Chinese, Malay for the Malays, and Tamil for the Indians” (Leimgruber
2013c: 12). The language policy in Singapore is summarized by Wee (2013: 109) as follows:

i. “Recognizing a total of four official languages. Of the four, English is not
given a status as a mother tongue.

ii. Encouraging bilingualism in English and an ethnic mother tongue.

iii. According a specific mother tongue to each of the major ethnic groups.”

16



1.1 Aims and scope of the study

60% -
50% -
g
= language
S 40% - g g
a @ English
& 4 Chinese dialects
LS 30% - Mandarin
t}go Malay
= 4 Tamil
é 20% 1 =K Others
13)
= e
10%
e - - =
0% = ‘ K S 1
T T T T
1980 1990 2000 2010

year

Figure 1.5: Languages most frequently spoken at home in Singapore, data from Leimgruber (2013a: 7)

Nevertheless, these official languages were and still are not necessarily the inhabitants’
mother tongues, particularly as far as the Chinese group is concerned. At the time of in-
dependence, a considerable part of the Chinese group had Southern Chinese dialects such
as Hokkien, Teochew, or Cantonese as their mother tongues (cf. Bolton and Ng 2014: 308-
309).” Nonetheless, Mandarin was chosen as a ‘mother tongue’ for the ethnically Chinese
because of its important political function in “unifying” the different groups of Chinese (Goh
2013: 127). Since being accorded the status of an official mother tongue and the launch of the
Speak Mandarin Campaign (SMC) in 1979, Mandarin has displaced other Chinese dialects, as
is visible in figure [1.5 (cf. Bolton and Ng 2014: 311; Leimgruber 2013b: 232-233). Therefore
an age-related difference as far as proficiency in Mandarin is concerned can be observed (cf.
Goh 2013: 133), with younger people speaking more Mandarin than older people.

It can hence be concluded that “the influence of Mandarin in S[g]E has to be relatively
recent, though no doubt increasingly significant” (Ansaldo 2004: 135). This is all the more
likely considering that 74% of all Singaporeans are ethnically Chinese (13.4% are Malays,

7The same discrepancy can be observed for the other groups. Until this day, Indians also use Sanskrit and
Malays also make use of Arabic, mostly for religious and cultural purposes (cf. Vaish 2008: 457-462).
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9.2% are Indians, cf. Wong 2011). The dominance of Chinese in Singapore is already visi-
ble in Platt et al’s (1983: 44-45) study that found that a Malay Singaporean in the study
had already adopted Chinese features as early as 1983 as a result of the dominance of Chi-
nese. Today, the high instrumental value of English and Mandarin and the “personal gain
and social mobility” that result from knowing both are strong motivators for the shift to-
wards these two languages (Bolton and Ng 2014: 315). As Siemund et al. (2014: 350) in
a study on the languages used by university and polytechnic students in Singapore show,
bilingualism is the norm among students (born between 1984 and 1998), and the languages
most frequently spoken by students are English (all participants) and Mandarin (270 out
of 300 participants). The most frequent language combinations are English/Mandarin, En-
glish/Hokkien/Mandarin, English/Cantonese/Mandarin, and English/Malay (cf. ibid): 351).
All these findings are indicative of the language shift towards English and Mandarin that
is taking place, particularly when keeping in mind that “today’s students form tomorrow’s
high-income groups who are likely to be the social trendsetters” (ibid): 360).
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That the current language policy of bilingualism in English and a mother tongue does
not seem to reflect actual language use and proficiency can also be gleaned from Tan’s (2014)
study. Tan (ibid)) in a questionnaire study with 436 Singaporean participants of all three eth-
nic groups demonstrates the increasing importance of English in basically every domain of
life. The results suggest that particularly for the youngest age group, English “has overtaken
[all] other languages” (ibid.: 334) as a means of expressing and identifying oneself and com-
municating with friends and family. The fact that “[c]lose to 70 per cent of the young Chinese
participants” and even higher numbers of Malay (74%) and Indian (100%) participants “want
to use English to communicate with their children” (ibid.: 330-331) indicates that she is right
when she claims that “English can and should be thought of as a mother tongue for Singa-
poreans” (ibid!: 319), despite official policy, at least in the years to come. As figure [1.§ shows,
this language shift towards English affects all ethnic groups, although the Malay part of the
population seems to be shifting more slowly than the groups of Chinese and Indians.

The language shift towards English is particularly likely to happen considering the domi-
nance that English has even in the most private domains such as communicating with friends
and partners (cf. ibid): 334). The ethnic mother tongues are predominantly reserved for reli-
gious purposes and to communicate with family and close friends, as Vaish’s (2008) study of
10-year-olds’ language use shows. What is remarkable about Vaish’s (ibid!: 458) work is the
finding that children use English more often for silent prayer than for praying at the church
or mosque or temple, which shows that particularly the younger Singaporeans have already
largely shifted to English as their dominant language. This situation contrasts strongly with
what has been shown above for Hong Kong, where the majority of the population prefers
Cantonese to talk to partners and friends (cf. figure [1.9).

The question whether Singapore English is a variety in its own right is hence undisputed.
It has long entered the stage of endonormative stabilization. A basilectal form of English,
Singlish, emerged as early as in the 1980s. Studies dating from this period already document
Singlish extensively (cf. Platt et al. 1983). Although the government is trying to counteract
the use of Singlish with the Speak Good English Movement initiated in 2000 (cf. Low 2012: 26),
Siemund et al. (2014: 341), among others, claim that “it really is a distinct variety with special
phonology, morphosyntax, and vocabulary”. In the same vein Wee (2013: 114) asserts that “in
actual fact, the emergence of Singlish is an indicator for the successful nativization of English
in that territory”. One could even go so far as to claim that the existence of the basilectal
variant, Singlish, alongside the acrolectal standard(izing) SgE is an example of differentiation
that is typical of the final phase of the Dynamic Model (cf. Kirkpatrick 2012: 17; Wee 2014).
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For a detailed discussion of the features of Singapore English the reader is referred to a
recent special issue of the journal World Englishes (Vol. 33, No. 3, 2014), Deterding (2007),
Leimgruber (20134), Lim (2004), Low (2012), and Schneider (2007: 153-161). Bao (2005) and
Gut (2009) provide studies of verb morphology and the aspectual system, respectively. More
onlanguage development can be found in Alsagoff (2012), Alsagoff (2010), and Ansaldo (2004).

Language policy is extensively covered in e.g. Leimgruber (2013b).

Indian English On December 31, 1600, Queen Elizabeth granted a charter to several mer-
chants to trade with India. The charter led to the foundation of the East India Company, and
in 1612, the first trading post was set up in Surat in India (cf. Lange 2012: 21). Over the course
of that century, other posts were founded and conquered, such as Madras (1639), Bombay
(1668) or Calcutta (1690). Between 1757 and 1857, the East India Company conquered large
parts of India, eventually coming to control almost the entire sub-continent (including what
are nowadays Pakistan and Bangladesh, cf. Sedlatschek 2009: 8-11). At roughly the same
time, between 1780 and 1830, several missionary schools and colleges were founded, which
led to an influx of British settlers and an increasing demand for English-speaking individuals
(cf. ibid.: 11). In 1858, after the Great Rebellion of 1857 against the East India Company rule,
the British Crown seized control over India, which resulted in an even greater importance of
the English language in India (cf. ibid.: 14-15). Colonial rule lasted until 1947, when India
gained independence from the British Empire.

The English language was used in missionary schools already in the early 18t century. In
1835, after Thomas Macauley’s Minute of Indian Education, written in the context of the debate
over “the appropriate role of English” (ibid): 12), English became the medium of instruction
in secondary schools and in universities (first universities founded in 1857). In 1882, more
than 60% of all primary schools were English-medium (cf. Kachru 1994: 507-508).

In 1947, after independence, Hindi was declared the official language (cf. Sedlatschek
2009: 17). Yet, English was too deeply rooted in India to be replaced immediately. English
was therefore retained as official language, if only for a trial period of 15 years at first (start-
ing in 1950 when the constitution was passed). In 1963, however, it was decided that English
should remain, at first as a “co-official language” (1963-1967). Later English was declared an
“associate official language” in the Official Languages Act of 1967 (cf. ibid.: 18-19).8 Nowa-
days, English is used in a wide variety of domains (see below), most notably in legislation

and in the judicial system, where English is used exclusively (cf. Sailaja 2009: 5).

8There are several states in which English is the official language, for a detailed list cf. Sedlatschek (2009:
19-20).
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The choice to retain English as the official language after independence was based on
the fact that only English could assume the function of an interethnic lingua franca, or as
Mukherjee (2007: 167) calls it, “a useful and inevitable pan-Indian link language”. Non-Hindi-
speaking people (concentrated in the South of India) “thought that Hindi as an official lan-
guage would offer unfair advantage to the people of the North and curtail their upward
socio-economic mobility, and so they began to support the retention of English” (Gargesh
2006: 94).

Since then, languages have been categorized as so-called scheduled and non-scheduled
languages. According to the Eighth Schedule to the Constitution of India, there is a total of
22 scheduled languages. These are complemented by 100 non-scheduled languages, English
among them (cf. Census of India n.d.[a]). Many of the languages in India are Indo-European,
but there are also languages from the Austro-Asiatic, Tibeto-Burman, and Dravidian lan-
guage families (cf. figure [1.7; Census of India n.d.[d]).

It is not clear how many of India’s inhabitants are fluent in English; a very low estimate
is at 5%. However, considering that the population of India is so large this figure would
still make Indians the third largest group of English speakers behind the populations of the
US and the UK (cf. Mukherjee 2007: 163). According to the representative India Human
Development Survey of 2005 (Desai et al. 2010: 95), 5% of the male population aged 15 to
49 years and 3% of the female population of the same age are fluent in English and 28%
and 17%, respectively, have “some” knowledge of English.® If the average of male and female
Indians with “some” knowledge of English (22.5%) is multiplied by the number of inhabitants
(roughly 1.2 billion), one arrives at 270 million at least somewhat competent English speakers
in India. Regardless of the exact numbers, competence in English is certainly increasing in
India. In the 1971 census, approximately 192,000 people claimed to have English as their
native language. In 2001, the figure has risen to 226,000 people (cf. Census of India n.d.[c]).

The ten languages most frequently reported as native languages in the 2001 census (cf.
Census of India n.d.[b]) are shown in figure [.7. The language policy since 1957 is one of
trilingualism. According to the Three Language Formula, every Indian is expected to know
three languages: first, a native language (a regional language), second, in Hindi-speaking
states another modern Indian language and in non-Hindi-speaking states Hindi, and third,
English (cf. Gargesh 2006: 94-95). However, as Sedlatschek (2009: 20) points out, “[t]here are
marked differences in the ways that individual states have implemented the Three Language

Formula”.

9The survey questions evaluated whether participants “speak no English” or “speak some English” or “con-
verse fluently” (Desai et al. 2010: 85). These categories are not clear-cut, which makes them prone to subjec-
tive (and therefore potential mis-)interpretation by the respondent.
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Figure 1.7: Ten most frequently spoken (scheduled) languages in India, data from Census of India
(n.d.[b])

Even though many Indian linguists (when asked by fellow linguist David Crystal) think
that “around a third of the population [are] these days capable of carrying on a domestic
conversation in English” (Crystal 2008: 5), it can generally be assumed that the level of pro-
ficiency in English is strongly related to socioeconomic status as well as regional and edu-
cational background (cf. Desai et al. 2010: 95-96). The “affluent and influential sections of
Indian society” are heavily associated with a higher language proficiency, which accounts
for the high prestige that English enjoys (Sedlatschek 2009: 2). Figure [1.§ depicts the number
of children enrolled in English-medium schools per state and reveals vast regional disparities.
Yet, education in English also depends on other factors not visualized in the map: “English
medium enrolment is the most prevalent in metropolitan areas (32 per cent), among families
with a college graduate (32 per cent), and among the top income quintile (25 per cent)” (Desai
et al. 2010: 86).

While English-medium instruction is not compulsory (cf. Sedlatschek 2009: 20), it is
“overwhelmingly the desired medium of education” (at least in some parts of India), mostly

due to the instrumental value that Indians generally attach to the English language (Gargesh
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Figure 1.8: Percentage of children (6-14 years) enrolled in English-medium schools, data from Desai
et al. (2010: 86), map by Rajeshodayanchal at Malayalam Wikipedia (2011), adapted

2006: 101). However, contrary to what is observed for Hong Kong and similarly to what has
been shown for Singapore, English is not just perceived as a means to obtain a “competitive
advantage in the global society” (Das 2002: 20). A summary of various studies concerned
with language attitudes and language usage (cf. Sedlatschek 2009: 22-24) reveals that English
is not only used in the public domain but also with family, friends and neighbors, that is, in
more intimate contexts.

As far as the dynamics between the two main languages, English and Hindi, are con-
cerned, English seems to be of greater relevance than Hindi, not only in the non-Hindi-
speaking South, but also in the rest of India. Already in 1987, Sridhar (1988: 314-315) ob-
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serves that “the spread of Hindi [through the Three Language Formula] has not resulted in
any appreciable replacement of English”. On the contrary, Sridhar (1988: 314-315) notes that

English continues to command prestige and to symbolize education, power, and
modernity. Its international currency and association with the great develop-
ments in science and technology give it certain advantages that Hindi cannot
match. Forty years of independence have not diminished the role of English; if
anything, its importance in the life of the nation has grown substantially.

Even though almost thirty years old, it seems that this quote is all the more valid today.

From the functions that the English language performs in India, it can be concluded that
Indian English is largely an endonormatively stabilized variety, even though some scholars,
most notably Schneider (2007: 171), situate IndE at the nativization stage. However, unlike
SgE, it still shows traces of the preceding phase (cf. Mukherjee 2007: 170). A further striking
difference between IndE and SgE is the number of speakers claiming to have English as their
native language. This number is much higher in SgE, indicating that the degree of indige-
nization of English must be higher in Singapore than in India, even though both varieties
might be classified as endonormatively stabilized varieties.!0

Among the works that provide comprehensive overviews of Indian English features are
Sailaja (2009) and Sedlatschek (2009). Phonology is treated in Gargesh (2008), while syntax
is the object of study in Lange (2012). Further morphosyntactic studies include Hoffmann
et al. (2011) and Mukherjee (2009b) as well as Schilk (2011).

Overview: Asian Englishes

Table [.1] offers a summary of the preceding sections describing the Asian varieties analyzed.
It takes up the most relevant aspects, namely, the official languages, the current language
policy, the main domains of use and functions of English, as well as the degree of institution-
alization operationalized by the developmental stage.

Summarizing the above, this selection of varieties is anticipated to offer an intriguing
picture of V>N conversion in World Englishes (cf. Mukherjee and Gries 2009: 31). From a
methodological perspective, the availability of corpora specifically designed for the purpose
of comparing New English varieties poses a big advantage. From a linguistic point of view,
all three Asian varieties are based on British English.

Hong Kong English and Singapore English are representatives of Asian Englishes and

show similar contact ecologies. Both varieties have emerged in contact with a range of highly

10The adequacy of terms such as endonormatively stabilized variety or ESL variety will be discussed at a later
point, drawing on the results from the corpus and experimental study (cf. chapter f and section p.4).
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analytic dialects of Chinese and are today in intensive contact with the equally analytic Man-
darin. Nonetheless, as far as the degree of institutionalization of English in the respective
regions/countries is concerned, HKE finds itself at stage 3 of Schneider’s model but SgE has
already moved on to stage 4.

Indian English has been selected to serve as a basis of comparison. It is another Asian
variety and it shares the parent variety with HKE and SgE. However, its contact ecology is
markedly different as the main substratum of IndE, Hindi, and many other minor contact
languages on the sub-continent, are synthetic. Furthermore, English in India is institutional-
ized to a degree that is largely comparable to SgE, at least both varieties are often located at
the same stage in the Dynamic Model.

This constellation thus allows for a comparison of varieties at different stages but with
the same type of substratum (HKE vs. SgE) and also for a comparison of varieties at the same
stage but with typologically different substrata (SgE vs. IndE). It is the aim of this study to
see how these different linguistic ecologies compare with regard to conversion.

The Asian varieties are subsequently compared to the two most important native vari-
eties, British English and US American English. British English as the parent variety of all
three new varieties can be considered the point of departure. Nonetheless, in the last few
decades, with growing globalization, the influence of US English has increased heavily. Par-
ticularly in the domain of digital media and the internet US English “has [acquired] a global
reach and the potential to affect all other (standard and non-standard) varieties of English”
(Mair 2013a: 259). US English has therefore been called the “hub of the World System of
Englishes” (ibid.: 261). Together, BrE and USE are what Collins and Yao (2013: 479) call the

bR}

“two inner circle ‘super-varieties’ that exert influence on all varieties of English. It thus

makes sense to include both varieties in the study.!!

1INot unlike many other studies, this study is conducted without thoroughly assessing the exact nature of
the influence of the media on the varieties investigated. While this might be problematic, it has to be ac-
knowledged that a comprehensive investigation of the influence of different media (TV, internet etc.) and
genres (sitcoms, social networks etc.) is unfeasible in the present context. For an overview of the challenges
related to and recent studies concerned with the influence of media particularly on language change, the
reader is referred to a special issue of the Journal of Sociolinguistics on media influence (Vol. 18, No. 2, 2014),
particularly Sayers (2014).
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1.2 Research questions

The interplay of substrate influence and institutionalization

Even though the substrate language/s shape/s the contact variety of English to a considerable
extent, dominantly contact-based approaches to New Englishes have proven problematic (cf.
e.g. Gut 2007: 347; Kirkpatrick and Moody 2009: 270; Laporte 2012: 286). As these studies
have shown, it is not only the substrate languages but also the degree of institutionaliza-
tion of English in a particular English-speaking community and the norm-orientation of that
particular community that determine the presence and frequency profile of specific features.
Along the same lines, the wide-spread classification of varieties into ENL (English as a native
language), ESL (English as a second language), and EFL (English as a foreign language, orig-
inally conceived by Strang 1970: 17-19 and later taken up by Quirk et al. 1972: 3-4), as well
as Kachru’s (1985) corresponding classification of varieties into Inner, Outer, and Expand-
ing Circle, respectively, have proven too coarse to accurately represent the linguistic reality
in many English-speaking areas around the world (cf. e.g. Biewer 2011; Deshors 2014; Ed-
wards and Laporte 2015; Gilquin 2015; Gilquin and Granger 2011; also cf. Gilquin 2015 for
a commented list of previous studies). Particularly the notion of ESL is problematic in that
it subsumes all New Englishes under one heading due to the fact that the notion focusses
primarily on the emergence of these varieties in post-colonial settings. Nonetheless, as the
above-mentioned studies have shown and as this investigation will corroborate, it is rather
the development, that is, the process of institutionalization and indigenization of individual
varieties of English, that counts. This development is operationalized by drawing on the Dy-
namic Model (cf. Schneider 2007). Yet, the Dynamic Model does not specify in how far sub-
strate influence persists beyond the nativization phase (cf. ibid.: 51-52). Schneider himself
(ibid): 45) does acknowledge that, in the nativization phase, innovations may be the result of
either “transfer phenomena” from the substrate or “innovations caused by second-language
acquisition processes”; however, the origin of innovations “is not of primary importance in
the long run” to him. As this analysis of V>N conversion will show, speakers’ reliance on
their L1, i.e. the substrate, remains a source for structural innovations even in a variety as
advanced as SgE.

Furthermore, as the analysis will show, the level of individual features of New English
varieties is at times difficult to integrate with the phases proposed by Schneider (2007), as
these are seemingly too coarse to accurately capture the development of individual structural
innovations. As Edwards and Laporte (2015: 161-162) point out, empirical results such as

their findings on the preposition into (as well as the findings on conversion presented in later
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chapters) beg the question of in how far the advanced stages of endonormative stabilization
and differentiation can be reconciled with a purportedly less advanced, exonormative orien-
tation of some structural features. In Edwards and Laporte’s (2015) study, for example, IndE
shows a profile that is markedly different from SgE but similar to HKE and to Dutch learner
English (cf. ibid/: 162), despite IndE and SgE both being described as stage 4 varieties.

This leads to one of the main points of criticism against the Dynamic Model: that the
model implies linearity in variety development. Yet, as e.g. Buschfeld (2014) and Edwards
(2016) argue for Namibian English and English in the Netherlands respectively, there are va-
rieties of English whose developmental trajectories have not followed the path outlined by
Schneider. Contrary to the varieties covered in Schneider (2007), these two cases lack a colo-
nial background (Netherlands) or have a mixed colonial background in which the British
element has not dominated (Namibia). Schneider (2014b: 9) himself admits that “despite
some similarities [between Expanding Circle varieties] it [= the Dynamic Model] is not well
suited to grasp the vibrant developments of the Expanding Circle”. However, it is not only in
Expanding Circle contexts where the development of varieties can deviate from the assumed
linear pathway. Mesthrie and Bhatt (2008: 35), on the basis of Gut’s (2004) description of
Nigerian English phonology, hypothesize that “a territory could move from phase 3 to 5,
bypassing phase 4. This would be a territory in which English became nativised and subse-
quently differentiated into sub-dialects, without there being a commonly accepted endonor-
mative standard.” This aspect and also the aforementioned points of criticism are addressed
in the final discussion with a view to the findings on verb-to-noun conversion.

The present study thus aims to explain the frequency profile of conversion in contact
varieties of English by integrating the two determining factors of transfer from the substrate
language(s) and degree of institutionalization of English. Both mechanisms are assumed to
interact in shaping New Englishes. Substrates will influence the productivity of V>N conver-
sion; particularly the Chinese dialects are projected to foster the process to a considerable
extent. However, the frequency of V>N conversion is also hypothesized to vary with the
degree of indigenization as operationalized by the above-mentioned stages in the Dynamic
Model (cf. Schneider 2007). Less verb-to-noun conversion is expected for more advanced va-
rieties, first, because conversion as a morphologically simple process is prone to be adopted
primarily by less proficient speakers, and, second, because transfer from the substratum is
hypothesized to be restricted in more advanced, endonormatively stabilized varieties.

The interaction of substrate transfer and institutionalization is the focus of chapter ff and

of chapter 1.
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The role of usage frequency in verb-to-noun conversion

While the preceding section has stressed identity constructions as proposed by Schneider
(ibid)) and transfer from contact languages as main factors in variety genesis, there is at
least one other factor that merits careful attention: Usage frequency is a key determinant
of language acquisition, processing, and change, and has recently come into focus (for an
overview cf. e.g. Bybee 2010; Diessel 2007). However, the question of whether and, if so, in
how far the frequency of various linguistic items determines and constrains conversion has
not been answered yet. This study seeks to fill this gap by providing a usage-based account
of verb-to-noun conversion.

The first aspect under investigation is the blocking constraint. It is assumed that the
relative usage frequency of a near-synonym to the usage frequency of a converted form will
matter crucially: the more frequent the near-synonym, the less frequent the converted form.
The success of conversion, that is, the spread of the forms resulting from V>N conversion,
will depend to a large extent on the relative frequency with which the blocking lexeme occurs.
That is, in contexts where the usage frequency of the near-synonym, the blocking lexeme, is
relatively low, the blocking constraint can be overridden and the converted form can establish
itself alongside the near-synonymous form. Hence, the lower the ratio of blocking lexeme to
newly coined lexeme is, the better the chances for successful verb-to-noun conversion are.

Secondly, entrenchment as a direct function of frequency is predicted to influence the
productivity of conversion (cf. section R.1.9). A form is highly entrenched if it is stored in
the brain in such a way that it is easily accessible and retrievable. High usage frequency
leads to deeper entrenchment. Thus, the frequency with which a potentially converted form
occurs in its original word class can be hypothesized to influence the productivity of con-
version. Low-frequency forms will convert more easily because they are less entrenched,
which means that they will not be associated with a certain word class as strongly as high-
frequency forms. High-frequency forms can be expected to convert less easily considering
that they are strongly associated with the base word class. The phenomenon that more fre-
quent forms change less quickly, the so-called conserving effect of frequency (cf. Bybee 2010),
has been observed for conversion by e.g. Teddiman (2012).

A further point that is directly related to frequency of occurrence and productivity is the
notion of acceptability. The more often a form occurs within a speech community, the more
likely it is that a speaker will accept this form as part of their language. When asked for the
acceptability or grammaticality of an innovative form, a speaker’s rating will largely depend

on how familiar they are with the form.
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Moreover, frequency of use also plays an important role in determining the spread of
a converted form. Linguistic elements that co-occur frequently are generally not processed
individually but as larger units, so-called chunks (cf. section B.1.4). Embedding a novel con-
version in a frequently used chunk will help spread the innovation.

These mechanisms are illustrated in chapters 5, , and B,

Frequency from a cross-variety perspective

A further question that this study explores is whether the role of frequency in influencing the
emergence and spread of converted forms as pointed out above plays out similarly in native
and non-native varieties of English. It could well be that the contact dynamics present in
New English settings interact with usage frequency, yielding different outcomes.

Language contact as a crucial determinant of new varieties of English is hypothesized
to influence the productivity of verb-to-noun conversion significantly. It is assumed that if a
substrate language prefers verb-to-noun conversion over other nominalization processes, the
blocking constraint can—to some extent at least—be overridden, which would in turn result
in a higher success of V>N conversion in this variety. This scenario is envisaged for HKE and
SgE, the varieties with Chinese substrata, in which V>N conversion is highly productive (cf.
section P.9).

Differences are also expected as regards the acceptability of V>N conversion. Even
though V>N conversion might not be used consistently in the corpora, the Chinese sub-
strate can be expected to still lead speakers of the respective varieties to perceive converted
forms as more acceptable compared to speakers of non-Chinese substratum varieties. The
judgment of the acceptability of such forms can also be influenced by the substrate. If the
process is highly productive in the substrate, speakers might still be familiar with it even
though it is not as productive in English. The acceptability of conversion can be hypoth-
esized to correlate with the degree of institutionalization of English, with speakers of less
institutionalized varieties accepting V>N conversion more readily.

The question in how far verb-to-noun conversion is realized differently in native and new
varieties of English is explored in detail in chapter f and in chapter []. Chapter [ is dedicated
to the question of acceptability.

Processing verb-to-noun conversion

In corpus-linguistic studies, it has tacitly been assumed that differences in frequencies of use

of linguistic elements as represented in corpora are both the reason as well as the result of
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different ways of processing these elements. It is generally hypothesized that more frequent
forms are easier to process. However, this assumption is problematic considering that the
non-appearance of a specific form in a corpus does not necessarily mean that it is difficult
to process (cf. Schiitze and Sprouse 2013: 29). For example, the adjective carless (‘without a
car’) appears a mere 22 times in COCA, yet, due to its transparency, it is easily processable. It
is therefore advisable to complement corpus-linguistic methods with experimental methods
in order to obtain (ideally) converging results.

Whether higher corpus frequencies translate into faster speed of processing will be ex-
plored by means of a measurement of reaction times. If speakers use V>N conversion more
often (as reflected in a higher frequency of occurrence in corpora) and judge it more accept-
able, it is presumably also processed faster owing to the speakers’ higher familiarity with
the process. The more frequently speakers encounter converted forms, the more experiences
they gain and the deeper entrenched the forms are in their brains. Consequently, accessing
and processing these forms will be faster for these speakers compared to speakers who are
not confronted with V>N conversion equally frequently. The details of how verb-to-noun
conversion is processed are explored in chapter §.

This research agenda will be addressed by adopting corpus analytic as well as experimen-
tal methods (for a detailed description of the methods cf. chapter ), thus basing the results of
the study on evidence obtained by combining two complementary research traditions. The
next chapter offers an overview of previous research on the topics of conversion and word
formation in World Englishes. This is complemented by a detailed critique which outlines
potential stumbling blocks that are to be avoided. In chapter [§, the theoretical framework
for the study is presented. Chapter [ describes the data and methods used in this study. It
presents the corpora that are analyzed and offers a critical reflection on the potential and
limitations of corpus analytic studies. It further introduces the quantitative methods used,
mainly collocation analysis and various types of regression modeling. Moreover, the experi-
mental methods used in the current study are explained. Chapter B presents the first study. It
is concerned with select case studies of the emergence of verb-to-noun conversions. Various
aspects such as the development of the frequency of use as well as semantic and syntactic
shifts resulting from it are the focus of this chapter. This first study only draws on data from
US American English in order to lay out the foil against which verb-to-noun conversion in
Asian varieties is subsequently compared. In chapter [, corpus data from all five varieties are
incorporated. It presents the results of the second study, which endeavors to compare the va-
rieties of English from a quantitative perspective. The aim of the subsequent chapter, chapter

. is to examine verb-to-noun conversion in Asian varieties from a qualitative perspective,
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analyzing a range of different aspects, among them register, constructional preferences and
semantic peculiarities. The results of the corpus analysis laid out in chapters [ and [f are
then corroborated by the results of a subsequent experiment which is presented in chapter
B. Chapter [ seeks to connect the dots and to summarize and discuss the findings from all

previous chapters.
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This chapter introduces concepts crucial to the analysis of conversion and gives an overview
of previous research on various aspects of the topic. First, the notion of conversion is defined
and contrasted with other terms that have been used to describe the same phenomenon (most
notably zero-derivation). Subsequently, mechanisms and constructions potentially favoring
or disfavoring conversion are described. A construction potentially favoring conversion is
the LIGHT VERB construction, an antagonizing mechanism is blocking. Then it is explored in
how far the substrate languages of the Asian varieties under scrutiny could facilitate or block
conversion. Moreover, previous accounts of conversion in varieties of English are reviewed

as well as previous attempts at addressing language contact from a usage-based perspective.

2.1 Defining conversion

I LIKE TO
YERR WORDS.

I TAKE NOUNS AND

ADJECTWES AND USE THEM

AS NERBRS. REMEMRER

WHEN "ACCESS" WAS A THING?

Now TS SOMETHING You Da.
\T GOT VERBED.

MAYBE WE CAN ENENTUALLY MAKE
LANGUAGE A COMPLETE (MPEDIMENT
TO UNDERSTANDING.

VERBING WEIRDS
LANGUAGE .

Figure 2.1: “Verbing weirds language”, Watterson (1993)

The change of word class of a lexeme without any change in its form has been labelled con-
version (cf. Plag 2003: 107-116). When Calvin, in the above comic strip, talks about “verbing”
and “weirds”, he is converting the noun verb and the adjective weird into verbs. In English,
it is possible to find examples of lexemes belonging to up to five different word classes. The

following sentences illustrate this for round (cf. Schmid 2011: 184). In P.1 it is used as an
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adjective, in .4 as a verb, in .3 as a preposition, in .4 as an adverb, and finally as a noun in

(2.1) And in fact theirs has got a round head on it. (ICE-GB: S1B-073)

(2.2) That’s why this is to smooth them and round them off. (ICE-GB: S1B-043)
(2.3) There’s an interesting band round the walls. (ICE-GB: S2A-059)

(2.4) Now if you come round here we have the Indian room... (ICE-GB: S2A-059)

(2.5) A mass rally at Brent Magistrates Court is planned for January 10 when the next
round of summoned offenders face the court. (ICE-GB: S2C-009)

2.1.1 Terminology

The term conversion was first introduced by Sweet (1891: §§105-107). Conversion is a pro-
cess that has received much attention and has been looked at from many different angles.
This finds expression in the quantity of terms applied to the phenomenon. The following
is an overview of various approaches to conversion. Following Balteiro (2007a: 19-64), I
first present those that consider the phenomenon a non-derivational process and then those
that interpret conversion as a process involving derivation. Among the first group is Farrell
(2001), who calls into question the notion of word class and considers so-called category un-
derspecification a more likely scenario. That is, words are not associated with one word class
only but rather have the potential to adopt any word class in a specific syntactic environment.
In other words, what is underspecified is the word class (i.e. category) a lexical item belongs
to. Another approach that disregards derivational processes is multifunctionality (cf. Koziol
1937: 201; Zandvoort 1972: 265). In contrast to the preceding theory of category underspeci-
fication, this approach posits that words show a priori multiple class membership, i.e. belong
to more than one word class.

Among the approaches favoring a derivational view range those which conceptualize the
phenomenon as zero-derivation or conversion. The zero-derivation approach, as proposed by
Marchand (1960: 293-308) and Kastovsky (1982: 172-175), suggests that the new lexeme is
formed by means of affixation of a zero-morpheme {(}}, a morpheme that has no phonological

weight as exemplified in P.6;

(2.6) walk (V) + () > walk (N)
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The notion of zero-derivation is based on what Sanders (1988: 156) calls the overt analogue
criterion. The idea behind it is to draw an analogy to inflection, where the difference between
e.g. sheep (sg.) and sheep (pl.) is a purported zero element that is added to the singular form
to produce a plural form. This process is said to apply to word formation as well. This means
that whenever there is an evident parallel between word-formation processes, there must be
some morphological material involved so as to explain the analogy. This is exemplified in 2.7
(examples taken from Schmid 2011: 189).

legal -ize > legalize ‘make legal’

sterile -ize > sterilize ‘make steril’
(2.7) .

clean - > clean make clean’

tidy ) > tidy ‘make tidy’

The criticism brought forward against zero-derivation is extensive. To further the long-
standing discussion of zero-derivation versus conversion in not within the scope of this work,
which is why the most striking points of criticism shall only be mentioned briefly. According
to Aronoff (1976: 71),

the concept of a formless phonological substance (i.e. zero morpheme) [...] is
abhorrent, even ridiculous when we realise that for every word-formation rule
which has no associated phonological operation [...] we must posit [...] such
entity, with a resulting proliferation of zeroes, one for every rule [cf. examples

R.1-.5, emphasis added].

Bauer (2003: 38) further points out that “[e]ven if this state of affairs is possible within a
generative theory of morphology, it does not have much plausibility as an account of the way
in which real speakers process language”. Furthermore, the multitude of zero-allomorphs
stemming from the “multiplicity of distinct analogies [...] may even suggest contrary or
contradictory relations between the elements of [a verb-noun] pair” (Balteiro 2007a: 27).
Finally, there is always the problematic option that “overt analogues for cases that intuitively
constitute clear cases of zero-derivation” are absent (ibid.: 28), as might be the case with verbs
derived from proper nouns (as in Google ‘name of a search engine’ + {(}} ‘?? > to google ‘search
for on the internet’).

This study thus rejects the notion of zero-derivation and related approaches (cf. Don
1993; Myers 1984) and adopts the term conversion. The term implies a derivational process (vs.
category indeterminacy) that is not based on morphemes (vs. zero-derivation). Conversion
is “the extension of the functional potential of a particular lexical unit beyond the limits of its
word-class” (Balteiro 2007a: 34). As far as morphological structure is concerned, “no formal

alternation of the original lexical unit takes place” (ibid.: 35).
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The reason why here the most neutral term, conversion, is preferred, is that most of
the other terms used to designate conversion (e.g. zero-derivation, category-changing inflec-
tion, functional change, functional shift, transposition) stress a particular aspect of the phe-
nomenon, such as its syntactic potential or the parallels with morphology. Yet, a more neutral
term is preferable, considering that the question with what linguistic domain conversion is as-
sociated has no straightforward answer. Conversion is a phenomenon that can be considered
to belong to various domains of linguistics, as Balteiro (2007b: 15) notes: “[T]he inclusion
of the so-called conversion in either Morphology [sic] or Word-Formation [sic, or syntax]
depends on how those [...] disciplines are understood, but also on how the phenomenon of
conversion itself is defined.” Zero-derivationalists might consider zero-derivation to be a part
of word formation, analogous to affixation. Approaches that emphasize the shift in syntactic
function might see functional shift as a part of syntax (cf. ibid)). Some approaches go so far
as to consider conversion a part of inflection (cf. Myers 1984). The difficulty of assigning
conversion to a linguistic domain seems to be rooted in the fact that it is non-prototypical. It
is generally not regarded as a part of grammar (except for some select views such as Myers
1984), since it involves no bound grammatical morphemes; nothing is inflected. Neither is it
part of traditional approaches to syntax. Consequently, conversion is often situated within
word formation. Bauer (2003: 124) considers it a non-prototypical word-formation process.
He stresses that there is “a central core” of word-formation processes of which conversion is
not a part. According to Bauer (ibid.: 124-125), the most prototypical processes are of a mor-
phological nature (“prefixation, suffixation, backformation and neo-classical compounding”).
If conversion is understood as a non-prototypical word-formation process, it should receive
attention from the domain of lexicology as well. Nonetheless, it remains a side issue in one
of the most representative dictionaries of the English language. A cursory glance reveals
that whereas the transparent construction carless (adj.) receives its own entry in the Oxford
English Dictionary, the lexicalized verb to holiday does not have an entry, but only occurs in
the entry for carless in the inflected form of holidaying. This aptly illustrates the difficulties
of assigning conversion to a linguistic domain.

The status of conversion is thus ambiguous; it hovers between morphosyntax and word
formation (cf. Plag 2003: 114). According to Plag (ibid.: 114-116), conversion is a lexical
process because it allows for idiosyncrasies such as unclear constraints on what can be con-
verted (e.g. to winter vs. *to autumn). Furthermore, the process often leads to new elements
with non-compositional, lexicalized meanings. On the other hand, some conversions are
non-idiosyncratic and can be applied more rigorously. These are then rather syntactic, for

syntactic processes are generally “rather exceptionless”, according to Plag (ibid): 115). An
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example is the adjective-to-noun conversion, by which every adjective can be converted to
a noun and become the head of a noun phrase as in the poor, the rich. Consequently, as-
signing conversion to either the morphosyntactic or the word-formation domain would be
too simplistic. Therefore, in this study, a Construction Grammar approach to conversion is

presented, which aims to bridge the grammar-lexicon divide.

2.1.2 Productivity and constraints on conversion

Conversion is a phenomenon that is extremely productive in many languages. In their survey
of Word-Formation in the World’s Languages, Stekauer et al. (2012: 309) state that roughly 60%
of the 55 languages they studied use conversion as a productive process. One of the languages
which makes “unusually” extensive use of this process is English (Schmid 2011: 184). The
process is so frequent that some even argue that there are no constraints on it at all (cf.
Bauer 2002: 226)!. The current state of high productivity is the result of several diachronic
processes (cf. Schmid 2011: 185-186). The first is the loss of inflections that occurred between
the stages of Old and Middle English. The Modern English word love, for example, goes
back to the Old English stem luf- and its inflected forms lufu (N) and lufian (V). The loss of
inflections has led to OE. lufu and OE. lufian collapsing into ModE. love. The second process
is extensive borrowing of “already formally more or less identical” forms, particularly from
French, in the Middle English period. The loss of inflections contributed to these lexemes
collapsing into one homophonous lexeme within a short period of time from the moment
of their entry into the English language. In Early Modern English, deriving words from
one another became a popular means of word formation,? which is the third reason for its
productivity today. Finally, over the course of the centuries, phonetic processes have led to
instances of phonological merger. One example is OE. hatian and OE. hete both resulting in
ModE. hate; a process that was probably influenced by Old Norse (cf. ibid/: 186).

The following sections serve to briefly introduce the notions of productivity and blocking,

two key concepts in word formation.

Productivity

The notion of productivity has received much attention, yet, depending on the theoretical
framework in which one’s work is grounded, e.g. generativism or the usage-based paradigm,

productivity is conceptualized in different ways. Consequently, there is no unified approach

I'The only restriction that he mentions is blocking (see below).
2Shakespeare made use of conversion quite frequently, e.g. “grace me no grace, nor uncle me no uncle” from
Richard II (cf. Cannon [1985: 415).
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to measuring productivity. This section can only provide a brief overview of productivity as
seen from a usage-based perspective; for a more detailed account the reader is referred to,
for example, Baayen (2009), Bauer (2001), and Plag (1999).

Bauer (2001: 98) defines productivity as the “potential” of a word-formation process “for
repetitive non-creative [...] coining”, that is, for yielding new words that have not been
coined to be purposefully creative as could be expected in marketing, for example. However,
productivity of a morphological process “may be subject unpredictably to extra-systemic fac-
tors”. This definition implies that productivity is inherent in the language system, a claim
with which Baayen (2009: 917) disagrees on grounds of empirical evidence: “Contrary to
what Bauer suggests, recent research has shown not only that the effects of ‘extra-systemic’
factors are truly predictive for productivity, but also that the ‘intra-systemic’ factors are
part of a much larger system of interacting factors.” As Baayen (ibid.) illustrates, “histori-
cal, stylistic, onomasiological, and cognitive factors” all contribute to the productivity of a
morphological process.

The main issues which remain unresolved when it comes to productivity are identified
by Baayen (cf. ibid): 900) as follows.

A first key question in productivity research is what conditions need to be met
for a rule to be productive in these ways. A second key question is whether a
rule is ever totally unproductive, i.e., whether productivity is in essence a graded
phenomenon. [...] A third set of questions addresses how productivity changes
through time [...]. A final issue is the relation between productivity and process-
ing constraints in the mental lexicon.

In order to investigate these points empirically by means of corpus-based studies of language,
Baayen (ibid.) describes three different measures of productivity which focus on different

aspects:

realized productivity Also called type frequency, describes how productive a morphological

category or process has been to date.

expanding productivity Is “the rate at which a morphological category is expanding and
attracting new members”. Expanding productivity is measured by the number of hapax

legomena belonging to this category in the entire corpus.

potential productivity Is a measure of how productive the morphological category can be
expected to be. Potential productivity is calculated by dividing the number of hapax
legomena of a morphological category by the total number of tokens of that category

in a corpus.
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The main advantage of realized productivity (and probably the reason why many studies
work with type frequencies) is that it is comparatively easy to calculate. Nonetheless, real-
ized productivity only measures past productivity and fails to reflect synchronic processing
constraints. Baayen (cf. ibid.: 906) illustrates this by drawing on the Dutch verb prefix {VEr-}
compared to the suffix {-sTER}, used to designate a female agent noun. While {VER-} shows a
much higher type frequency, {-sTER} is in actual fact the more productive affix, considering
that in an experiment participants did much better at creating neologisms with {-STER}.

It can therefore be preferable to complement mere realized productivity with expanding
or potential productivity. Both measures are synchronic in focus in that they are calculated
on the basis of hapax legomena in a corpus. However, as Baayen (cf. ibid}: 904-905) himself
points out, calculating the number of hapax legomena as an indicator for the number of ne-
ologisms formed by a morphological process is not without problems. While the number of
neologisms can be expected to increase with corpus size, the opposite is true for the num-
ber of hapax legomena: with an increase in corpus size the number of hapax legomena is
expected to decrease. The relation between the number of hapax legomena or the number of
types and the total size of the corpus is thus not linear. Siily and Suomela (2009), for example,
describe a method to compare the productivity of a morphological process across corpora of
different sizes which takes this nonlinearity into account.

This study relies on token frequencies of a fixed number of types, a measure which comes
closest to Baayen’s realized productivity. While making claims about productivity on the
basis of only token frequencies is highly error-prone (see the conserving effect of highly
frequent forms such as irregular verbs which are usually formed by means of fairly unpro-
ductive processes), it makes sense to use this measure in the present corpus study, as the
number of types is fixed (cf. chapter f). As pointed out above, this measure can only capture
past productivity without predicting any future development (as expanding or potential pro-
ductivity would do). Yet, it is the most robust measure in the present case. Relying on hapax
legomena, as would be required when measuring the productivity of conversion by means
of expanding or potential productivity, is not recommendable with the data at hand. As will
become clear in chapter i, the corpus used for this study provides a very large but also very
‘messy’ extract of the web. As such the language is in part of a conceptually spoken nature,
which leads to the data being highly susceptible to mistakes, which in turn makes a reliable

identification and classification of hapax legomena very difficult.
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The blocking constraint as an effect of frequency

Despite the fact that conversion is so frequent and pervasive in Modern English, there do
seem to be some examples of conversion that are somehow more remarkable than others.
These remarkable instances of conversion are the object of analysis in the present study.
Their noteworthiness lies in three key aspects. The first is directionality. While there are
numerous accounts of noun-to-verb conversion for the English language (cf. e.g. Clark and
Clark 1979; Dirven 1999; Karius 1985; Marchand [1969; Zandvoort 1972; for an overview cf.
Baeskow 2006), specific accounts of verb-to-noun conversion are rare, which is most likely
due to the much higher productivity of verbalizations (e.g. a key > to key a message, cf. Don
et al. 2000: 949).3 Thus, any conversion that is off the beaten path of noun > verb will be of
higher salience.

The second aspect is the degree of conversion. There is a tradition to distinguish between
full and partial conversion (cf. Sweet 1891: §§106-107).* Full conversion has occurred when
the resulting lexeme has “adopt[ed] all the formal characteristics (inflection, etc.) of the part
of speech it has been made into” (ibid): 39), e.g. when a noun that results from verb-to-noun
conversion is no longer confined to restricted environments with “semantically empty verbs”
such as [have a N] or [take a N] (Balteiro 2007a: 50), but shows a plural morpheme and is
freely modifiable by adjectives etc. Converted forms in subject position can be assumed to
have reached a very high degree of ‘nouniness’, considering that the noun phrase and the sub-
ject function are prototypically nominal. However, full conversion where converted forms
occur in subject position is comparatively rare, as is evident from, for example, Marchand
(1960: 304), who notices that only 11% of his data points “show the deverbal sbs [= nouns] as
subject of the sentence”.

The third aspect regards constraints on conversion. Bauer (2001: 126) points out that the
term constraint indicates “that the restrictions are not necessarily absolute” and can therefore
be violated. Whenever a constraint is violated, the instance of conversion is likely to attract
more attention than constraint-conforming formations. There is no one clear account of
constraints on word formation,> but the common ground in all works on constraints is the

existence of a blocking constraint, which also applies to the process of conversion. Blocking

3Schmid (2011: 199) attributes the low frequency of verb-to-noun conversions to the fact that “deverbal
nouns are based on the relationship ‘whole for part’, e.g. AcTion for ouTcoME”. He goes on to state that
“[m]etonymies based on this relationship [...] appear to be conceptually less helpful and productive” and are
therefore comparatively infrequent.

4See Balteiro (2001: 10-11) for a critical account of partial conversion. She goes so far as to reject the notion
of partial conversion entirely.

SFor an extensive discussion of constraints that have been proposed for morphological processes, cf. for exam-
ple Bauer (2001: 126-143) and Plag (1999: 37-61). Most of these constraints refer to formal characteristics of
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implies that frequencies of occurrence of rival patterns, e.g. conversion and derivation, can
influence each other. Aronoff (1976: 43) describes it as “the nonoccurrence of one form due
to the simple existence of another”, so as to avoid the creation of synonyms. An example
of this constraint is the non-existence of the word “stealer due to the existence of thief in
English (cf. e.g. Bauer 2001: 136). In Construction Grammar, this principle is called statistical
preemption (Boyd and Goldberg 2011).¢ Hilpert (2014a: 138-139) explains it as follows:

First, speakers form generalisations over sets of constructions that are compara-
ble with regard to their meanings. [...] Second, it is assumed that speakers keep
a detailed record of the lexical elements that they hear in these constructions. [...
Consequently, when] speakers perceive a statistical imbalance, [...] they inter-
pret that imbalance as meaningful: if a lexical item rarely or never appears where
it would be expected with a certain base frequency, then it is absent because of
a constructional constraint.

Boyd and Goldberg (2011: 80) were able to show that in an experimental setting, subjects
could be induced to infer constructional constraints. They attribute this to the subjects’ re-
liance on meaningful language production from the speaker (cf. Cooperative Principle, Grice
1975). This means that “hearer[s] construct[.] an explanation” by way of their ability to
“mind-read” (Hilpert 2014a: 141). The conclusion that Boyd and Goldberg (2011: 80) draw
from this is that “categorization and statistical preemption play a role in restricting linguistic
productivity”. In other words, skewed input frequencies lead to a preference of one construc-
tion over another, semantically similar construction.

Particularly in word formation, statistical preemption is mainly referred to as the block-
ing constraint (cf. Aronoff 1976: 43). Of two word-formation processes yielding potentially
synonymous forms, the one that is more frequent for a specific lexical item will most likely
be the preferred one, thus blocking a rival mechanism that would yield a (near-)synonym.
Hilpert (2014b), for instance, shows this preference for one construction over the other for
adjectives ending in -ic and -ical. For deverbal nouns, two such processes that can potentially
block each other are conversion and derivation. To give an example, for the deverbal noun
to describe the process of ‘inviting’ suffixation (invitation) is usually the preferred option. In
COCA, the lemma invitation’ yields 7465 hits. The semantically similar but converted form,

invite®, only yields 217 tokens. For the lemma increase, on the other hand, conversion is

derivational affixes and the bases they are combined with (e.g. affix ordering) and are therefore of no further
interest at this point.

¢In the present context, blocking and statistical preemption are used to refer to the same process, as blocking
is understood as a special case of statistical preemption.

7[invitation].[n*]

8[invite].[n"]
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the preferred option. COCA yields 35,781 tokens for the converted form?; the synonymous
derivation increasement!® is marginalized to a mere two tokens.

Nevertheless, statistical preemption can change over time when input frequencies are
modified. The “statistical imbalance” (Hilpert 2014a: 139) that may have led to constructions
blocking one another can even out and consequently give way to new constraints. If these
new constraints favor a construction that has not occurred very frequently up to that point,
this construction might gain momentum and establish itself alongside the other construction.
Plag (1999: 52) explains statistical preemption in word formation as follows: “[I]n order to
be able to block a potential synonymous formation, a word must be sufficiently frequent”.
However, if it does not occur with sufficient frequency, the potential synonym can rise in

frequency and spread. Rainer (1988: 164) elaborates on the blocking constraint:

[W]e may view the blocking force as the result of the antagonism between the
pressure exerted by a potential regular word and the resistance offered by the
corresponding blocking word, whereby pressure is a function of productivity
and resistance a function of frequency.

Productivity is ultimately frequency, moderated by statistical experiences that speakers may
have with a particular construction. In the subsequent study it will be shown that statisti-
cal preemption is crucial in shaping the usage patterns for verb-to-noun conversion in US
English (cf. chapter §). Furthermore, chapter [ will illustrate that the blocking constraint
may apply to different degrees in different varieties of English, inducing distinctive usage

patterns of conversion.

2.1.3 Light-verb constructions

In the context of conversion, the LIGHT-VERB construction (LVC) is worth a closer look. LVCs
are defined as consisting of a semantically bleached verb and another verb that carries the

lexical content and has been converted to a noun, as in .§ (cf. Dixon 2005: 459-483).
(2.8) Mary had a walk in the garden.

Verbs that qualify as semantically bleached verbs are have, take, and give, and, to a lesser
extent, also make, do, and pay (cf. ibid.: 459, 461). The full verb is preceded by an indefinite
article. Whether the converted form can be preceded by a premodifier as in Mary had a long
walk in the garden is debated, with e.g. Dixon (ibid}: 464-465) arguing for and Hoffmann

9[increase].[n*]
10[increasement].[n*]
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et al. (2011: 267) and Wierzbicka (1982: 755-756) against it. The main argument against
premodification is that the semantic equivalence between the simplex form and the light-
verb construction is no longer intact once a premodifier is inserted (cf. Hoffmann et al. 2011:
267). The same argument holds for postmodification. The LVC thus has the following form:
[Vight @ Viexicall-

The occurrence of particular verbs in LVCs is generally semantically motivated (cf. Dixon
2005: 460) and each of the light-verb frames shows its own semantics.!! A general character-
istic of the construction is its association with the colloquial register, which is evident in the
impossibility of formulations such as *to have a urinate compared to to have a pee (cf. ibid:
461, 483).

LVCs can potentially facilitate conversion because the converted form does not have to
adopt all the characteristics typical of nouns. As Dixon (ibid.: 466) claims, the lexical verbs
used in LVCs are not to be confounded with established conversions.

LVCs seem to be of particular relevance in the study of conversion in new varieties of
English. Hoffmann et al. (2011), in a study of the SAVE corpus, a corpus of newspaper articles
from South Asia, find that LVCs are most common in IndE compared to other South Asian
varieties. They attribute this to the high degree of institutionalization of IndE. While LVCs
are associated with the colloquial register in the parent variety (British English), they have
made it into the more formal newspaper register in IndE due to the growing endonormativity
that comes with the increased indigenization of English in India. Bernaisch (2015: 170-193)
also finds that IndE shows markedly distinct usage patterns for LVCs. This development
could probably also be observed for other indigenized/indigenizing varieties of English. In
the qualitative analysis of conversion in Asian Englishes (cf. section [7.4.3) the productivity
of LVCs is analyzed in detail.

2.2 Conversion in the substrates

In order to understand in how far substrata could potentially play a crucial part in shaping
the usage pattern of conversion in Asian varieties of English, it is adamant to examine them
more closely. Throughout this study, the term substrate/substratum is adopted to refer to the
languages that have come in contact with English. While these languages are technically

adstrates to the new varieties of English, they were substrates to English when the British

HFor detailed accounts of the semantics of LVCs, the reader is referred to Wierzbicka (1982) and Dixon (2005:
469-476).
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settlers first arrived. From a historical perspective it is therefore appropriate to talk of sub-

strates.

2.2.1 Conversion in Chinese dialects

A variety of Chinese dialects!? have come in contact with English to yield Hong Kong English
and Singapore English; the two major dialects being Mandarin and Cantonese. The following
is based on Matthews and Yip’s (1994: 5) premise that Mandarin and Cantonese “are not
mutually intelligible” but that “their grammatical structure is similar in most major respects”.
In the case of verb-to-noun conversion, Mandarin and Cantonese are structurally the same
(Bao Zhiming p. c., July 9, 2014). Therefore, no distinction between Mandarin and Cantonese
is drawn.

As regards verbs and nouns, Chinese is truly a language of category indeterminacy. Us-
ing verbs in nominal context is a comparatively unconstrained process in Chinese. This
process is facilitated by the fact that in Chinese, a typologically analytic language, words are
not inflected (cf. Ross and Ma 2006: 22). Thus, according to Po-Ching and Rimmington (2004:
16),

[n]ominalisation in Chinese does not usually seek morphological conversions. It
is always context-dependent. In other words, all nominalisations are contextual
nominalisations. A verb or an adjective may be taken as a noun therefore [...] in
a given context or grammatical framework.

These “given context[s]” seem very broad compared to English, as this statement by Matthews
and Yip (1994: 55) shows: “[Wlhile any verb in Cantonese can appear in subject and object
positions without change in form, verbs in English generally take affixes if they are to appear
in these positions”. The following examples (Bao Zhiming p. c., July 9, 2014) illustrate the

verbal and nominal use of the verb choose in Chinese.

(29) wo xuan le zhenque de ke
I choose Asp correct PART class

‘I chose the right class.

(2.10) wo zuo le zhenque de  xuanze
I make Asp correct PART choice

‘I made the right choice.

12See Leimgruber (2013a: 3) for an explanation as to why varieties of Chinese are usually called dialects. I am
herein adhering to this nomenclature.
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In both examples, the past tense is expressed with the help of the aspectual particle le. The
particle de is an indicator that the preceding element (zhenque) is a premodifier to the fol-
lowing element (ke and xuanze, respectively). As is easily visible, the form of xuan does not
change when it is used in a nominal context such as example R.10. Yet, xuan is modified to
xuanze, which is, however, a compound rather than a noun and a suffixed morphological
marker. In Chinese, in order to facilitate the task of distinguishing between the verbal and
the nominal use of the word, verbs are generally monosyllabic whereas nouns tend to be
bisyllabic. To fit this pattern, ze is inserted after xuan in .10, the nominal context. Ze is a
synonym of xuan, not a morphological marker as used in English derivational processes (e.g.
{-NEss}, {-T10N}). What Chinese does to comply with bisyllabicity in nouns is to reduplicate
the meaning, which means that pattern fit comes at the expense of an increase in redun-
dancy (Bao Zhiming p. c., July 9, 2014). The semantically explicit interpretation of example

would consequently be as follows, where xuan and ze mean the same:

(2.11) wo zuo le zhenque de  xuanze
I make Asp correct PART choice-choice

‘I made the right choice’

This example shows that, except for the tendency to prefer bisyllabic nouns, Chinese
words can easily be used in verbal and nominal contexts without a change in form. This
interchangeability is restricted for other cases, as Po-Ching and Rimmington (2004: 16) ex-
plicitly points out: “[o]ther word classes [i.e. other than verbs and adjectives] are less likely
to become nominalised”. For example, the highly productive noun-to-verb conversion in En-
glish (e.g. access > to access) is infrequent in Modern Chinese (cf. Shi 2006: 309; Bao Zhiming
p. ¢, July 9, 2014). In Chinese, the wall is not ‘painted’, but ‘paint is applied to the wall’. This
could be due to a general preference for explicitness in Chinese verbs. A bag is not carried,
but carried on the shoulder (bei), with the hand (¢i), in one’s arms (bao) or under the arm (jig;
Wei Chen p. c., July 6, 2014). This could explain why noun-to-verb conversion is of very low
productivity in Modern Chinese. Only extended and intensive language contact between
English and Chinese, as is the case in Singapore, has led to this widespread process seeping
into Chinese from English, so that Singaporeans, when speaking Chinese, might eventually
‘color a book’ due to their increased exposure to English and English conversion processes
(Bao Zhiming p. c., July 9, 2014). Shi (ibid]) describes the same contact phenomenon in Hong
Kong written Chinese.

Verb-to-noun conversion is thus an ideal starting point for the analysis of Chinese sub-
strate influence in contact varieties of English. Since the Chinese substrata allow for verbs to

be used in nominal position in virtually every context and without any change in form, one

45



2 Previous research

is likely to find traces of the ease with which verbs convert to nouns in varieties of English
with a Chinese substratum. The fact that Chinese nouns tend to be bisyllabic and speakers,
in forming nouns, draw on reduplication is not expected to impede conversion. In English,
reduplication is a process of extremely low productivity. Consequently, it is unlikely that
speakers transfer the reduplication pattern.'

As has been pointed out, verb-to-noun conversion in English is moderately frequent,
examples such as an invite or the disconnect are common. Nonetheless, some formations
seem to be blocked (e.g. “the receive). In contact with Chinese, however, the productivity of
V>N conversion might experience an increase in type frequency and thus also an increase in

token frequency, leading to the spread of such purportedly illicit formations.

2.2.2 Conversion in Malay

According to the 2010 census, 12.2% of the Singaporean population speak Malay at home
(cf. Wong 2011). In order to adequately compare SgE to HKE on the grounds of the struc-
tural properties of the substrate languages, it is necessary to briefly touch on the process of
conversion in Malay, the second-largest substrate in Singapore after Chinese.

Malay is an agglutinating language and as such shows no inflection (cf. Maxwell 1907:
45). Furthermore, many words can appear in various different word classes depending on
the context (cf. e.g. Crawfurd [1852: 43; Knowles and Don 2003: 422):

A difficulty which attends the classification of Malay words into various parts of
speech, according to the system applied to European languages, consists in the
number of words which, while yet unmodified by particles, are either verb or
substantive, substantive or adjective, adjective or adverb, according to the context.
[...] The same thing occurs in English in a minor degree; [...] Many Malay words
must thus be treated as now substantive, now adjective, now verb, according to
the position they occupy in the sentence. (Maxwell 1907: 45, emphasis added)

Thus, the situation in Malay is similar to that in Chinese, where the context is an impor-
tant determinant of the word class with which a particular word is associated. Owing to
the similarity of Malay and Chinese in this respect, it can be assumed that a comparison of
the process of conversion in SgE and HKE on the grounds of similar characteristics of their

substrate language/s is valid.

13Tn line with Bao (2005, 2009, 2010a, 2010b), it is hypothesized that the lexifier language serves as a filter and
that it will “flush out” the reduplication pattern during the transfer process due to its incompatibility with
the English superstratum (cf. section p.4).
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2.2.3 Conversion in Hindi

To analyze the magnitude of the influence of the Chinese substratum on English, another
Asian variety with a typologically different substratum has been chosen as a basis of compari-
son. If an analytic substratum in which verb-to-noun conversion is unconstrained fosters the
process in the contact variety, this is not expected to happen to the same extent in a contact
variety of English with a synthetic substratum. The Asian variety selected for comparison is
Indian English. It has a multitude of adstrata as figure shows. However, the
main contact language of English in India is Hindi, which is a synthetic language.

In Hindi, suffixation is the preferred process for nominalization (cf. Kachru 2006: 111-
118). Hindi has a plethora of derivational suffixes that can attach to verbal roots. One of
them, the infinitival {-NA}, combined with a verbal root, yields a form that can function as
either the infinitive or an abstract noun. An example is gana, which can either mean ‘to
sing’ or ‘song’ (cf. ibid): 115). However, Kachru (ibid): 114-116) lists nine other ways of
deriving abstract nouns from verbs by means of suffixation so that it can be assumed that
the suffixation by way of adding {-Na} to the verbal root and thus yielding a form that is
identical to the infinitive is not as unconstrained as the possibility of using any verb in a
nominal slot in Chinese. All other types of nouns in Hindi, e.g. “concrete nouns” or “action
nouns” are derived by means of other suffixes (e.g. k"elna ‘to play’ > k"ilona ‘toy’, k"ana-pina
‘to eat-drink’ > k"an-pan ‘food and drink’, ibid}): 118).

2.3 Conversion in World Englishes

The topic of word formation in World Englishes in general and conversion in particular has
so far not received much attention. An early study on conversion in varieties of English
comes from Cannon (1985), focussing on US American English. The database he draws on
is a collection of dictionaries. The two main methodological challenges he identifies in his
own study are, firstly, that he investigates written material only and consequently fails to
capture conversion in spoken language. Secondly, that the written material he uses are dic-
tionaries, that is, heavily edited documents of language. Furthermore, dictionaries do not

provide frequency data, but explicitly make a point in omitting forms that are too infrequent

4Considering that all languages other than Hindi are spoken by under 10% of the population (cf. figure [L.7), a
thorough investigation of their properties as regards conversion is deemed unnecessary.
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(cf. ibid): 413). Nonetheless, Cannon (1985: 416) finds a total of 567 “functional shifts” and
makes various claims about frequent directions and registers in which conversion occurs.!>

The most exhaustive study on word formation in New Englishes so far has been con-
ducted by Biermeier (2008). The data for it were extracted from the International Corpus of
English (ICE). Of the varieties explored in this project, Biermeier includes British, Indian, and
Singapore English. For these varieties, Biermeier (ibid): 97) finds 743, 571 and 754 tokens re-
spectively, which, according to Biermeier, indicates that BrE and SgE show similar levels
of productivity for conversion and that in IndE conversion is less productive. As far as the
direction from verb to noun is considered, the investigation yields very similar type frequen-
cies across the three varieties (cf. ibid): 87). As regards registers, his results are that in SgE,
conversion occurs in a “distinctly vast range of texts”. In IndE, on the other hand, conversion
is more restricted to written texts (cf. ibid.;: 99, 90). He explains the high frequency of con-
version in SgE with the high proficiency of the speakers; they are “very close to the native
status” (ibid): 88). For IndE, the fact that the comparatively low token frequency contrasts
with four new types that occur in none of the other varieties (probably indicative of a higher
productivity of the process) remains largely unexplained (cf. ibid/: 99).

After this brief exposition of results, it is necessary to cast an eye on some methodolog-
ical challenges that Biermeier’s (ibid)) study faces, so as to avoid them here. The first is the
database. Since the ICE subcorpora only contain one million words each, Biermeier (ibid.:
15) struggles with quantitative analyses of the data. Haselow (2010: 134-135) in a review of
Biermeier’s (2008) research even goes so far as to suggest that “many conclusions made in
the book are rather doubtful” and that “the analysis is often restricted to a mere verbaliza-
tion of frequency phenomena rather than offering abstractions and an indication of general
tendencies”. Nonetheless, Biermeier’s study has its merits in that it illustrates the difficulty
of pinpointing divergent tendencies in World Englishes. It is highly unlikely that varieties
will drop one word-formation process entirely or develop new, unprecedented usage pat-
terns. Rather, it is to be expected that differences between varieties are gradient in nature
(cf. Schneider 2007: 80). These subtle differences are, however, difficult to grasp with the
comparatively small amount of data that Biermeier (2008) draws on (also cf. section }.1 on
the limitations of ICE due to its size). The publication of the Corpus of Global Web-based
English (Davies 2013) in 2013 can therefore be seen as a lucky chance for research on word
formation in World Englishes. Larger amounts of data will yield a higher number of relevant

tokens and will thus facilitate the task of drawing overarching conclusions.

15Since this research focuses mostly on Asian varieties of English, a detailed account of Cannon’s results will
not be given here.
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Another methodological challenge with which Biermeier’s investigation of conversion is
confronted is that in order to evaluate conversion it relies on a fixed type list. On this list are
well-established conversion pairs such as arrest, attempt, smile, whisper and the like. While
it is possible to establish the direction of conversion in these cases with the help of etymo-
logical dictionaries, these are instances of long-standing full conversions. From a cognitive
perspective, these formations cannot be considered to be of the same type as novel conver-
sions such as ?/*an imagine or ?/*a develop. Whereas in the latter cases, native speakers
could easily establish the direction of conversion and would most likely judge the novel for-
mations as ungrammatical, the same is incomparably more difficult in cases of established
conversions. Balteiro (20074: 39) calls instances of conversion where the direction of con-
version cannot be established and the forms in question have become well-entrenched as
members of at least two word classes “pseudo-conversion[s]”. She notices that distinguish-
ing true from pseudo-conversion “is only important for the linguist. For language users, it is,
however, completely irrelevant.” She goes on to say that all “synchronically identical word
pair[s] which [are] semantically related” can be regarded as instances of multiple word class
membership, regardless of their historic trajectory. For the language user, establishing di-
rectionality is impossible. Furthermore, because in cases such as love or smile the verbal
and nominal form are both very well entrenched, none of the forms is likely to be judged as
ungrammatical by language users. In order to establish in how far a contact language can in-
fluence the English word-formation process of conversion, innovations, i.e. formations that
have not been attested in standard varieties of English, will have to be in focus. It is par-
ticularly these formations that a speaker of an ESL variety of English might find acceptable,
whereas a speaker of a native variety might judge them as ungrammatical. Haselow (2010:
133) concludes that Biermeier’s data “do not allow for conclusions on the lexical creativity of
the speakers or writers of a given variety, but rather document the frequency of occurrence
of word-forms that have already become established in standard varieties [emphasis added]”.
The approach that will consequently be pursued in the present study is more inductive in
nature in that it focuses exclusively on forms that have not been attested in dictionaries of
standard varieties of English.

That the reliance on pre-fabricated word lists is not an ideal starting point is also evident
in Evans’s (2015b) study on word formation in Hong Kong English. He notes that around 20%
of the items on the vocabulary list on which he bases his work do not occur in the corpora he
investigates (cf. ibid): 125). Considering that one of the corpora he analyzes is the HK section
of the Corpus of Global Web-based English, which contains over 40 million tokens (cf. section
k.1.3), it can hardly be argued that the words in question form part of the HKE lexicon.
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A further shortcoming of Biermeier’s (2008) study is that it does not provide a qualitative
analysis of the data. Particularly in the case of conversion, the linguistic context is of great
importance to assess the status that conversion has in each variety. A study on conversion

must account for instances of such a diverse nature as the following:

(2.12) Compare these skills with those students learn in today’s schools and the disconnect
is clear. (COCA, ACAD)

(2.13) Grid-connected photovoltaic systems routinely have a disconnect that activates
when the rest of the grid goes down. (COCA, MAG)

While is a clear example of a full conversion, instantiates the light verb construction,
a frame that could facilitate conversion. In order to account for such qualitative differences,
any quantitative study of corpus data has to be accompanied by a qualitative analysis that

includes the discourse-pragmatic and syntactic context of the converted forms.

2.4 Modeling frequency effects in language contact

There are numerous accounts of the development of features of new varieties of English,
which are often based on explanations involving language contact and substratal influence
resulting from this contact. While the work on contact-induced language change does have
its merits and has helped to better understand how varieties emerge and develop, it also has

to be noted that

substratist argumentation, regardless of one’s theoretical persuasion, is almost
solely driven by individual grammatical features that are attested in the contact
language!¢ and can be traced to the linguistic substratum. This line of argumen-
tation has been critized as unsystematic and unprincipled (see Dillard 1970, Bick-
erton 1981, Mufwene 1990, Siegel 1999, Bao 2005). Furthermore, there has been
little or no attempt to examine the productivity, as measured by frequency of
use, of transferred substratum features in the contact language. (Bao 2010a: 793)

Bao (ibid), also 2005, 2009, 2010b) therefore proposes a more systematic and “usage-based
approach to substratum transfer” that accounts for distinct degrees of productivity and fre-
quencies of use in language contact. This approach is of particular relevance for a study

on conversion. As has already been mentioned, word formation is not a linguistic domain

16The notion of contact language is used by Bao to refer to the emergent variety of English, not to the language
that comes into contact with English. The latter is generally referred to as the substrate language in his work.
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where categorical differences between varieties are likely to develop. In a cross-varietal ac-
count of conversion it is hence necessary to be on the lookout for different usage patterns
by assessing the frequencies of use of this specific construction.!’

Bao’s (2009: 348) model is based on two antagonistic mechanisms that are supposed to
be operating at the same time. He assumes that these constraints, as they are called, can be
violated (based on the concept of constraints in Optimality Theory, cf. Prince and Smolensky
2004). The constraints, named sYSTEM TRANSFER and LEXIFIER FILTER, are specified as follows
(Bao 2010a: 812).

1. SYSTEM TRANSFER: Substratum transfer involves an entire grammatical subsystem.

2. LEXIFIER FILTER: Morphosyntactic exponence of the transferred system conforms to

the (surface) structural requirements of the lexical-source language.

SYSTEM TRANSFER states that only entire subsystems of the grammatical system of the sub-
stratum are targeted by transfer processes. For SgE, for example, Bao (2005: 250) observes
that all means of expressing perfective aspect must have been transferred from the Mandarin
substratum. All variants are found in SgE, and native speakers of SgE judge them as “accept-
able” (Bao 2010a: 800). The fact that not all of these possibilities surface in the new variety
to the same extent—two variants show a very low frequency of use (to the point of non-
occurrence), the other one is used more productively (cf. ibid))—is the result of the second
constraint, LEXIFIER FILTER. Only those constructions of the substratum that are compatible
with the morphosyntax of the lexifier language ‘survive’ in the emerging contact language.

As Bao (2009: 347) puts it:

The exponence of the transferred system is subject to the grammatical require-
ment of the language that provides the morphosyntactic materials, flushing out,
at varying degrees of thoroughness, those elements of the transferred system
that cannot be expressed felicitously.

Generally, the constraints imposed on the emergent variety by LEXIFIER FILTER rank higher
than those of sYSTEM TRANSFER (cf. Bao 2005: 258), which explains why there are gram-
matical subsystems that only partially resurface in the new variety (such as the perfective

markers in SgE).

17Bao (20104: 794) predominantly uses the term feature but understands features to be constructions, i.e. form-
meaning pairings in the Construction Grammar sense. For the sake of consistency, I will use the term con-
struction in the following.
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In shaping the emergent variety, the usage patterns of the respective constructions in
the substratum and superstratum languages are decisive. It is those usage patterns that in-
fluence the productivity and thus the frequency of use of the construction in question in the
contact variety (cf. Bao 2010a: 817). In this process, particularly the lexifier is of importance
since it is “forms which are frequently-used [sic] in the superstratum language” upon which
transferred constructions are “modeled” (Bao 2009: 349). Another factor which determines
the productivity of transferred constructions is the degree to which the construction violates
constraints of the emergent variety (cf. ibid}: 350). Bao (ibid.) assumes a “correlation between
constraint violation and the level of productivity of the feature in the contact language”. This
correlation is displayed in table .1 (ibid.: 346, 350).

Table 2.1: Correlation between violation of constraints and productivity

structures of sub- and superstratum violation of constraints productivity

convergent none normal
divergent weak low
divergent strong not productive

Strong violators are those constructions which violate “grammatical requirements” of the
emerging variety. The grammatical rules of the emerging variety “may be derived from the
competing languages in its contact ecology, especially the lexifier language, or emerge inde-
pendently in the contact language as a result of internal drift” (Bao 2010a: 796). Construc-
tions which violate these grammatical rules are not productive in the emergent variety.!8
Constructions which do exist in the emergent variety but still violate constraints of the lexi-
fier language are called weak violators. They show reduced productivity. This is the case for
“basilectal features, if derived from the substratum” (ibid.). Those constructions that do not
violate any constraints, neither in the emergent variety nor in the lexifier language, become
most productive. The perfective aspect markers in SgE can serve as an example. All three
ways of expressing perfective aspect in SgE show a corresponding construction in the sub-
stratum language, Chinese (cf. Bao 2005: 252). However, only one of the three constructions
exists in English. This construction is the one that is most productive in SgE (cf. Bao 2010a:
800). The other two ways of expressing perfective aspect cannot be realized (as successfully,
cf. ibid)) with English morphosyntactic material, and are thus “filtered out of Singapore En-
glish” (ibid/): 814).

180ne example of strong violators are the Chinese aspect marker categories of stative imperfective and tenta-
tive, involving constructions such as V-ing V (V-zhe V in Chinese) and V-V. They have no equivalent in the
English lexifier and are thus “filtered out” (Bao 2010a: 798).
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Consequently, frequency in the contact variety can be attributed to the structural con-
vergence of the contributing languages. Structural convergence of substratum and lexifier
language leads to an increased productivity of the transferred construction. Increased pro-
ductivity, in turn, leads to a higher frequency of use of the transferred construction, and a
“[h]igh frequency of use facilitates the stabilization of the structure of a substratum feature”
(ibid): 817). In contrast, infrequent or non-existent substratum constructions can be traced
back to structural divergence between substratum and lexifier. If there is no adequate way
of expressing a construction transferred from the substratum by means of morphological
and lexical material provided by the lexifier language, this construction will not surface in
the emergent variety. In short, the substratum contributes the constructions and the lexifier
language contributes the usage (i.e. frequency) patterns to the emergent contact variety.

According to Bao (2010b, 2011), there is a further way for the substrate to influence the
emerging variety: convergence-to-substratum. This mechanism applies in the case of non-
violators, that is, when English constructions have a structural equivalent in the substratum
language. Convergence-to-substratum designates the process whereby “English grammati-
cal features converg[e] in usage or function to the equivalent features in the linguistic sub-
stratum” (Bao 2010b: 1729). An example is the English modal must, which can have a deontic
or epistemic meaning in English (cf. ibid.). In Chinese, however, “[t]he epistemic meaning
is expressed lexically” and only the deontic meaning is expressed through a modal that com-
pares to the English must (ibid): 1736). Therefore, in SgE, must is more frequently used
with a deontic meaning, contrary to what is attested for other varieties of English (cf. ibid.:
1731). Bao (ibid): 1736) explains this comparative overuse of the deontic meaning with the
convergence-to-substratum mechanism: The English construction has “acquire[d] the usage
pattern[.]” of the corresponding Chinese construction. This process, contrary to substratum
transfer, is “gradual” and its effects are “subtle” (ibid.).

In short, there is a general preference in usage for the construction that is most compati-
ble with both the substratum and the lexifier. This holds for non-violating constructions such
as the modal must, where the construction with the meaning that comes closest to the cor-
responding Chinese construction is preferred, as well as for the emergence of constructions
in the contact variety more generally, which hinges crucially on whether the construction
transferred from the substratum can be expressed by means of the lexifier. Thus, the more
convergent the substratum and the lexifier language are with respect to a construction, the
more productive this construction is going to be in the newly emerging variety.

Bao’s approach to language contact can also be applied to word formation, more precisely

to the competition that can be expected to exist between conversion (no bound morphemes,
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analogical) and derivation (bound morphemes, synthetic). Of the two rival formations the
one that is structurally closer to the substratum is expected to show a higher frequency of
use. Both variants do not violate the LEXIFIER FILTER constraint as they are English formation
types. Nevertheless, whenever the synthetic formation type does not exist or is dispreferred
in the substratum, which is the case in varieties with a Chinese substratum, this is hypoth-
esized to lead to tensions because of divergent structures in substratum and superstratum
language. The non-morphemic formation type is not expected to trigger such tensions as it
exists in both the Chinese substratum as well as the English superstratum. Thus, in HKE and
in SgE, conversion, the non-morphemic word-formation type, is expected to be encountered
more frequently than in other varieties with largely synthetic substrate languages such as
IndE.

2.5 Summary

This chapter has provided an overview of the phenomenon of conversion and of previous
studies concerned with it. It has revealed that many aspects of conversion remain unclear,
particularly constraints that operate on conversion as well as its productivity in different
varieties of English. This study seeks to shed more light on the phenomenon of conversion
in general and the aforementioned points in particular. The following chapter will lay out in

how far the theoretical concepts presented in this chapter will be implemented in this study.
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3.1 Implementing usage-based modeling in word formation

3.1.1 Conversion versus derivation

In the present study, verb-to-noun conversion is contrasted with derivation of nouns from
verbs, mostly by means of suffixation. Comparing the DEVERBAL CONVERTED NOUN construc-
tion to a competing construction is quintessential when taking a usage-based approach to

language, as Schmid (2015: 21) asserts:

For frequency counts of individual linguistic items to be meaningful in terms
of conventionality and entrenchment, they have to be measured and interpreted
relative to frequencies of syntagmatic companions [...], to frequencies of paradig-
matic competitors, and to frequencies of pragmatic competitors [...]. [emphasis
added]

Derivation can be understood as a “paradigmatic competitor” of conversion. Table B.1 con-
trasts the features of the conversion process with those of the derivation process in a simpli-
fied way (features based on Williams 1987: 169-191).

Table 3.1: Conversion vs. derivation

conversion derivation
[Vix [V + suffix]y

substantive cxn ? +
schematic cxn ? +
atomic cxn + -
complex cxn - +
regularization + -
redundancy - +
ambiguity + -
processing effort + -
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Conversion results in seemingly atomic, substantive constructions but is itself a schematic
process, whereas derivation is both schematic and also substantive and yields complex con-
structions. Due to the absence of morphological material, conversion can be said to be reg-
ularizing, to reduce redundancy. At the same time, because the verb and the deverbal noun
have the same form, conversion increases ambiguity which leads to higher processing efforts
(e.g. those efforts that coercion requires). In order to reduce processing costs in conversion,
conversion can be embedded in unambiguously nominal contexts. This is likely to happen

considering that

[t]he more easily speakers can identify the parts of a construction [e.g. the NOUN
PHRASE construction], the more easily that construction will accommodate other
constructions [e.g. the DEVERBAL NOUN construction] into its open slots (Hilpert
20144: 93).

Thus, in those cases where ambiguity and, with it, the processing effort are to be reduced to
a minimum, conversion is likely to occur within strongly entrenched constructions like the

NOUN PHRASE construction.!

3.1.2 Chunks and lexical diffusion

Chunking is an essential mechanism in language processing and production. Contrary to
what could be assumed, in natural language processing, language is usually neither produced
nor processed word by word (even though speakers can be induced to process language word
by word, for example in an experimental setting such as the maze task presented in chapter ).
It is rather the case that language is perceived in building blocks, so-called chunks. Chunks,
however, are not random clusters of words. Words which co-occur frequently are constituent
parts of chunks. Schneider (2014¢: 2) defines chunks as “mentally represented multi-word
unit(s]”. Their size is not limited to a certain number of words.

There is considerable evidence for the existence of chunks. For language perception,
Arnon and Snider (2010: 76) for example find that four-word expressions occurring more
frequently are perceived faster than those occurring less frequently. For production, Janssen
and Barber (2012: 10) find that more frequent two-word expressions are named faster than
less frequent ones. This dovetails with the usage-based assumption that more frequent pat-
terns in language are entrenched more deeply and are therefore more easily accessible and

can thus be retrieved faster, as is evident in e.g. naming tasks. The same mechanism can be

IThat this portrayal of conversion versus derivation is necessarily simplified will become evident in the de-
tailed analysis of corpus evidence in chapter 7.
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assumed to apply to natural language production: more frequent chunks are accessed faster,
consequently used more often and therefore spread faster. Accordingly, the more frequently
a novel pattern is embedded in a very frequent chunk, the faster it can be hypothesized to
spread. The importance of chunking for lexical diffusion will be explored for a prototypical
case of verb-to-noun conversion in chapter . As will be demonstrated, the innovative form
can spread fast owing to its embedding in frequently occurring chunks such as the EXI1STEN-

TIAL construction there is a X.

3.1.3 Processing conversion

It has been claimed above that converted forms are easier to process if inserted into unam-
biguous contexts. According to Hawkins (2004: 3), grammatical structures result not only
from frequency of occurrence (as pointed out above), but crucially depend on “their degree
of preference in performance”. By performance, Hawkins (ibid.: 1) means language use and
language processing which can be explored in corpora and processing experiments. Pref-
erence in performance is a function of complexity and efficiency. Complexity refers to the
number of formal units (or “amount of structure”) that needs to be processed (ibid.: 8, 25).
Hawkins (ibid.: 8) goes on to explain that “[m]ore structure means, in effect, that more lin-
guistic properties have to be processed in addition to recognizing or producing the words
themselves.” Efficient structures, then, are those that have the “lowest overall complexity in
on-line processing”, that is, “[t]he (most) efficient structure will [...] be the one that provides
the earliest possible access to [...] the [...] proposition to be communicated” (ibid.: 25). Two
constraints arise from this: “Express the most with the least” and “Express it earliest” (cf.
ibid)). Hawkins (ibid.) formalizes these constraints through three principles: (1) Minimize
Domains, (2) Minimize Forms, and (3) Maximize On-line Processing. To explain the poten-
tial processing advantage of conversion, the most important of these principles is Minimize

Forms. 1t is described by Hawkins (ibid/): 28) as follows.

(1]t is preferable to reduce the number of distinct form-property pairs in a lan-
guage as much as possible, as long as the intended contextually appropriate
meaning can be recovered from reduced linguistic forms with more general mean-
ings [...] by exploiting discourse, real-world knowledge, and accessible linguistic
structure. [emphasis added]

Accordingly, if the “accessible linguistic structure”, i.e. the context, allows for it, a form
should be minimized. In unambiguous contexts, where verb-to-noun conversion can eas-

ily be identified as such, conversion is more efficient and therefore easier to process. The
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DEVERBAL CONVERTED NOUN construction can consequently be expected to occur in these
contexts.

While Hawkins does not distinguish between encoding and decoding (“recognizing or
producing”), it is probable that V>N conversion is processed differently by speakers and hear-
ers. Kunter (2015), for example, could show that while in perception hearers generally prefer
the synthetic comparative (friendlier), speakers (with increasing complexity of the adjective)
benefit from producing the analytic comparative (more friendly). By analyzing both corpus
evidence (production) as well as reaction times and acceptability judgment data (perception),

this study endeavors to differentiate between the speaker and the hearer perspective.

3.2 A usage-based account of variety genesis

In his article on “[t]he cognitive evolution of Englishes”, Hoffmann (2014) proposes a way
of integrating a Construction Grammar view and the Dynamic Model (cf. Schneider 2007).
The combination of a Construction Grammar, i.e. usage-based, approach with the Dynamic
Model is a fruitful undertaking considering that most innovations in new varieties happen at
the lexis-grammar interface, which is aptly covered by Construction Grammar. It is primarily
meso-constructions that are found at this boundary. In the following, the Dynamic Model is
explained from a Cognitive Construction Grammar perspective.

In the foundation phase, speakers of two different groups with “different constructional
taxonomic networks” interact (Hoffmann 2014: 165). In a process that Hoffmann (ibid)) calls
“constructional koinéization”, “infrequent constructions of only a small number of speakers
will often be lost, while form-meaning mappings that can be understood by a large number
of speakers will become more strongly entrenched”. Among the constructions that are easily
understandable are toponyms, which is why toponymic borrowing is frequent. Toponyms
can be classified as fully substantive, atomic constructions that occur with a high token fre-
quency since they are “locally salient”.

The second phase, exonormative stabilization, is characterized by borrowing of lexical
items that denote flora, fauna, customs, objects or other items of the indigenous culture.
These constructions are once again fully substantive and of a high token frequency. Further-
more, they are “found to be peculiar” (Schneider 2007: 39), that is, salient to the settlers.

Nativization, the third phase, is crucial in the development of a new variety. Nativization
mostly comes with political independence and thus a greater sense of togetherness of the
settler and the indigenous community. On the linguistic front, the result of this increased

language contact is the development of a new variety. Most of the linguistic innovations in
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new varieties have been located at the lexis-grammar interface (cf. ibid.: 83). The explanation

for this is readily at hand from a Construction Grammar perspective:

[T]he structural innovations that surface first during Nativization are not com-
pletely abstract and schematic macro-constructions. Instead, it is at the meso-
constructional level [...] that new and idiosyncratic innovations emerge. From
a usage-based Construction Grammar perspective this is actually expected since
changes to macro-constructions can normally only occur if they are preceded by
significant changes at the subordinate meso-construction level. (Hoffmann 2014:
167)

An increased degree of institutionalization can consequently be interpreted as a “greater use
of variety-specific meso-constructions” (Hoffmann 2015).

During the forth and fifth phase, endonormative stabilization and differentiation, con-
structions become more complex and also more schematic. This is possible because of an
increased availability of meso-constructions, which can then, through the process of ab-
straction, give rise to macro-constructions. Furthermore, owing to the presence of more
abstract constructions, varieties at these phases “can [...] be expected to exhibit a greater
type frequency [of certain constructions] (which is more typical of deeply entrenched macro-
constructions)” (Hoffmann 2014: 172). Table B.4 summarizes Hoffmann’s Construction Gram-
mar approach to the Dynamic Model.

The question that arises from Hoffmann’s extension of the Dynamic Model is how the
DEVERBAL CONVERTED NOUN construction could be integrated. It is an atomic and schematic
construction. The alternative, the nominalization via derivation yields a complex and partly
schematic, partly substantive construction (if achieved via suffixation; a replacive form as in
choose > choice can be considered an atomic and substantive construction). Following this ac-
count, it can be hypothesized that the atomic construction, conversion, is preferred over the
complex construction, derivation, in varieties at the earlier stages. An increase in indigeniza-
tion should see an increased usage of the more complex construction. However, considering
that substrate influence plays an important role in shaping contact varieties, it could also be
that conversion persists in the Chinese-substratum varieties, even at more advanced stages,
due to extensive transfer from the substratum. This would result in higher type and token
frequencies of verb-to-noun conversion in more advanced (Chinese-substratum) varieties.

Table B.3 summarizes the characteristics of conversion and derivation, with a special fo-
cus on their compatibility with the substrata and the lexifier. Even though conversion is more
schematic than derivation, it can be expected to be preferred in HKE, the least advanced vari-

ety, considering that it offers various advantages: The process is compatible with the Chinese
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Table 3.2: Constructions in the Dynamic Model

phase I II 11T I\Y \Y
Foundation Exonormative Nativization Endonormative Differentiation
Stabilization Stabilization
type of fully substantive substantive-schematic increasingly schematic
construction atomic atomic and complex increasingly complex
level micro-constructional meso-constructional meso- and macro-constructional
frequency high token frequency high token frequency high type frequency
salience locally salient (“found to be peculiar”)
meaning referential sets of objects
examples toponyms flora, fauna, cul- phrasal verbs, verb complementation, comparative correlative cxn

ture, customs, ob-
jects of indigenous
community
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Table 3.3: Conversion vs. derivation in Asian Englishes

conversion derivation

[Vin [V + suffix]y
substantive cxn ? +
schematic cxn ? +
atomic cxn + -
complex cxn - +

. ) ++ for HKE, SgE, - for HKE, SgE,

cxn compatible with substratum + for IndE ++ for IndE
cxn compatible with lexifier ?/+ +
regularization + -
redundancy - +
ambiguity + -
processing effort + -

substratum, whereas derivation is not. Furthermore, the DEVERBAL CONVERTED NOUN con-
struction, when embedded in an unambiguous context, regularizes, reduces redundancy and,
consequently, also reduces the processing effort. In ambiguous contexts, the processing ad-
vantage is lost, so that it is hypothesized that the construction will primarily be encountered
in explicitly nominal contexts, e.g. in the NOUN PHRASE construction.

Nevertheless, considering that the DEVERBAL CONVERTED NOUN construction is not fully
compatible with the lexifier language, its productivity might be constrained by an increasing
degree of indigenization, as witnessed for SgE and IndE. It seems plausible that overriding the
constraints on the productivity of contact language features (SYSTEM TRANSFER and LEXIFIER
FILTER, cf. section P.4) will be more difficult and hence more unlikely at later developmental
stages. It is therefore hypothesized that the DEVERBAL CONVERTED NOUN construction will

be encountered to a lesser extent in the more advanced varieties, SgE and IndE.

A note on diachrony

What Hoffmann’s (2014) model illustrates is that constructions can evolve over time and
acquire a different status in a variety, in accordance with the development of the variety.
A construction will start out as an ad-hoc innovation, “as a feature of an individual mind”
(Traugott and Trousdale 2013: 2). Through replication it will eventually be conventionalized

and become a new feature of a variety. Traugott and Trousdale (ibid.: 22) call the emergence
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of new constructions constructionalization. Conversion is an example of instantaneous lexical
constructionalization (cf. Traugott and Trousdale 2013: 30, 189).

According to van Rooy (2011), for such innovative constructs to become actual features
of a variety, that is, become conventionalized productive constructions, two aspects are of
relevance. The first is “grammatical systematicity” (ibid.: 195). By this, van Rooy (ibid)) refers
to a more frequent and more systematic use, i.e. a growing number of systematic attestations
in corpora. The second is “acceptability”, which is closely related to systematicity (ibid.:
201). Acceptability can be measured directly, by collecting acceptability judgments, but it
can also be measured indirectly, due to the fact that a higher frequency of use by a broader
range of speakers must mean that these speakers have accepted the new form. Thus, for a
construct resulting from ad-hoc constructionalization to become an innovative construction,
to be conventionalized, the construct has to show an expanding systematicity of use and an
increasing acceptability. Traugott (2007: 549) summarizes the process of the emergence of

an innovative feature as follows:

From a diachronic perspective it is a not unreasonable hypothesis that initially all
innovations involve mismatch, in other words, some incongruity of correspon-
dence patterns [...] If speakers adopt an innovative mismatch, by conventional-
izing it, they are likely to creatively reanalyze it as a partial match that adds to
the repertoire of the language.

“Innovative mismatches” are generally termed ‘errors’, as van Rooy (2011: 192) remarks.
However, in contrast to prototypical learner contexts, in New English settings, these ‘er-
rors’ can become conventionalized, thus contributing a new feature to the variety (cf. ibid.:
192-193). Depending on the different paths an innovation might take in different varieties,
whether it is reanalyzed or remains a “mismatch”, the outcomes can differ in these varieties.
In some varieties, the process of conversion in its entirety or only select micro-constructional

conversions might solidify into robust features, yielding new varieties with new local norms.

3.3 Summary

This chapter has laid out the theoretical foundations for the study of verb-to-noun conversion
in Asian varieties of English. By adopting a usage-based perspective and analyzing verb-to-
noun conversion as a construction in the sense of Cognitive Construction Grammar, it is
possible to investigate the emergence of this feature in varieties of English in a way that has

hitherto not received enough attention.
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3.3 Summary

Investigating the emergence of verb-to-noun conversions with an eye on frequency as
a potential explanatory factor can help predict and explain phenomena such as statistical
preemption as well as the faster diffusion of innovative conversions when they are embedded
in frequently recurring chunks.

Moreover, this chapter and the previous chapter have charted a usage-based approach
to language contact. Two fundamental mechanisms in variety genesis have been set forth:
substrate transfer and the degree of institutionalization. The influence of the substrate lan-
guage(s) on emergent varieties is one of the key mechanisms in language contact, as features
that are productive (“compatible”, in Bao’s terminology) in all varieties involved in a contact
scenario will be most successful in terms of productivity in the emergent varieties. Produc-
tivity is measured by frequency, which explains why it is sensible to assume a usage-based
perspective on substrate transfer.

Understanding verb-to-noun conversion as a construction provides a more holistic view
of this process than those approaches that have focussed on assigning conversion to either
the morphosyntactic or the lexical domain. If V>N conversion is understood as a construc-
tion, it means that it is subject to all the constraints and mechanisms that can operate on
constructions: The productivity of V>N conversion will depend on the frequency of the com-
peting construction, namely derivation, since constructions giving rise to near-synonyms
statistically preempt each other. Furthermore, the processing of V>N conversion will be de-
termined by how well the construction is entrenched, as well as by its degree of schematicity
and complexity.

A Construction Grammar approach to institutionalization (cf. Hoffmann 2014) reveals
that constructions of different degrees of schematicity and complexity can be expected to be
preferred at different developmental stages. Conversion, since it is a morphologically simple
process, is assumed to be preferably used at earlier stages. Nonetheless, extensive transfer
from an analytic substrate language such as Chinese could lead to V>N conversion appearing
even at more advanced stages such as endonormative stabilization.

In the processing of V>N conversion, coercion is an important mechanism. Following
Hawkins’s (2004) principles, conversion is expected to pose a processing advantage for the
speaker, and potentially also for the hearer. The latter will depend on how fast the hearer can
coerce the meaning of the construction. The explicitness of the context is expected to be of
particular relevance in this process. The processing advantage of conversion over derivation
is hypothesized to play out differently in the varieties investigated, and will depend on how

familiar speakers are with this process.
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3 Theoretical framework

After describing the theoretical framework for the present study, the following chapter
is dedicated to introducing the data as well as the methods used for analyzing them. Con-
sidering that previous works on word formation and conversion in varieties of English (cf.
e.g. Biermeier 2008; Cannon 1985; Evans 2014) have not produced entirely satisfying results,
the present investigation will methodologically deviate from the path taken by these studies
and will analyze conversion by drawing on very large corpora (COCA and GloWDbE, cf. sec-
tion 1), complemented by experimental methods (cf. section }.3). Furthermore, the part of
the research focussing on non-native varieties of English is only concerned with innovative
formations which have not been previously attested in word lists or dictionaries.

Owing to the large size of the data base, it will be possible to investigate in more detail the
status of verb-to-noun conversions, distinguishing more clearly between, for example, con-
verted forms that occur in light-verb constructions and full conversions. An important step
towards a comprehensive description of verb-to-noun conversion is the overcoming of the
traditional dichotomy between grammar and the lexicon, for which Construction Grammar
proves to be an effective approach.

The large data base will also help to draw a more detailed picture of how the productivity
of verb-to-noun conversion plays out in native and new varieties of English. The aim of this
study is not merely to investigate whether the feature exists or not, but rather to give a more
nuanced profile of the usage patterns of conversion in distinct varieties (cf. chapter ) as well
as to trace the development of converted forms (cf. chapter 5). This goal can only be pursued
by adopting a frequency-based account, situated within the usage-based paradigm, and at
the same time keeping an eye on the potential influence which a substrate could have on the
productivity of the phenomenon. Domain-general mechanisms of processing are drawn on

for further explanation.
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4 Data and methods

4.1 Corpora

The introduction of digital technologies has led to a paradigm shift in linguistics that Mukher-
jee (2009a: 26) goes so far as to call the “corpus revolution”. A corpus is a digital collection
of texts. With the possibility of gathering, storing, and searching large amounts of data on
a computer, corpus analysis has become a robust method in linguistics. The advantages of
corpus analysis are readily at hand. Corpora offer authentic language data, both written and
spoken, which supersede the need for introspection and intuitions of individual language
users, allowing for generalization. Furthermore, corpora present the opportunity of inves-
tigating issues related to usage frequencies, which is highly interesting for work situated
in the usage-based paradigm. These frequency data permit researchers to employ statistical
methods that have long been used in empirically-based fields of research such as psychology.
Statistical methods facilitate generalization and going beyond case studies. Corpora are thus
of particular interest in the lexical domain, where dictionaries, i.e. heavily edited texts, had
long served as references, e.g. in Cannon’s (1985) study on word formation in US American
English. Another advantage of working with corpora is the option of sharing data bases
with other researchers. This can promote the replication of experiments and analyses and
contribute to the validation of results.

As is always the case, new methods do not only come with advantages, even though these
tend to be emphasized at first. While hardly anyone claims that a turn towards empirical
research has had negative repercussions on the field, the question of how to carry out such
research remains of utmost importance. As far as the method of corpus linguistics goes, the

most relevant questions boil down to the following:

representa- For which varieties (of English) are there corpora available? A better documen-
tiveness tation of some varieties e.g. through corpora will lead to a higher visibility of

these, potentially at the expense of other varieties.
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corpus size How large should corpora be for a particular task? Increases in size usually

result in a trade-off with quality.

resources What texts should the corpus contain? Particularly the question of whether
the world-wide web should be used as a source of texts has sparked contro-

versial discussions.

spoken data Should spoken data be integrated into the corpus? Situational detail that is
intricately linked to the production of spoken data is often lost in the tran-

scription process.

annotation = What are the advantages and drawbacks of annotated data? Is plain text prefer-
able?

These questions are addressed after a presentation of the corpora used in the present study.

4.1.1 International Corpus of English

The International Corpus of English (ICE) consists of various sub-corpora that seek to rep-
resent varieties of English around the world. The project was started in 1990. In January
2016, corpora for the regions of Canada, East Africa, Great Britain, Hong Kong, India, Ire-
land, Jamaica, New Zealand, Nigeria, the Philippines, Singapore, Sri Lanka, and the USA are
available (cf. The ICE Project 2015). An additional thirteen corpora are in the making (cf.
ibid.).! Each of the sub-corpora contains one million words, of which 60% are spoken and
40% are written language. These one million words come from 500 texts of approximately
2000 words length each (cf. Greenbaum [1996: 5-6). The 32 registers that ICE contains are
very diverse; an overview can be found in Greenbaum and Nelson (1996: 13-14). The ICE
corpora focus on educated English. All speakers in the corpus are adults “who have received
formal education through the medium of English to the completion of secondary school”
(Greenbaum 1996: 5-6). Some of the sub-corpora have been tagged and parsed. The Cana-
dian, Hong Kong, Indian, Jamaican, New Zealand, Singaporean and US American sections
are available in tagged versions (cf. The ICE Project 2015).

There are several methodological challenges related to the ICE corpora. The first is size.
As has been pointed out, the ICE sub-corpora are too small for many language phenomena
of low or medium frequency. An investigation of lexical phenomena that is uniquely based

on the ICE corpora is likely to be limited by the size of the corpus. Biermeier (2008: 198) is a

I'These include the English language in Australia, the Bahamas, Fiji, Ghana, Gibraltar, Malaysia, Malta,
Namibia, Pakistan, Scotland, South Africa, Trinidad and Tobago, and Uganda.
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case in point. Another issue is the time that is takes to compile the corpora. The original idea
of the founding fathers of ICE was to include only texts from 1990 to 1994 (cf. Greenbaum
and Nelson 1996: 5). Some sub-corpora, however, are only being compiled now, over twenty
years later. The texts consequently span a long period of time, which can impede comparison.
The step-by-step release of the ICE corpora is also due to the fact that the compilation of the
corpora according to the strict criteria is not only time-consuming but also costly.
Furthermore, comparison across varieties is complicated by the fact that genres are not
global and that some registers are not a part of the local tradition. Greenbaum and Nelson
(ibid)) mention that for example “in India class lessons are not dialogues” or that “[i]n Britain
and elsewhere, broadcast news is a mixed category — partly scripted monologue (read by the
newsreader) and partly public dialogue (brief interviews) or unscripted monologue (state-
ments by public figures)”. This illustrates that applying one scheme to the entire community
of World Englishes is almost impossible. These challenges add onto more general issues
such as transcription mistakes. Nonetheless, because of its high ‘tidiness’ and meticulous
compilation (including metadata on the speakers), ICE is still the reference corpus for World

Englishes research.

4.1.2 Corpus of Contemporary American English

The Corpus of Contemporary American English (COCA, Davies 2008-) is a monitor corpus of
the US American variety of English, i.e. data are continuously added to the corpus. COCA
was released in early 2008 (cf. Davies 2009: 159) and is available online. Searches can be
executed via a web interface that all corpora compiled by Mark Davies and team share. A
detailed description of the corpus and its application to the study of English is available in
Davies (ibid)) and Davies (2010). In what follows, only the most important aspects of the
corpus shall be presented.

COCA was compiled, firstly, as a monitor corpus of a native variety of English. Secondly,
it was to be the first large corpus on the American variety. At the time, the American National
Corpus, modeled on the British National Corpus, had not been completed (cf. Davies 2009:
159-160).2 COCA is thus a first in various respects: it is the first large corpus of American
English, “the first reliable monitor corpus of [the] English [language]” (Davies 2010: 447),

and it is (at least in parts) freely available to a large research community via the internet.

2The current, second release of the ANC dates from 2005 and contains over 22 million words. However, this
second release is not balanced. The compilers are aiming for a final release that comprises 100 million words,
but a lack of funding opportunities seems to slow down the process (cf. American National Corpus Project
20124,b).

67



4 Data and methods

What is meant by “reliable” is that in contrast to other large corpora of English that cover
a considerable time span (such as the Bank of English or the Oxford English Corpus), COCA
offers a balance of genres and also sub-genres. For every year, the percentage of words
coming from the diverse sub-genres remains constant (cf. Davies 2010: 453). This facilitates
a comparison of language phenomena across registers over a long period of time.

For every year from 1990 on, COCA contains around twenty million words (cf. Davies
2009: 160). At the time of conducting the corpus analyses for the present study, 2012 con-
stituted the latest year represented in the corpus. For 2012, only half the amount of data
was available (11,363,451 tokens), which is why the year 2012 is not always taken into con-
sideration in the following analyses. In December 2015, COCA was updated to include data
from the years 1990 to 2015, so that in its present state (November 2016), the COCA corpus
consists of approximately 530 million words.

The genres that COCA comprises are spoken language, fiction, popular magazines, news-

papers, and academic journals. They include the following types of texts (ibid.: 161-162).

SPOK “Transcripts of unscripted conversation from more than 150 different TV and

radio programs”

FIC “Short stories and plays from literary magazines, children’s magazines, popular

magazines, first chapters of first edition books 1990-present, and movie scripts”
MAG “Nearly 100 different magazines”
NEWS “Ten newspapers from across the US”
ACAD “Nearly 100 different peer-reviewed journals”

Each of these registers represents about a fifth of the corpus (cf. ibid.: 160) and is composed
of various sub-genres such as academic texts from the field of education or philosophy or
newspaper articles from the sports and the financial section. The corpus does not sample
any texts from the internet; the various reasons for this decision can be found in Davies
(ibid): 162-163).

It is immediately evident that classifying texts by their source (newspaper, magazine
etc.) cannot be a very accurate way of doing so since it disregards text-internal characteris-
tics. Focussing only on the medium of publication as the distinguishing criterion may lead
to overlaps of the proposed genres. An article from the newspaper section of the corpus that
appeared in the financial section of a newspaper is likely to be fairly similar to an article

published in a magazine that deals with financial topics. Furthermore, the magazine article
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about finances is highly likely to share fewer characteristics with an article about gardening
or home decor than with the newspaper article about finances, even though the two maga-
zine articles share the publishing medium and would consequently be subsumed under the
same heading in COCA. The notion of genre as it is used in COCA is thus not the highly
technical notion that is applied in text linguistics (cf. e.g. Biber 1988). It is rather a rough
characterization of the texts contained within that section of the corpus. In the following,
for reasons of practicality, the term genre—whenever used in the context of COCA—is meant
to refer to the genres as given in COCA, not to the text linguistic notion.

Even though the entire corpus is tagged according to the CLAWS?7 tag set (cf. Univer-
sity Centre for Computer Corpus Research on Language 2015), the CLAWS tagger utterly
fails when dealing with conversion. When searching for disconnect, COCA returns 1165 hits.
When searching for disconnect as a noun3, COCA returns 0 hits, even though manual POS
tagging as done in the study presented in chapter b reveals that there are 743 instances of dis-
connect being used as a noun. Due to this discrepancy, in this study, the tagging that comes
with COCA is disregarded (unless indicated) and all tagging is performed either manually or

by a custom-made computer script.

4.1.3 Corpus of Global Web-based English

The Corpus of Global Web-based English (GloWbE, Davies 2013) is a web-based corpus of
twenty varieties of English released in 2013. It is available via the internet and can be
searched with the same interface as COCA. The aims that have led to the creation of GloWbE
are threefold (cf. Davies and Fuchs 2015b: 3-5). The first consideration was that ICE, the cor-
pus that is broadly used for studies on varieties of English, is too small to give representative
data of low- and medium-frequency language phenomena (cf. ibid: 2). In order to analyze
these phenomena, a larger corpus is needed. Secondly, this new corpus was devised to be
comparable to ICE as far as “genre balance” is concerned, i.e. to be composed of roughly 60%
of spoken/conceptually oral data (ibid.;: 3—-4). Davies and Fuchs (ibid): 4) consider blogs to
contain near-spoken data and thus included 60% of blogs and 40% of other web pages in the
corpus. (Cf. section for a discussion of the genre of websites.) Thirdly, the corpus should
represent different varieties of English, as the ICE corpora do (cf. ibid.: 2-3). GloWbE was
then compiled out of 1.8 million web pages (cf. ibid.: 5). For the exact compilation procedure

the reader is referred to Davies and Fuchs (ibid!: 3-5). GloWbE comprises 1.9 billion words

3disconnect.[nn*]
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and is therefore over 150 times larger than all ICE sub-corpora taken together (cf. Davies and
Fuchs 2015b: 25). Table .1 lists the sizes of the GloWbE sub-corpora used in this study.*

Table 4.1: Relevant GloWbE sub-corpora by size

Great Britain 387,615,074
United States 386,809,355
India 96,430,888
Singapore 42,974,705
Hong Kong 40,450,291

Despite the fact that Davies and Fuchs (ibid.) present promising case studies, it is nec-
essary to address some unresolved issues. The first lies in the compilation of the corpus. In
determining where the language on web pages is from, Davies and Fuchs (ibid): 4-5) rely
on Google. For web pages with a country top-level domain (e.g. .sg for Singapore or .hk for
Hong Kong), Google assumes that these sites are hosted in the corresponding countries. For
other web pages, the algorithm programmed by Google takes into account the IP address of
the web server in question, the links to that website and the visitors of that website (cf. ibid/:
4). This procedure is problematic in some respects. The first is that Google does not disclose
their algorithms so that it is impossible to know how Google exactly determines from what
countries web pages are. Despite the opacity of this process, Davies and Fuchs (ibid/: 5) claim
that they “have yet to find a single website whose country has not been correctly identified
by Google”. The second challenge is that speakers from other countries may host sites with a
certain country top-level domain; a German, for example, could buy a domain ending in .hk
without difficulty. Furthermore, speakers from other countries can easily contribute to pages
that are not hosted in their own country. Speakers of Singapore English, for example, could
go to the website of any British newspaper and post in the comments section—and the other
way around. Although Davies and Fuchs (ibid.: 26) acknowledge that this can happen, they
do not address the question further. Cook and Hirst (2012: 281), however, show that “English
Web corpora from national top-level domains may indeed represent nation dialects”, so that
the procedure adopted for the compilation of GloWbE can be accepted as a viable method.
The question that remains is whether corpora obtained on the basis of different top-level
domains are comparable (e.g. whether they sample the same number of websites belonging
to a particular genre such as newspaper articles, cf. ibid): 291).

Another issue, which is a general characteristic of web-based corpora, is non-standard

orthography. “[T]he web typically values content creation above perfection and tolerates ill-

4The sub-corpora are labelled like the countries where the websites constituting the corpora are hosted.
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formed language” (Fletcher 2007: 36), which is why the web is particularly prone to spelling
mistakes. In GloWDbE, evidence for this is not hard to find: b4 for before occurs 3097 times,
’s with a plural instead of a possessive meaning as in American’s is frequent, and there are
no attempts at standardizing orthography as in the compilation of the ICE corpora. This
consequently leads to blatant problems when it comes to tagging the corpus. As Mair (2015:
29-30) points out, a high rate of inaccurate tagging is particularly obvious in varieties such
as Nigerian or Jamaican English where, in informal language, pidgins and creoles are mixed
with English. As an example, Mair (ibid): 30) mentions inna, the Jamaican creole variant for
in, which is “generally and mistakenly tagged as a noun”.

Finally, another aspect that is worth considering is the quality of the texts sampled. In the
careful compilation of for example the ICE corpora every single text is read by a researcher.
This is impossible for a corpus of the size of GloWbE. Consequently, GloWDbE is likely to

contain nonce-texts. The following are examples of hardly intelligible language.

(4.1) Family vacations accept acquired over the years. There accept never been added
choices, added array and added options accessible for ancestors vacations as there is
today. (GloWbE-HK, G)

(4.2) According to another Korea media reports, the action of electromagnetic steel
belongs to cater to environmental protection era of sell like hot cakes steel varieties
(GloWbE-HK, G)

(4.3) North Branch building group of the carry flag Qingdao blue biomedical industry park
(GloWbE-HK, B)

For these corpus samples, it is far from trivial to determine whether one is dealing with non-
standard language features or computer-generated spam that cannot be regarded as ‘real’
language. However, it is nearly impossible to double-check. Theoretically, it is possible to
trace the source pages of the corpus, but in most cases the web pages in question do not
exist any more. Yet, for example }.3 the source page¢ still existed when this project was
started. Reading the top part of the website, one finds a fairly coherent text in standard
English. Nonetheless, scrolling down to the comments section one notices lots of spam, i.e.
computer-generated entries, among it also one in Cyrillic script. Example t.3 stems from this

comments section and can therefore hardly be considered an example of Hong Kong English.

5G indicates that the text stems from the general section of the corpus, B stands for the blog section.
Shttp://www.beautyandhealthreviews.com/think-you-know-all-the-beauty-tips-try-these/comment-page-
51/
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Despite these issues, GIoWDbE is still a useful resource in the study of World Englishes.
It is very large and the sheer amount of data seems to compensate for other methodological
weaknesses. Particularly when it comes to lexical phenomena, GloWbE, because of its size,
is an unprecedented resource for research into World Englishes, especially for near-spoken
language. At the moment, GloWbE is one of the best data sources for projects on lexical
variation in World Englishes; it is free, fast, and vast. (An evaluation of GloWbE as a resource

for World English studies is provided in the discussion in chapter [g)).

4.1.4 Potential and limitations of corpora

After presenting the corpora that are used for the present studies, it is necessary to address

the questions that have been raised above. They are repeated here for convenience.

« What makes a corpus representative? What varieties are documented and how does

that influence the researcher community?
« How large should corpora be?

Should the world-wide web be used as a source of texts?

Should the corpus contain spoken material?

Should the corpus be annotated?

Representativeness

A crucial question in the compilation of corpora is representativeness. There is no unanimous
agreement on the definition of representativeness (cf. McEnery and Hardie 2012: 10), but ex-
tensive discussions of the notion are provided in Biber (1993) and Leech (2007). Here, suffice
it to say that representativeness is generally understood as referring “to the extent to which
a sample includes the full range of variability in a population” (Biber 1993: 243). Population
does not necessarily have to refer to speakers but can also refer to the population of genres or
text types. During corpus compilation, compilers should strive for representativeness, even
though some have claimed that this goal is unattainable (cf. Varadi 2001: 588).

A study of World Englishes, however, has to go beyond the question of how to exactly de-
fine and also achieve representativeness. In studying varieties of English, it is indispensable
to take a broader approach by asking what varieties of English are documented (for linguis-
tic purposes) and whether the existing documentation is representative of the varieties of

English, since documentation influences research.
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In order to do so, the concept of doculects as introduced by Cysouw and Good (2013) and
Cysouw (2014) is drawn on. A doculect, according to Cysouw and Good (2013: 338), is the
basic entity in the definition of a language and also of language studies. A doculect is any

documented lect. The motivation for reconsidering what makes a language is that

while what constitutes a specific language in some abstract sense will perhaps
always be controversial, there is no controversy in simply saying that there ex-
ists a given book, sound file, manuscript, or article that contains data document-
ing some language variety, even if there is disagreement about how that variety
should be classified. (Cysouw 2014)

Consequently, the existence of documentation is the basis for the existence of the lect, i.e.
language documentation makes language. As Cysouw and Good (2013: 338, 344) say, “[e]ven
a language only known by name would count as documented in the present context”, since
“the minimum requirement for making a language variety ‘real’, at least for the linguist, is
the pairing of a resource with a glossonym?”. This approach can thus be seen as a “reversal of
the code-source relationship” (Cysouw 2014) in that documentation precedes language. As a
consequence, languages that are not documented do not ‘exist’ because they are not visible
to the (researcher) community.

Hence, in the study of varieties of English, one has to keep in mind that some varieties
are better documented than others and therefore more visible than those varieties that have
not been as minutely documented. (Researchers’) perceptions of varieties of English will be
shaped by what resources are already available in the community. That is, varieties that are
already well documented will also be the object of further study. Or, as Leech (2007: 134)
asserts, “research is skewed by what resources we can lay our hands on”.

An example of this is the International Corpus of English, one of the major resources in
English variationist research. At this point, ICE contains five Asian varieties of English and
two African varieties. As a result of this documenting practice, there is a large community of
researchers who work on Asian varieties. African varieties, however, probably also because
they have not been part of ICE to the same extent, have not received an equal amount of
attention.® The tide seems to have been turning over the last years, though, with four new
sub-corpora of African varieties in the making (Ghana, Namibia, South Africa, Uganda).

Moreover, it is of crucial relevance to consider the representativeness of corpora available

for individual varieties. The mere existence of a corpus does not necessarily make for a

"By glossonyms Cysouw and Good (2013: 339-340) understand the labels that are used to refer to languages.

8A cursory glance at two major journals in the field confirms this impression. There is, for example, a special
issue of the journal English World-Wide on Asian Englishes (Vol. 30, No. 2, 2009) but not on African Englishes.
The same is true for World Englishes, that featured special issues on Singapore English in 2014 (Vol. 33, No. 3)
and on English in China in 2015 (Vol. 34, No. 2) but has not published anything similar on African Englishes.
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truthful representation of actual language use. Depending on the available resources, the
doculect need not (and in many cases probably does not) reflect the full spectrum of language
use. The ICE corpora can once again serve as an example. While bilingualism is a reality for
most speakers in ESL countries, ICE does not render speech that is produced in a language
other than English. This makes it more difficult for researchers to assess, for example, how
and why English is combined with other languages (code switching).

Academic discourse is consequently very much subject to prevailing documentation prac-
tices. While it would be desirable to free research from the constraints of documentation and
the reliance on doculects, this objective is of course utopian. Corpora, as a key instrument of
linguistic research, must therefore always be seen in light of the fact that what is documented

cannot be assumed to match all dimensions of actual language use.

Small vs. large corpora

This section aims to critically reflect on the benefits of small and large corpora. ICE comprises
one million words per variety, whereas COCA and GloWbE comprise 450 million and 1.9
billion words respectively. With 13 sub-corpora of size one million words each, ICE is thus a
comparatively small corpus of the English language, whereas COCA and GloWbE offer vast
amounts of data. While size can be a limiting factor—and has proven to be, particularly in
the domain of word formation (cf. e.g. Biermeier 2008)—it can also present an opportunity.
Generally, size and tidiness of corpora can be seen as antagonistic goals in corpus compilation
(cf. Davies and Fuchs 2015b: 26, 2015a: 47). With an increase in size comes a lower degree of
tidiness, while smaller sizes allow for a more careful revision of the data. Corpus compilers
therefore have to decide which of the two, size or tidiness, their primordial goal is and then
act accordingly. The ICE compilers have opted for tidiness; in contrast, the corpora compiled
by Davies and team are large in size but also less neat. What this means for corpus analysis
is laid out in the following.

Smaller corpora facilitate annotation, simply because they make the task of manually
correcting the work of automatic parsers and taggers more feasible. Small corpora, especially
the ICE corpora, are very ‘tidy’ also in the sense that the texts that the corpora contain have
deliberately been chosen by the researcher as worth of finding their way into the corpus.
This is not only reflected in the careful annotation of orthographic mistakes in ICE, but also
in the compilation of texts of many different registers (for a complete list of registers that
the ICE corpora contain cf. The ICE Project 2009) as well as the inclusion of meticulously

collected metadata (e.g. speakers’ age, languages, education, occupation in ICE-Canada, cf.
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Columbus 2010).° This high degree of control is not possible for extremely large corpora
such as GloWbE, which is consequently ‘messier’. There are no spelling checks applied to
the data and annotation is limited to part-of-speech tagging by an automatic tagging software.
Furthermore, GloWbE does not contain any metadata on the authors of the texts. Also, the
quality of the texts in GlLoWbE is not as uniform as in ICE. GloWbE represents a special case
in this respect as it is the largest web-derived corpus at this point. It is impossible to read all
texts that find their way into the corpus, which inevitably leads to the accidental inclusion of
nonce-texts such as computer-generated spam (cf. example .3 and below in the discussion
of web-corpora).

The careful selection, classification and compilation of a balanced corpus such as the ICE
sub-corpora consumes large amounts of time. While small corpora have the big advantage of
tidiness, a major drawback is that the time required to compile them can be so long that the
data are almost outdated when the corpus becomes available. COCA, on the other hand, as
a large monitor corpus, comes with a smaller number and less careful balancing of registers
and less precise tagging, but has been updated regularly since its first compilation in 2008.
The conclusion to be drawn from this comparison of small and large corpora is that in a

thorough linguistic analysis, it is adamant to combine both small and large corpora.

Web-based corpora

While many researchers acknowledge the potential of the web as a vast source of linguistic
information (cf. e.g. Fletcher 2007: 27; Mair 2007: 235; Mukherjee and Schilk 2012: 197-198),

[t]he main problems with the first approach [= web as corpus] are that we still
know very little about the size of this ‘corpus’, the text types it contains, the qual-
ity of the material included or the amount of repetitive junk’ that it ‘samples’.
Furthermore, due to the ephemeral nature of the web, replicability of the results
is impossible. (Hundt et al. 2007: 2-3)

Not much has changed since Hundt et al. (ibid)) wrote this in 2007. The web remains as
elusive as it was. Nonetheless, it is the only source that provides informal language from all
over the globe so fast and easily. Therefore, in their attempt to create a very large corpus of
informal language of World Englishes, Davies and Fuchs (2015b) considered the web to be the
ideal source. This resulted in a corpus that is over 150 times larger than all ICE sub-corpora
taken together (cf. ibid.: 25).

9Nonetheless, it has to be noted that the reliability of the metadata in ICE varies between the subcorpora
due to the fact that there are no uniform guidelines on how to handle the metadata. ICE-India, for example,
shows comparatively inaccurate metadata (cf. Hansen 2015).
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Many of the challenges that web-based corpora present have already been addressed
above in the section on the Corpus of Global Web-based English. Nonetheless, many of these
are compensated for by the large size that web corpora generally have. The key, once again,

is to combine several types of corpora. As Hundt et al. (2007: 4) point out,

studies also show that—despite the many unsolved methodological problems—
web data can provide useful additional evidence for a broad range of research
questions, especially if combined with results from standard reference corpora.

Other corpus linguists like Hoffmann (2009: 37), Mair (2007), and Mukherjee and Schilk
(2012: 191) also insist on a combination of established corpora such as ICE and new, web-
based corpora. This is achieved in combining GloWbE and ICE, two corpora that, according
to Davies and Fuchs (2015b: 26), “complement each other nicely”. In a recent study, Heller
and Rothlisberger (2015) were able to show that as far as the dative and genitive alternation in
English go, ICE and GloWbE do not offer significantly different results. In logistic regression
models estimating the odds of either alternation they found that regardless of which corpus
constituted the data base, the importance of almost all predictors for the estimates of the
regression model remained the same.

When working with web-based corpora, one necessarily has to answer the question of
register. “What the precise relationship is between informal digital literacy and actual spoken
language is an extremely tricky issue”, as Mair (2015: 30-31) points out. In their compilation
of GloWbE, Davies and Fuchs’s (2015b: 4) intent was to emulate the 60% to 40% relationship
for spoken to written genres that is the basis of the ICE corpora. In order to do so, 60% of
GloWDbE is made up of web pages containing blogs, since Davies and Fuchs (ibid/: 26) consider
this type of texts to come closest to spoken language. In their description of the corpus (cf.
ibid.), they do not elaborate on this conclusion any further. That the classification of text
types on the web is not accomplished easily is demonstrated by e.g. Kailuweit (2009): Many
attempts at expanding the well-known orality-literacy continuum by Koch and Oesterreicher
(1985, 2007) have been made, many of them failing to grasp the text types of the web in their
entire complexity. This is mainly due to the fact that on the web, the well-established “clear-
cut distinctions between spoken and written language” are “blurr[ed]” (Gatto 2014: 51), as
text types such as chats or tweets (text messages posted on Twitter) show. In one such
attempt to classify what can be found on the web, Biber and Kurjian (2007) identify eight
different clusters (i.e. text types) with the help of a multi-dimensional analysis of the web.
These clusters differ on four different dimensions of variation, namely personal or involved
narration, persuasive or argumentative discourse, addressee-focused discourse, and abstract

or technical discourse (cf. ibid.: 116).
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In a study of a random sample of the general section of GloWbE-US, GB, CA, AU, NZ,
Biber et al. (2015: 24) show that the main communicative purposes on the web are narration
(31%), informational description/explanation (14%), and opinion (11%). They further find that
on the web there are many texts (30%) that combine two registers, i.e. that follow more than
one communicative purpose. Generally, there is a large quantity of “specialised web registers
not found in print media” such as discussion forums (ibid|: 29).

Tagliamonte (2013 in Tagliamonte 2014: 229) finds that speakers differ in their use of
language depending on the type of digital text that they are producing (e-mail, instant mes-
saging on computers, texting on phones) and the device that is used for the production of
these texts. In analyzing texts from the internet it is therefore necessary to identify the text
type that one is dealing with and decide for each case whether it is rather on the oral or the
written end of the continuum. Only after such a careful analysis is it possible to identify po-
tentially similar ‘traditional’ registers. However, it is highly likely that in some cases there
are no corresponding ‘traditional’ registers for text types on the web. As Crystal (2011: 21)

states:

Internet language is identical to neither speech nor writing, but selectively and
adaptively displays properties of both. It is more than an aggregate of spoken
and written features. It does things that neither of the other mediums does.

The web thus not only displays greater variation in genres in general (cf. Rowley-Jolivet 2012:
147), but also seems to be the home of unprecedented genres such as blogs that have emerged
because of the diverse communicative opportunities that have arisen with the medium of the
internet (cf. Garzone 2012: 237). When it comes to GloWDbE, the coarse classification of texts
from the web into a ‘general’ and a ‘blog’ genre as representing near-written and near-spoken
language should therefore be taken with a grain of salt.

As far as the blog register, “the quintessential genre of the searchable web” (Biber et al.
2015: 40) and also the main component of GIoWbE, is concerned, Mair (2015: 31) questions
“whether blogs constitute a recognisable genre”. The findings by Biber et al. (2015: 40) indi-
cate that blogs “vary widely in their situational characteristics and communicative purposes”.
Thus, the existence of a unified ‘blog’ genre has to be rejected. In their classification of differ-
ent blog text types, Grieve et al. (2010: 303) identify two major types of blogs, one concerned
with personal topics, comparable to a diary, and one informational, in which authors com-
ment on different topics. In general, they find that blogs constitute a distinctive text type
that shows a peculiarity that is unprecedented in other studies on textual variation (cf. Biber
1989; Biber and Kurjian 2007). Garzone (2012: 237) goes so far as to “consider the blog as a

macrogenre” in itself. A main difference between blogs and other text types is that for the for-
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mer, Grieve et al. (2010: 309-310) find—via a factor analysis—that the personal dimension of
variation does not include second person pronouns. That is, texts that score high on the per-
sonal dimension (mostly blogs of the personal diary blog type) “have one major topic: their
author”. In other text types, personal involvement usually comes with markers of speaker-
hearer (or writer-reader) interaction such as second person pronouns. This is not the case for
blogs, which consequently makes them a text type worth analyzing independently. While
both blog types identified by Grieve et al. (ibid.: 320) make use of a comparatively “personal
and conversational style”, they do not consistently offer features that are also found in spo-
ken speech. This is particularly the case for the commentary blog type, that is among others
characterized by a fairly nominal style, associated with informational density (cf. ibid): 317).
It thus seems that while blogs have emerged as a stable text type in the dynamic environment
(cf. Santini et al. 2010: 13) of web genres, they do not represent spoken language use. Any
comparison between GloWbE and other spoken corpora such as the relevant sections of the
ICE corpora should therefore be interpreted with this difference in mind.

In what follows, I will thus assume that texts on the web can generally be thought of
as less formal than written (printed) text but also as less informal than spoken language.
This is based on two considerations. First, the mere act of typing a message is expected to
moderate language production and lead the text away from the spoken end of the contin-
uum. Nonetheless, as Fletcher (2007: 36) points out, on the web very often the speaker’s
main aim is to achieve their communicative goal at the expense of stylistic considerations
or grammatical correctness. This fact is believed to lead a text away from the written end of
the continuum, with texts on the web consequently occupying the middle ground between

spoken and written language.

Treatment of spoken data in corpora

Spoken data are extremely rich in nature. They do not only comprise what is said but also how
it is said. That is, the phonetic layer in itself is full of intricate detail as it includes phones but
also suprasegmental features. Furthermore, speech is also characterized by its situatedness.
Situational detail includes paralinguistic cues and other non-verbal features such as gaze,
gestures, facial expressions and many more. Very often, because of the complexity of the data,
situational detail is not transcribed (cf. McEnery and Hardie 2012: 4), so that what finds its
way into the corpus is merely a representation of what was said. A large part of what makes
speech can therefore be said to be ‘lost in transcription’. Phonetic features are usually only
included in corpora that have been compiled for specifically phonetic research purposes. The

ICE corpora, for example, mainly serve to investigate morphosyntactic variation in World
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Englishes. Therefore, they only contain orthographically standardized transcripts of spoken
data that can hardly be considered “a reliable source of evidence for research into variation
in pronunciation” (ibid)). A further problem related to transcription are spoken data that
have been transcribed by non-trained non-linguists. Non-linguists might underestimate the
relevance of some features of spoken speech and omit or change some of the original wording
as they transcribe (cf. ibid.!), which necessarily results in a distortion of the original data.

Despite the challenges that the compilation of spoken corpora poses, spoken data are
in fact highly valuable to linguists interested in linguistic innovation. Innovations are most
likely to first occur in spontaneous speech and then, if at all, make their way to the written
registers. A corpus that is exclusively based on written texts will therefore unavoidably fail
to capture the most innovative features of a variety. On the other hand, as has been pointed
out above, corpora of spoken material are a lot more costly to compile, so that mega-corpora
such as COCA or GloWbE only include written texts or transcripts (e.g. of broadcasts) that
are readily available.

In the case of verb-to-noun conversion, a phenomenon that is very rare in the native
varieties of English, the use of large corpora is indispensable, which comes at the expense of
phonetic information. Therefore, in this study, corpus size trumps phonetics, which means
that all aspects related to the phonological side of conversion, e.g. stress shift as in to tormént
- a torment (cf. Plag 2003: 110), will not be targeted in the analysis.' Nonetheless, comple-
menting data from the mega-corpora with data from the ICE corpora, particularly from the
spoken section, it becomes possible to at least analyze conversion and other phenomena in

their discourse-pragmatic context in unscripted interaction.

Corpus annotation

A further point that is of interest for corpus analysis is the question of whether plain text
or annotated text is preferable for linguistic analysis. Nowadays, many corpora are anno-
tated automatically by special software such as the CLAWS tagger (University Centre for
Computer Corpus Research on Language 2015; cf. Gatto 2014: 17). Annotation by parts of
speech (tagging) is fairly common, while syntactic parsing is comparatively rare because of
its complexity. Annotation generally facilitates searches and also enables the researcher to

perform more complex searches, which is particularly useful for very large corpora.

10 Another reason to disregard the phonological side of conversion is the fact that there is no consensus as to
the status of pairs such as the one mentioned above. Plag (2003: 110), for example, does not consider these
to be “clear cases of conversion, because the relationship between the pairs is marked overtly, even though
this marking is done not by an affix, but by a prosodic property”
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Nevertheless, automatic annotation is highly error-prone particularly when dealing with
non-standard or spoken language data. Orthographically incorrect spelling or missing or in-
correct punctuation can gravely impact on the accuracy of part-of-speech tagging (as Mair
2015: 30 points out for the Jamaican section of GloWbE). This issue is aggravated when it
comes to spoken data. The fact that speech is unplanned and therefore shows false starts,
repairs, anacolutha and the like makes spoken data too complex to be processed automat-
ically. In addition, since word stress is usually not transcribed, part-of-speech tagging is
particularly unreliable for homographs that occur in ambiguous contexts.

Most automatic tagging is thus not accurate enough to not be post-edited by a human
being. However, manual tagging is quite laborious and almost impossible for corpora of the
size of COCA and GloWbE. In many cases, the tagging that comes with the corpora is con-
sequently not accurate enough to rely on it. If parts of speech are not identified correctly,
searching for parts of speech will actually result in highly distorted results instead of facilitat-
ing or improving the analysis (see the example of disconnect in COCA mentioned above). Due
to these “issues of accuracy and consistency” in tagging, the “purity” of the untagged data
is sometimes more appealing to corpus analysts (cf. McEnery and Hardie 2012: 14). As has
been pointed out, part-of-speech tagging is extremely unreliable in the case of conversion, so
that in this study, unless otherwise indicated, tagging is carried out by a custom-made, con-
servative computer script, and all remaining parts of speech that the script could not identify

are then annotated manually.

4.2 Quantitative methods

In order to make large amounts of linguistic observations accessible, corpus research usually
goes hand in hand with statistical methods of analysis. The main quantitative methods ap-
plied in the following studies will be presented in this section. Among them are collocation
analysis, and linear and logistic regression. They are all methods that try to establish a re-
lation between previously specified independent and dependent variables based on the data
points that result from observation. In corpus linguistics, these methods are often denomi-
nated corpus-based methods. They contrast with corpus-driven approaches where variables
of analysis are not specified a priori but “emerge” in the course of the analysis (Biber 2010:
162).
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4.2.1 Collocation analysis

“[C]Jollocation is the statistical tendency of words to co-occur” (Hunston 2002: 12). The anal-
ysis of these co-occurrence tendencies of words is called collocation analysis. One of the
most popular measures of collocational strength is the point-wise mutual information score
(MI-score). While there are many other association measures,!! the mutual information score
is used to calculate collocational strength in the corpora by Davies and team (cf. Davies n.d.).
The MI score indicates the “mutual dependence of [...] two words” and is generally cal-
culated as follows (Metin and Karaoglan 2011: 177):
Pz, y)
) = o8 By )

P(z) and P(y) represent the probabilities of occurrence of two potential collocates x and

(4.4)

y and P(x,y) is the probability of these two words “coming together in the text” (ibid)). In
COCA and GloWDbE, “coming together” is operationalized with the help of the span of words,
that is, through indicating how close to  y must occur. The corresponding measure is the
number of words to the left and right of the node word. In the Davies corpora, the MI score

is thus calculated as follows (cf. Davies n.d.):

F(zy) - corpus size
F(z) - F(y) - span
F(x) is the token frequency of the node word, F'(y) the frequency of the collocate. F'(z,y)

(4.5)

MI = log,

is the number of times that y appears in proximity to =, whereby proximity means within the
range as specified by the span. The span is calculated by adding the number of words allowed
to either side of the node word. The size of the corpus is included in the equation so as to
yield probabilities. In short, what is calculated is “[a] comparison of observed and expected
frequencies of pairs of words” (Stubbs 1995: 31). This method is based on “the assumption
that it is meaningful to compare (a) a real corpus and (b) a hypothetical corpus consisting
of the same words in random order” (ibid.). The MI-score is then a “significant deviation|.]
from hypothetical randomness” (ibid).

The weaknesses of the MI score have been pointed out by various scholars, among them
Gries and Mukherjee (2010). One main disadvantage of the MI score is that its calculation
is based on the assumption that all words are equally likely to cooccur, that is, are equally
independent of each other. This, as Gries and Mukherjee (ibid): 523) point out, is “almost
never the case in natural language”. They argue that, for example, “the probability of of two

words after in is very much higher when the word immediately after in is spite”. This means

HEvert (2004) lists a great variety of them, Gries and Mukherjee (2010) and Gries (20134) propose even more.
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that “associations are not necessarily reciprocal in strength” (Ellis and Ferreira-Junior 2009:
198). While spite might increase the probability for preceding in and succeeding of, neither
in nor of would intuitively be expected to collocate particularly strongly with spite. Due to
this flaw in the calculation of the MI score, words that are very infrequent but occur very
frequently in close proximity to a certain node word will obtain an extremely high MI score
(cf. Mukherjee 20094a: 104). Consequently, the absolute MI score values should be taken
with a grain of salt, bearing in mind that particularly high numbers might be due to skewed
distributions in the corpus. A further drawback of the MI score is that its calculation requires
a fixed span of words preceding and following the node. This makes it impossible to allow
for varying lengths of collocations.

Nonetheless, the MI score is a viable tool to analyze co-occurrence probabilities. The
problem of very high scores for infrequent lexemes is only acute for very idiomatic, very
substantive constructions such as in spite of or proper nouns. Yet, these can easily be identi-
fied as such by a qualitative analysis of the corpus tokens. In cases where only the part-of-
speech of the collocate is of relevance, e.g. in order to determine the part-of-speech of the

node word, this peculiarity of the MI score does not pose a problem.

4.2.2 Linear regression

Linear regression'? is a method to establish a linear relation between variables, such as year
and frequency. One of the variables depends on the other(s), in this example the hypothesis
could be that frequency varies depending on the year. In a linear regression, a line is fitted
to the data so that “the line is as close as possible” to every single data point (Baayen 2008:
85). The method with which this is achieved is called least squares regression. The idea is to
“minimiz[e] the squared vertical differences between the data points and the line” (ibid.: 86).
By reducing the distances between the fitted line and the data points the line is approximated
to the points, resulting in a line that best describes the relation between the data points.!3
While this method is problematic for skewed data—few outliers could ‘push’ or ‘pull’
the line in another direction, i.e. make is steeper or more gentle—it is suitable for evenly
distributed data (cf. ibid}: 92). In chapter B, linear regression is applied to data from the
monitor corpus COCA. The data include observations for every single year out of 22 years

so that data skewness is not an issue.

12Linear and logistic regressions were calculated with the open source programming language R (R Core Team
2014) using the integrated development environment RStudio (RStudio n.d!).
3Linear regressions were fitted with the 1m() command in R.
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Interactions

In the above-mentioned example, only two variables, time and frequency, are considered.
When calculating statistical models it is also possible to specify more than one independent
variable and also interactions between variables. An interaction between variables is illus-

trated in the two graphs in figure [£.1.
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Figure 4.1: Interactions between variables, taken from Gries (2009: 6)

What can be observed here is that a relationship between two variables z and y might
change when taking into account a third, moderating variable (also called covariate). In
the case of time and frequency, one could assume that another factor, for instance variety
(exemplified by the letters in figure [4.1H), influences how frequency changes over time. In
other words, if in a study the frequency of a linguistic phenomenon is expected to depend
on the development of individual varieties over time, it is convenient to specify interactions

in the corresponding model.!4

Interpreting the output of a linear regression

The output of a linear model calculated with R is a table of values containing columns for the

predicted values (“Estimate”, abbreviated B), the standard error (“Std. Error”), the ¢ value, and

14In R, interactions between predictor variables are specified with a colon : or an asterisk *, where a*b is
shorthand for a+b+a:b.
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the p value. The first value in the “Estimate” column is called the intercept. It is the modified
mean value for the reference level, which serves as the basis of comparison.’> In a study on
New Englishes with the predictor variables variety and year, this could be the value for the
shared parent variety at year 0 (cf. section on centering numeric predictor variables).
This value cannot reach statistical significance, even though the model can indicate a lower-
than-chance probability. (In this case, the low p value means that the value is significantly
different from 0.) Every subsequent estimate in the table is based on this intercept value and
lists the change to the intercept that a predictor variable causes. A positive value means an
increase, a negative value a decrease. The absolute value is obtained by adding the estimates
pertaining to the relevant predictors.

The standard error is a measure for how sure one can be of the estimate being correct.
As Wolk et al. (2013: 401) summarize, “with 95% certainty the true coefficient will lie within
the range of the reported coefficient [=estimate] plus or minus twice the SE. If that range
does not include zero, the coefficient is statistically significant.” That means that the lower
the standard error, the more reliable the estimate is (cf. Bortz 2005: 194). The ¢ value, shown
in the third column, is calculated dividing the estimate by the standard error (cf. Baayen
2008: 89-90). On the basis of the ¢ value, the p value is calculated (cf. ibid): 89). The p value
indicates how probable the results are under the assumption that the null hypothesis is true.
A result is called statistically significant if its occurrence is so improbable that it cannot be
attributed to chance. The higher the unlikelihood of occurrence of a result, the more highly
statistically significant it is. This is indicated by zero to three asterisks for ‘not significant’ to
‘highly significant’. The significance levels used throughout this study are given in table 4.9
(cf. Gries 2013b: 29).

Table 4.2: Significance levels

significance level p value indicated as
highly significant < .001 o
very significant < .01 *
significant < .05 *
marginally significant < .1
not significant > .1

15In the present study, only treatment contrasts are used. Cf. Crawley (2013: 440-442) for a detailed assessment
of the benefits and drawbacks of the various contrast types.

84



4.2 Quantitative methods

4.2.3 Logistic regression

Logistic regressions constitute a subgroup of generalized linear models. Generalized linear
models differ from linear models in their method of ascertaining the relation between vari-
ables. While linear regression makes use of least squares regression, generalized linear mod-
els are calculated using maximum likelihood estimation. With this method, predicted values
are calculated until they are “most similar to the observed values” (Baayen 2008: 195). This
process is also called “iterative fitting” because the model is calculated over and over again
until all predicted values match as closely as possible.

Logistic regression is adequate in cases where the dependent variable is not continuous in
nature but binary. Examples of such binary variables are true vs. false, success vs. failure etc.,
that is, variables where only one out of two options can occur. Logistic regression models
infer from the input data the degree of variation of a binary variable (i.e. the chances of
realization of either one or the other option) depending on several independent (or predictor)

variables, i.e. explanatory factors (cf. ibid.).

Interpreting the output of a generalized linear model

The output of a generalized linear model is comparable to that of a linear model, with one
notable exception. In the “Estimate” column, values are given in logarithmically transformed
odds (log odds). The log odds for every variable are given compared to the reference level.
The estimate that is indicated for the reference level (intercept) is not a meaningful value. It
is neither an absolute value nor can it acquire any statistical significance (even if the model
indicates a lower-than-chance probability). Once again, all subsequent estimates in the model
are based on this value. Values of estimates can be positive or negative, indicating that a
predictor induces either an increase or a decrease in log odds.

Log odds, the form in which estimates are given, are the logarithmic values of odds.
Odds are calculated by dividing all success by all failures. Odds O can be calculated from
probabilities by dividing the probability for success P by the probability for failure 1 — P:

successes P
O = = 4.6
failures 1—-P (4.6)

The probability can be calculated from the odds as shown in the following equation:

successes O
P=

= 4.7
success + failures 1+ O (47)

16Generalized linear models were fitted with the function glm() in R.
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Analogous to the linear model, the next column in the output table lists the standard
error for the estimated values. Depending on the model, the subsequent column provides
the ¢ (linear regression) or z value (logistic regression). The 2 value indicates how much an
estimate deviates from the mean. The higher the absolute z score, the further away from the
mean the estimate is. On the basis of the 2 value it is possible to calculate the p value, again

shown in the last column, which indicates in how far a result is likely to be due to chance.

4.2.4 Linear and logistic regression with random effects

Another type of regression that is used in this study is mixed-effects regression (cf. Pinheiro
and Bates 2000).17 Linear mixed models, also called multilevel linear models, are fit by re-
stricted maximum likelihood estimation, while logistic mixed models are fit by maximum
likelihood estimation. Wolk et al. (2013: 399-400) summarize the major advantage of this

extension of regression models as follows.!#

In addition to so-called ‘fixed effects’ — which are classically estimated predic-
tors suited for assessing the reliability of the effect of repeatable characteris-
tics — mixed-effects modeling allows for ‘random effects’ that are well suited
to capture variation dependent on open-ended, potentially hierarchical and un-
balanced groups.

In other words, the main advantage of fitting a mixed-effects model is that it can account
for so-called random effects, i.e. idiosyncratic effects of elements of a group that should not
be considered as contributing to variation. This helps to capture “group-level variation in
the uncertainty for individual-level coefficients” (Gelman and Hill 2007: 246). Among the
latter figure individual test subjects as in chapter [§, or, as in chapter f, individual verbs from
a group of randomly selected verbs. By including r