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Introduction

Magnetic resonance imaging (MRI) is a well established, non-invasive imaging technique.
It is of high clinical importance due to its inherent high soft tissue contrast, allowing for
the differentiation of many relevant pathologies without the use of ionizing radiation. Fur-
thermore, organ function can be investigated. For example, MRI has been applied to assess
the cardiac function by studying the velocities of the myocardium and the blood [1, 2, 3].
Velocity information can be obtained from the phase of the complex magnetic resonance
(MR) signal using a technique known as phase contrast MRI. More recently, MRI has also
been deployed in engineering as an imaging tool to measure velocity fields in fluid flows
[4, 5, 6, 7, 8, 9]. Additionally, MRI is capable of non-invasively measuring temperature dis-
tributions [10]. Thus, MRI has great potential for an in-detail investigation of heat transfer
processes in fluid flows. An additional asset is that compared to common conventional
measurement techniques, no exchange of components in setups is needed when switch-
ing from velocity to temperature data acquisition, reducing the experimental effort. MRI
even allows to measure velocity and temperature with a single measurement technique
and one flow setup.
Clinical applications of temperature measurements using MRI are typically performed on
static tissues to monitor thermal procedures guided by MRI [11, 12, 10]. Motion, which can
potentially occur during the procedure, severely hampers temperature measurements [13].
However, in order to establish MRI as a measurement technique for temperature measure-
ments in the field of fluid mechanics, temperature assessment needs to be accurately and
precisely accomplished in fluid flows. The possibility to measure temperature and veloc-
ity in fluid flows using MRI has been investigated previously [14, 15]. The measurement
of velocity fields in complex fluid flows is well established and accurately possible, while
literature contains only a few studies about temperature distributions in fluid flows with
low accuracy [16, 4].
The work described in this thesis aims to establish high spatially resolved 2D and 3D MR
thermometry (MRT) in complex fluid flows. It studies in detail the accurate and precise
measurement of temperature with MRT as well as MR velocimetry (MRV) in thermofluid
applications (involving fluid mechanics and thermodynamics) simultaneously within a
single measurement session. Experimental results using the newly developed methods
and techniques demonstrate that MRI offers great potential to gain new insights into fun-
damental heat transfer phenomena, and that it can be of great interest as an additional
non-invasive measurement modality.
The MRV method primarily established for in vivo applications had to be adapted to ad-
dress the challenges arising from fluid flow or from components of the flow models.
Moreover, an MRT acquisition strategy was developed which is capable of accurately and
precisely measuring 2D and 3D temperature distributions with high spatial resolution in
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fluid flows. This involved the selection of an appropriate MRT method, its implementa-
tion and the corresponding data evaluation.
The method used for MRT and MRV to achieve high spatially resolved data are both based
on phase information. Therefore, they use the same measurement parameter to extract ve-
locity as well as temperature. It is thus of utmost importance to carefully separate the
individual contributions to ensure accurate measurements. For this reason, velocity com-
pensation was implemented in the MR sequence to perform MRT, whereas, temperature
is kept constant during MRV. Extensive work was conducted to minimize or exclude pos-
sible degradations of the MRT results with respect to experimental stability (such as field
drifts) or artifacts arising from susceptibility issues. Design rules were worked out to en-
sure maximum MR compatibility of the flow model with respect to MRT measurements,
and thus to allow artifact free MRT. As an alternate approach, the feasibility of MRT in
fluid flows using a spectroscopic method was successfully tested.
This thesis was part of an interdisciplinary project between the Technische Univer-
sität Darmstadt and the University Medical Center Freiburg (Grant of the Deutsche
Forschungsgemeinschaft DFG: GR 3524/3-1 and JU 2687/10-1). The aim of this project
was to establish MR methods and technologies to reliably measure 3D temperature
distributions in in vitro flow models in addition to velocity fields.
The project partner (PhD Florian Wassermann) at the Technische Universität Darmstadt
was responsible for the design and realization of the flow setups from a fluid mechanical
as well as thermodynamic perspective. His contributions are available in his PhD thesis
[17].
The author of this thesis at the University Medical Center Freiburg had all responsibilities
for MRI and obtained studies and results are in this thesis.

This thesis is organized as follows:
Part 1 covers the principles of nuclear magnetic resonance and the methods to measure
velocity and temperature with MRI. The various different methods to detect temperature
are discussed with respect to their applicability to fluid flows. This part contains common
conventional experimental methods to detect velocity and temperature. A summary is
given for the most important engineering concepts with respect to this thesis. This part
concludes with a literature search about the three thermofluid test cases (called case stud-
ies) investigated in this thesis.
Part 2 covers the methods examined, developed, and applied in this thesis. It begins with
the MR sequence modifications and data analysis regarding the acquisition of tempera-
ture data in addition to velocity data. Furthermore, an extensive experimental ground-
work had to be performed to lay the foundation for design rules regarding setup compo-
nents and setup geometries in an MR system as a prerequisite for accurate velocity and
temperature measurements. Additionally, a fiber optical temperature measurement sys-
tem (providing a temperature reference) was investigated with respect to magnetic field
dependency of the fiber optical probes. The experimental groundwork section already in-
cludes results, discussion and conclusions drawn from the individual experiments since
this knowledge was required to establish and examine the thermofluid case studies.
Part 3 covers three investigated case studies: counter-current double pipe heat exchanger,
pin fin array heat exchanger, and a horizontal cylinder with free convection inside. It
includes case specific methods, results and discussions with a detailed analysis of mea-
surement errors for each study.
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Part 4 summarizes the major achievements of this thesis and gives an outlook to possible
future work.
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Part I

Principles of Nuclear Magnetic
Resonance (NMR)
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Chapter 1

Physics of Magnetic Resonance
Imaging

In 1946, a phenomenon called nuclear magnetic resonance (NMR) was described [18, 19].
It relies on the magnetic property of the atomic nucleus. If certain nuclei are placed in
an external magnetic field they absorb energy at a specific frequency (radiofrequency RF)
which leads to a detectable signal [20]. NMR became an important tool for the examination
of matter in a variety of different disciplines such as physics, chemistry, biology, medicine,
and food science. With respect to clinical applications, R. Damadian [21] reported that
malignant tumors possess different relaxation times T1 and T2 (no subscript numbers are
used in this work to clearly distinguish relaxation time constants from temperature values)
compared to healthy tissue.
However, it required several decades after the discovery of NMR until the foundation of
spatially resolved magnetic resonance imaging (MRI) was laid by Paul Lauterbur [22]. He
applied two magnetic fields and proposed a spatially resolved reconstruction of the im-
aged object. A few months later in that year, Peter Mansfield and P. K. Grannell published
work where they applied a magnetic field gradient to study the structure in solids using
NMR [23]. A few years later in vivo NMR images of mobile protons were conducted with
comparable quality to X-ray tomography [24]. Later on the letter ‘N’ was dropped to avoid
confusion with other assignments of nuclear such as in nuclear power plants or nuclear
warfare [20]. Nowadays, MRI is frequently applied in medicine due to its high soft tissue
contrast, the lack of ionizing radiation, and its three dimensional coverage of regions of
interest. Furthermore, MRI is also applied in non-medical disciplines such as food science
[25, 26], and in the engineering community [15] as an excellent measurement technique.
The following sections cover the theoretical background of NMR and MRI. This chapter is
based on the books from references [27, 28, 29, 30, 31, 32].

1.1 Properties of the atomic nucleus

Mass, electric charge, magnetism and spin are physical properties which each atomic nu-
cleus of an atom possesses [27].
The atomic nucleus consists of spin-1/2 particles (protons and neutrons) called nucleons.
From the superposition of spin-1/2 particles [30] solely three possibilities for the nuclear
spin quantum number I exist [27]:
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• odd number of nucleons: An unpaired spin of either a proton or neutron remains
and I is half-integer.

• number of protons and neutrons are both even: The ground state nuclear spin is
given by I=0 since all spins are compensated. In NMR experiments these kind of
nuclei do not contribute any signal.

• number of protons and neutrons are both odd: The ground state nuclear spin is
given by I ≥ 1 with I being an integer value.

1.2 Magnetism

The interaction of a substance with a magnetic field is described by its magnetic moment
[27]. There are substances which have a permanent magnetic moment and others which
obtain a magnetic moment induced if they are exposed to an external magnetic field. The
latter scenario occurs in diamagnetism and paramagnetism, whereas the permanent mag-
netic moment is related to ferromagnetism. If a diamagnetic object is placed into a mag-
netic field classically a loop-current is induced resulting in a magnetic moment aligned
antiparallel to the magnetic field [31]. Thus, the resultant force, acting on diamagnetic ob-
jects put into inhomogeneous magnetic fields, pushes them towards locations with smaller
magnetic fields. Diamagnetism is mostly temperature independent [32]. The magnetic
susceptibility χ (dimensionless quantity describing the magnetization of a substance in an
external magnetic field) is smaller than zero. Dependent on the material, χ can be a tensor
quantity. Generally, all materials are diamagnetic; however, it can be overwhelmed by the
stronger paramagnetism or ferromagnetism. The atoms of a paramagnetic substance ex-
hibit permanent magnetic moments which are randomly distributed without an external
magnetic field. Thus, no resultant magnetic moment remains. However, in an external
magnetic field the magnetic moments of the atoms align such that the resultant magnetic
moment is aligned with the magnetic field. An object tends to align in an external mag-
netic field so that its magnetic energy is minimized [27]. The magnetic energy of the object
is given by

Emag = −~µ · ~B0 (1.1)

which is the dot product between the magnetic field ~B0 and the magnetic moment ~µ. Para-
magnetic objects are attracted towards higher magnetic fields in contrast to diamagnetic
objects. The alignment of the permanent magnetic moments depends on the strength of
the external magnetic field and the temperature of the object. In stronger magnetic fields
or at lower temperatures the number of aligned magnetic moments increases. The rela-
tionship between the magnetization, magnetic field and temperature is described by the
law of Pierre Curie

M = C · B0

T
= χ ·B0 (1.2)

for small ratios of B0
T [31, 32]. The magnetization of the samples is a quantitative measure

of the alignment of magnetic moments. If all magnetic moments are aligned the magne-
tization saturates. Paramagnetic materials have a χ larger than 0 which is temperature
dependent (proportional to 1/T, see Eq. (1.2)); however, χ is independent of the magnetic
field.
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The sign of χ gives information about the distortion of a homogeneous magnetic field by
an object. If χ is negative (diamagnetic objects), the magnetic field lines are pushed out
of the object, whereas if χ is positive (paramagnetic objects), these field lines are pulled
inside the object.
Ferromagnetic materials such as iron or alloys can have a strong permanent magnetic mo-
ment even without an external magnetic field since some of the magnetic moments of the
atoms are aligned in so called domains [31]. In an external magnetic field further align-
ments occur and a strong magnetization aligned parallel with the external magnetic field
arises if the temperature is not too high. This magnetization can partly remain after re-
moving the external field [31]. χ values are large and dependent on the magnetic field
as well as on the history of the material [32]. Furthermore χ is temperature dependent
according to the law of Curie and Weiss,

χ =
C

T − TC
(1.3)

with TC the Curie temperature and C the Curie constant. Above TC the object becomes
paramagnetic and χ is reduced by orders of magnitude. Ferromagnets are attracted to
higher fields if they are located within an inhomogenous magnetic field.

1.3 Spin-1/2 particle in an external magnetic field

The hydrogen nucleus is the most relevant nucleus for MR imaging due to its high gyro-
magnetic ratio and its high abundance compared to other nuclei which are suited for MR
imaging. This is in particular true for biological systems such as the human body [33].
The hydrogen nucleus consists only of a single proton which is a spin-1/2 particle. In the
following a quantum mechanical description of this particle in an external magnetic field
is given.

1.3.1 Energy eigenstates

Frequently, the static uniform magnetic field is aligned with the z-direction, ~B0=B0~ez with
B0 denoting the strength of the field and ~ez the unit vector in z-direction. Then, the in-
teraction of a single proton with this magnetic field is given by the following Hamilton
operator [30]

H = −γB0Iz = ω0Iz. (1.4)

γ refers to the gyromagnetic ratio of the proton and ω0 is its precession frequency (see next
subsection). The operator Iz describes the spin angular momentum in z direction. There
are 2I + 1 eigenstates of Iz and the eigenequation of Iz is

Iz|α〉 = m~|α〉 (1.5)

with the azimuthal quantum number m. For a spin-1/2 particle m = ±1/2. H and Iz just
differ by a scalar. Thus, they commute with each other ([H,Iz] = 0) and the eigenstates
of Iz are also energy eigenstates. There are two energy eigenstates for a spin-1/2 particle
with the energy eigenvalues

Elower/higher = ± 1

2
~ω0. (1.6)
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The lower energy eigenstate corresponds tom = 1/2 for particles with a positive gyromag-
netic ratio, and thus negative ω0 (see Eq. (1.4)). The higher energy eigenstate corresponds
to m = −1/2. Therefore, the energy eigenstates are no longer degenerate. This splitting of
energy eigenstates is known as the Zeeman effect.

1.3.2 Spin dynamics

So far no time dependency of spin states has been considered. To determine the dynamics
of a nuclear spin placed into ~B0 the time dependent Schrödinger equation,

ω0Iz|ψ(t)〉 = i~
d
dt
|ψ(t)〉, (1.7)

has to be solved [30]. A general solution is given by

|ψ(t)〉 = a e−i ω0
t
2 |+〉+ b ei ω0

t
2 |−〉. (1.8)

The eigenvalues of the eigenvectors |+〉 and |−〉 are ~
2 and −~

2 , respectively. Calculating
the norm 〈ψ(t)|ψ(t)〉 = 1, leads to |a|2 + |b|2 = 1.

The following example was taken from reference [30]. What happens to the spin of a
proton which points initially in the positive x-direction? The initial spin state given in the
basis set of eigenvectors of Iz is |Sx; +〉 = 1√

2
|+〉+ 1√

2
|−〉with a = b = 1√

2
. The probability

of this spin state either pointing in the same direction or in the opposite direction at some
later time is calculated by:

|〈Sx; +|ψ(t)〉|2 = cos2 ω0t
2

(1.9)

|〈Sx;−|ψ(t)〉|2 = sin2 ω0t
2

(1.10)

B0 along z-direction causes the spin to rotate at a frequency ω0. There is a finite probability
that the spin will point along the negative x-direction at some later time.

The expectation value of the spin can be calculated using the spin operators Sx, Sy, Sz

Sx =
~
2

(
|+〉〈−|+ |−〉〈+|

)
(1.11)

Sy =
~
2

(
−i|+〉〈−|+ i|−〉〈+|

)
(1.12)

Sz =
~
2

(
|+〉〈+| − |−〉〈−|

)
(1.13)

written again in the basis set of the eigenvectors of Iz.
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The expectation value of the spin in x,y and z direction

〈Sx〉 = 〈ψ(t)|Sx|ψ(t)〉 (1.14)

=

(
~
2

)
cos2

(
ω0t
2

)
+

(
−~

2

)
sin2

(
ω0t
2

)
=

(
~
2

)
cos(ω0t), (1.15)

〈Sy〉 =

(
~
2

)
sin(ω0t) (1.16)

〈Sz〉 = 0 (1.17)

describes a spin precession occurring in the xy-plane. Thus, a proton precesses inside B0

at the Larmor frequency ω0 with
ω0 = −γB0 (1.18)

in units of rad/s. The proton gyromagnetic ratio is 42576375 · 2π rad
s·T [34]. In MRI, the

dependency of the Larmor frequency on the magnetic field strength is exploited to obtain
spatially resolved images (Section 2.1).
The same results as in Eq. (1.14) can be deduced using a semiclassical description with the
proton being treated as a classical spinning top although with quantized energy levels.

1.3.3 Time dependent magnetic fields

The application of RF pulses (time dependent magnetic field B1(t)) causes the Hamilto-
nian to be time dependent. A transformation from the laboratory frame into a rotating
reference frame is conducted for simplification (RF pulse can be described with a compo-
nent rotating in the same sense as the nuclear spin precession (resonant field) and another
component rotating in the opposite sense (non-resonant field)) [27].
A transformation of the Hamiltonian given in Eq. (1.4) into the rotating frame results in

Hrot = (ω0 − ωref)Iz (1.19)

containing the frequency difference between the Larmor frequency of the spins and the
frequency of the rotating frame ωref . If an RF pulse is applied in addition to B0, the Hamil-
tonian in the rotating frame can be approximated by

Hrot,RF ≈ (ω0 − ωref)Iz + ωnutation

(
Ix cos Φp + Iy sin Φp

)
(1.20)

Overall, no time dependency remains in Eq. (1.20). The additional term in this equation
(compared to Eq. (1.19)) contains the so called nutation frequency ωnutation = |12γB1,max|
which is directly proportional to the maximum amplitude of the RF pulse. The two oper-
ators Ix and Iy describe the spin angular momentums in x direction and y direction. The
phase of the pulse is given by Φp. For example a x-pulse has Φp = 0. If this pulse is applied
on-resonance for a certain duration τRF, a parameter called flip angle of the pulse (ΘRF) is
defined as

ΘRF = ωnutation τRF. (1.21)

A pulse is on-resonance if ω0 − ωref = 0. In this case the axis of the spin angular mo-
mentum is in the xy-plane. If a pulse is off-resonant (ω0 − ωref 6= 0), the spin angular
momentum vector gets also a contributing component in z direction due to Iz. The further



12 1 Physics of Magnetic Resonance Imaging

off resonant a pulse is the more the axis of the spin angular momentum is aligned towards
the z-direction. Hence, a pulse which is far off-resonance is quite ineffective and does not
affect the longitudinal magnetization much (longitudinal magnetization is explained in
subsection 1.4.2). On the other hand, if the RF pulse is resonant, the transition between
spin states which is expected for that specific pulse occurs efficiently (transition probabil-
ity reaches a value of one in this case). Therefore, RF pulses are frequency selective. Strong
pulses having a large peak amplitude are less frequency selective than weak pulses. Since
the differences between the Larmor frequencies of isotopes are usually much larger than the
available nutation frequency and hence maximum RF pulse amplitudes, only one isotope
can be substantially influenced by an RF field applied on-resonance. Therefore, multinu-
clear NMR spectrometer are designed which can be tuned to the resonance frequencies of
different isotopes. This subsection 1.3.3 is a summary from the book of M. H. Levitt [27],
and the reader is referred to this book for further details.

1.4 Spin-1/2 ensembles

In MR experiments, a huge number of protons as well as electrons are involved and the
time dependent Schrödinger equations has to be solved for this multi particle system. Gen-
erally, this is not possible if all interactions are considered. Assumptions including time
averaging and symmetry considerations simplify the equations to be solved. A detailed
discussion on the simplification called spin Hamiltonian hypothesis and the remaining
Hamiltonian operators describing different interaction mechanisms can be found in refer-
ence [27]. A brief summary of some spin interactions (magnetic interactions and electric
interactions) is given below.

1.4.1 Spin interactions

Even if B0 is homogeneous on a macroscopic scale, it is not on a microscopic scale due to
the chemical environment of the atoms. The magnetic influence of electrons as well as of
protons give rise to effects known as chemical shift and dipole-dipole coupling. Further-
more, electric interactions can arise. This subsection is based on reference [27].

Chemical shift

If the electrons are involved their impact on the Larmor frequency is known as chemical shift
for diamagnetic substances. B0 at the location of a nucleus is altered by the induced mag-
netic field of the electrons Binduced

Bnucleus = B0 +Binduced. (1.22)

Thus, its Larmor frequency ωnucleus is slightly changed compared to ω0. The spectra of
different compounds in a molecule for example are shifted on the frequency axis with
respect to each other. Since this frequency shift is linearly dependent on B0 and since ω0 is
also a linear function of B0, a magnetic field independent quantity of the chemical shift δ
is obtained by calculating the ratio

δ =

(
ω0 − ωTMS

ωTMS

)
. (1.23)
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ωTMS refers to the Larmor frequency of the same substance in a reference compound such
as tetramethylsilane (TMS) or 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS). Chemical
shifts are usually denoted with ppm (a dimensionless unit meaning the same as 10−6).

Dipole-dipole coupling

Dipole-dipole coupling is based on the mutual interaction of nuclear spins belonging
to the same molecule (intramolecular dipole-dipole coupling) or belonging to different
molecules (intermolecular dipole-dipole coupling). In isotropic liquids such as water
dipole-dipole coupling essentially averages to zero. Thus, it is not directly observable
in MRI; however, it plays a role in the relaxation of spin systems.
A detailed discussion and summary of spin interactions which are taking place within a
sample placed into an NMR spectrometer is presented in reference [27]. As a result of
the magnetic interactions, the NMR signal contains information about the electronic and
nuclear environments of the spins [27].

Electric interactions

In addition, there are electric interactions which vanish for spin-1/2 particles. However,
they can be of substantial strength for particles with I > 1/2 through electric quadrupole
interactions.

1.4.2 Density operator

In isotropic liquids, the intermolecular interactions can be neglected (long range dipole-
dipole interactions are very small and the short range dipole-dipole interactions average
out due to motion) [27]. The spin angular momentums, and thus the magnetic moments
of the proton spins, act independently in a sample of water (isolated spin-1/2 ensemble
if additionally the rare isotopes are neglected). Generally, most of the spins are in super-
position states of the two eigenstates |+〉 and |−〉. The method to describe this situation
without considering each spin individually is called density operator method. It allows
the results of macroscopic observation to be predicted.
The density matrix of a spin-1/2 ensemble (non-interacting spins) is given by [27]

ρ =

(
ρ++ ρ+−
ρ−+ ρ−−

)
. (1.24)

The diagonal elements in this matrix represent the populations of the eigenstates |+〉 and
|−〉. They are real numbers between 0 and 1. The difference in these populations is phys-
ically important. For example if a higher population occurs in the lower energy state
(represented by |+〉) than in the higher energy state (|−〉), then a macroscopic net magne-
tization exists with its net spin angular momentum and thus magnetic moment aligned
parallel to the external magnetic field. This refers to the longitudinal magnetization which
is built up if a sample of water is placed into an MR system [27, 35]. The time scale to
achieve this longitudinal magnetization is usually in the order of milliseconds or seconds.
The longitudinal magnetization is very small; nevertheless, it can be used to generate an
NMR signal.
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The off diagonal elements of the density matrix are called coherences between the two
eigenstates |+〉 and |−〉 and are complex numbers [27]. The coherence is an indicator if
there exists any macroscopic transverse magnetization. This means if there is a non zero
net spin angular momentum perpendicular to the magnetic field. This is of course not the
case if the spin angular momentums are distributed equally in the xy-plane. The phase
of the coherence gives information about the orientation of the transverse magnetization
vector with respect to the x-axis in the rotating frame.

1.4.3 Occupation probability in thermal equilibrium

In thermal equilibrium, the coherences between the states are zero and the populations of
the energy states are distributed according to the Boltzmann distribution [27]

ρ++,equilibrium =
e
− ~ω0

2kBT

e
− ~ω0

2kBT + e
~ω0

2kBT

(1.25)

ρ−−,equilibrium =
e

~ω0
2kBT

e
− ~ω0

2kBT + e
~ω0

2kBT

. (1.26)

At T=25 ◦C, the value of kBT equals 4.1 · 10−21 J. The energy difference ∆E between the
two energy eigenstates of the proton in a high magnetic field of 11.74 T for example is four
orders of magnitude smaller (~γB0 = 3.3 · 10−25 J) [27].
Since kBT � |~ω0| (high temperature approximation), the exponential functions in equa-
tions Eq. (1.25), Eq. (1.26) can be expanded as a power series [27]

ρ++,equilibrium ≈
1− 1

2
~ω0
kBT(

1− 1
2
~ω0
kBT

)
+
(

1 + 1
2
~ω0
kBT

) =
1

2

(
1− 1

2

~ω0

kBT

)
(1.27)

ρ−−,equilibrium ≈
1− 1

2
~ω0
kBT(

1− 1
2
~ω0
kBT

)
+
(

1 + 1
2
~ω0
kBT

) =
1

2

(
1 +

1

2

~ω0

kBT

)
(1.28)

For γ > 0 follows ω0 < 0 ,and the population ρ++,equilibrium of the lower energy state
is slightly larger than the population ρ−−,equilibrium for the higher energy state at room
temperature. NMR methods are based on this anisotropic occupation of energy states in
thermal equilibrium.
The magnitude of this longitudinal magnetization in z-direction (parallel to B0) is directly
proportional to the population difference (ρ++,equilibrium − ρ−−,equilibrium) times the total
number of spin-1/2 particles Ntotal and given by [29]

Mz,equilibrium = − ~ω0

2kBT
Ntotal

γ~
2

=
~2γ2B0

4kBT
Ntotal. (1.29)

The term γ~
2 equals the z-component of the magnetic moment vector for a spin-1/2 parti-

cle. Since the x-components and y-components of the spin magnetic moments are equally
distributed between all angles (0 to 2π) within the xy-plane, no contributions to the macro-
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scopic magnetization arises from x-components and y-components [29] and

~Mmacroscopic = Mz,equilibrium~ez. (1.30)

1.4.4 Radio frequency pulses, population changes, creation of coherence

As for the case of a single spin-1/2 particle the interaction of a non-interacting spin-1/2
ensemble with an RF pulse is best described in a rotating frame [27]. The spin populations
in the laboratory frame and rotating frame are equal. For the coherences an additional time
dependent phase factor occurs in the rotating frame. A macroscopic net magnetization (net
spin angular momentum) of the spin ensemble is described by the spin density operator of
the non-interacting spin-1/2 particles in the rotating frame. A sufficiently strong RF pulse
is considered such that off-resonance effects can be ignored (see section 1.3.3).
The z-magnetization pointing in positive z direction is rotated by an x-pulse, with a flip
angle of π, to the negative z-axis. The population values between the low energy state
and the high energy state are exchanged. No coherences are generated. Further examples
and more details can be found in the book of M. H. Levitt [27]. An x-pulse with a flip an-
gle of π

2 rotates the initial z-magnetization to the negative y-axis and coherent transverse
magnetization is thus created. The populations of the two energy states become equal
through the application of the pulse and coherences arise. Thus the z-magnetization be-
comes zero. After the end of the pulse the coherent transverse magnetization precesses in
the xy-plane. Due to slightly different local magnetic fields at different instants of times
(microscopic fluctuations) loss of coherence occurs and the free precessing magnetization
in the xy-plane decreases as time evolves. This process is irreversible (entropy of the spin
system increases) [27]. The time constant characterizing this relaxation process is called
T2. T2 can be very small as for solids or large molecules in liquids in the order of mi-
croseconds. For most soft tissues T2 is in the order of tens of milliseconds, and in liquids
T2 is in the order of seconds [28]. Due to field inhomogeneities of B0 on a microscopic and
a macroscopic scale the loss of coherence occurs actually faster than given by T2. This is
considered in the overall relaxation time constant T2∗ [28]. Another important time con-
stant, called spin lattice relaxation time constant or longitudinal relaxation time constant
(T1) [27], describes the return of the longitudinal magnetization to thermal equilibrium.
For the latter the populations of the two energy states return to their initial values by ex-
change of energy between the spins and their molecular surroundings. The different time
constants are related such that

T2∗ ≤ T2 ≤ T1 (practical limit) [27]. (1.31)

The values of T1, T2 and T2∗ can be quite distinct for various types of tissue. Thus, MRI
exhibits a variety of possibilities to generate image contrasts such as T1 weighting, T2
weighting, proton density weighting, susceptibility weighting and so on [36].
A full description of the spin-1/2 ensemble inside magnetic fields (including relaxation
effects) was derived by F. Bloch. The so called Bloch equations are introduced in the sub-
sequent subsection.
For further details regarding quantum mechanics and its application in NMR spectroscopy
or imaging, the reader is referred to these books [27, 28, 30] or this journal article [35] for
example.
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1.4.5 Bloch equations

In 1946 Felix Bloch [18] introduced a formalism to describe the time dependency of the
magnetization ~M = (Mx,My,Mz) of a spin-1/2 ensemble exposed to static magnetic
fields and time varying magnetic fields such as radio frequency pulses. The relaxation of
the spin system towards its equilibrium state after excitation are included in these equa-
tions.
For example for an external static magnetic field applied in z-direction, ~B0 = (0, 0, B0), the
Bloch equations simplify to [28]

dMx

dt
= γMyB0 −

Mx

T2
(1.32)

dMy

dt
= −γMxB0 −

My

T2
(1.33)

dMz

dt
=
M0 −Mz

T1
. (1.34)

T1 and T2 are the longitudinal and transverse relaxation times andM0 denotes the thermal
equilibrium magnetization. The precession of ~Mxy in the x-y-plane is represented by the
first term in Eq. (1.32) and in Eq. (1.33), respectively. The relaxation of ~Mxy is given by the
terms containing either T2 or T1.
The general solutions of the differential equation given above are [28]

Mx(t) = e−
t
T2 (Mx(0) cos(ω0t) +My(0) sin(ω0t)) (1.35)

My(t) = e−
t
T2 (My(0) cos(ω0t)−Mx(0) sin(ω0t)) (1.36)

Mz(t) = Mz(0)e−
t
T1 +M0(1− e−

t
T1 ). (1.37)

In thermal equilibrium, Mx(∞) = My(∞) = 0 and Mz(∞) = M0.
When considering the combination of static and time varying magnetic fields, a change of
the reference system from the laboratory frame (static coordinate system) into a rotating
frame is conducted to simplify the problem. Thus, a coordinate system rotating around
the z-axis at a frequency ω is defined to describe the change of the magnetization during
the signal generation process. A detailed introduction of the transformation into a rotating
reference frame is given in Haacke et al., Chapter 3 [28]. The axis of the rotating frame are
denoted with x', y' and z'=z. For a left circularly polarized magnetic field B1 as commonly
applied in MR, the Bloch equations in the rotating frame are given by [28](

dMx

dt

)8

= (ω0 − ω) My' −
Mx'

T2
(1.38)(

dMy

dt

)8

= −(ω0 − ω)Mx' + ω1 Mz −
My'

T2
(1.39)(

dMz

dt

)8

= −ω1 My' +
M0 −Mz

T1
. (1.40)

using the assumption B1 � B0. The precession frequency of the spins due to B1 of the RF
pulse is denoted with ω1. Here, ω0 ≡ γB0 and ω refers to the frequency of the RF pulse in
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the laboratory frame (non rotating system). If ω = ω0 (on-resonance condition), B1 is most
effective in tipping the spins. The word resonance in the label MR imaging was inspired by
this condition (see also subsection 1.3.3).

1.5 NMR signal generation

If a sample containing protons is placed into a static uniform external magnetic field, a
longitudinal magnetization arises as described in the previous subsection. Frequently,
the direction of B0 and thus, of the longitudinal magnetization, is defined along the z-
direction. The longitudinal magnetization obeys a cylindrical symmetry along z and no
net magnetization results in the xy plane in thermal equilibrium. The application of an RF
pulse can lead to a macroscopic transverse magnetization ~Mxy which rotates in the x-y-
plane. This freely rotating magnetic field induces an oscillating electric current (called free
induction decay (FID) or NMR signal) in a wire coil properly placed next to the sample
according to Faraday’s law of induction and the principle of reciprocity. More details
about nuclear induction and reciprocity can be found in [18, 28].
The complex NMR signal is related to the coherence ρ−+(t) with [27]

s(t) ∼ 2iρ−+(t) e−iΦdetect = 2iρ−+(t = 0) e−iΦdetect+(i(ω0−ωref)− 1
T2)t. (1.41)

Φdetect refers to possible phase shifting modes of the signal as it is detected. The coherence
is time dependent in the rotating frame. Its amplitude at t = 0 (start of signal acquisition)
is given by ρ−+(t = 0). Dependent on the kind of RF pulse applied, the amplitude of the
signal can be complex.
The Fourier transformation of a complex NMR signal with real valued amplitude results
in an absorption Lorentzian and dispersion Lorentzian for the real and imaginary part,
respectively. This will be explained in more detail in the next section.

1.6 NMR spectroscopy

The acquired complex NMR signal over time oscillates due to the precessing transverse
magnetization. The amplitude of the oscillations decrease exponentially with T2∗. A
Fourier transform of this signal results in a complex Lorentzian. The real part of the com-
plex Lorentzian represents an absorption Lorentzian with the full width half maximum
(FWHM) related to

FWHMreal =
1

π · T2∗
(1.42)

given in Hz [37]. Thus, the longer T2∗ (and therefore the slower the signal decays) the
narrower the width of a spectral peak. Since most of the nuclear spins are related to a
positive γ, their peaks are represented in the negative frequency range of the spectra (Eq.
(1.18)). The imaginary part of the complex Lorentzian is called dispersion Lorentzian. It
is a point-symmetric function. The real part of the spectrum is usually displayed since
it provides a narrower and more symmetric representation than the imaginary part of
the spectrum [38]. Due to spectral phase shifts the real part and the imaginary part of
the complex Lorentzian can be a mixture of absorption and dispersion Lorentzians [27].
These phase shifts depend on features of the pulse sequence such as the timing of the
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data acquisition. A phase correction of the spectrum is required to remove this ‘out of
phase’ feature of the spectrum. However, accurate phase correction is not always possible.
A possible representation of the spectrum is given by the magnitude of the spectrum since
the phase shift is removed in this case. The disadvantage of the magnitude spectra is
the increased width of the peaks compared to the absorption Lorentzian representation
which may be problematic when peaks are overlapping ([38], page 104). The peak area of
the magnitude mode is directly proportional to the number of nuclei. Since the peaks of
the spectra considered in this work were clearly distinct and separate (see chapter 10), the
magnitude of the spectrum was considered in this work to determine the temperature shift
of the peaks. Another possibility of representation of the spectrum is the power spectra
which is the square of the magnitude spectrum. The width of the power spectra is smaller
than the magnitude spectrum by a factor of

√
3 [38].
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Chapter 2

Magnetic Resonance Imaging (MRI)

The most important features to eventually obtain a spatially resolved MR images are sum-
marized in this chapter. At first, selective excitation and spatial encoding as well as the
concept of k-space are introduced. Subsequently, the main hardware components of an
MR system and commonly applied software are explained. This chapter is based on the
books from references [27, 28, 29].

2.1 Selective excitation and spatial encoding

In general, the acquired NMR signal contains information of the entire volume which was
excited by the RF pulse. There is no intrinsic information about the spatial origin of the
signal. As already briefly mentioned in the history section the key factor for the invention
of MR imaging was to apply additional magnetic field gradients. These gradients were
required to either spatially select a specific region of interest such as for slice selection or
to encode the NMR signal with spatial information as in plane of a 2D slice for example.
Thus, to obtain additional information about the origin of the NMR signal so called selec-
tive excitation or spatial encoding can be conducted. The basic principle for the selection
of a slice within an object and the spatial encoding in plane within the slice is introduced
in the following.
The selection of a specific 2D imaging plane is conducted using an additional magnetic
field gradient Gz superimposed on B0. Hence, the precession frequency of the spin varies
linearly along z according to Eq. (1.18). A narrow banded RF pulse with center frequency
ωRF,0 is applied and interacts with the spin ensembles which precess at ω0 = ωRF,0 (res-
onance condition). In the low flip angle approximation the response profile of the RF
pulse is given by the Fourier transform of its shape. Typically Gaussian shaped pulses or
Hamming-filtered sinc-pulses are used.
The spins precessing at the resonance condition are located in a 2D plane perpendicular
to the z-direction. Since the RF pulse consists of more than a single frequency, a 2D plane
with a certain thickness d (called slice) is selected according to

∆z = d =
∆ω

γGz
(2.1)

with ∆ω being the frequency bandwidth of the RF pulse. The bandwidth of the RF pulse
is defined as BWRF = ∆ω

2π . The slice selection gradient causes a dephasing of the spins
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along the gradient direction within the slice. This reduces the signal. To compensate for
this effect a second gradient along z with reversed sign is applied (gradient rephasing).
After the selection of the imaging slice of interest, the spatial origin of the signals within
this slice is encoded. Additional magnetic field gradients are applied to modulate the
Larmor frequency of the spins in the xy-plane according to

ω0(~r) = −γ
(
B0 +Bgrad

)
= −γ

(
B0 + ~Gr · ~r

)
= −γ

(
B0 +Gxx+Gyy +Gzz

)
(2.2)

with ~r = (x, y, z) denoting the spatial location. Chemical shifts are ignored in this equa-
tion. The gradientsGx,Gy andGz are called frequency encoding gradient, phase encoding
gradient, and slice selection gradients, respectively.
After slice selection, Gy is turned on for the time interval τy and turned off afterwards.
Thus, the spins acquire a spatially dependent phase Φpenc along Gy with

Φpenc = −γGyyτy. (2.3)

After Gy is turned off the spins precess again all at ω0; however, each with a different
phase. Therefore, Gy is called phase encoding gradient. After phase encoding and during
data acquisition another gradient along the x-direction (perpendicular to the phase encod-
ing direction) is applied. This Gx causes ω0 of the signal S(x, t) to vary along x-direction
according to

S(x, t) ∝
∫

sample volume
ρ(x) e−iγ(B0+Gxx)t dx. (2.4)

Relaxation effects (T1, T2 or T2*) are neglected. In this 1D signal equation ρ(x) denotes
the spin density along x-direction. The local frequency is spatially dependent. Thus, the
gradient causing this effect is called frequency encoding gradient.
By a superposition of the gradients in the three spatial directions x,y,z, images in arbi-
trary orientations can be acquired [29]. For convenience and without loss of generality the
frequency encoding gradient, phase encoding gradient, and slice selection gradient are
chosen to be aligned in x-direction, y-direction and z-direction, respectively.

Note, that only the component of the gradient along the z-direction Gx,y,z =
dBx,y,z
dz is rele-

vant for image encoding. The field components of the gradient coils in x and y direction
are known as concomitant fields or Maxwell terms and lead to image distortions.

2.2 K-space and image space

Extending Eq. (2.4) to 3D, the spatially encoded, time dependent signal after demodulation
(which removes the carrier signal oscillating at ω0 [29]) is given by

S(t) ∝
∫

sample volume
ρ(~r) e−iγ

~Gr(t)·~r t d~r =

∫
sample volume

ρ(~r) e−i2π
~k(t)·~r d~r = S(~k) (2.5)

neglecting relaxation (T1, T2 or T2*). The equation represents a Fourier transform of the
spin density ρ(~r) in the sample volume. ~r = (x, y, z) refers to the location within the
sample. Frequently, so called k-space coordinates or spatial frequency coordinates are
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used and defined as

kr(t) =
γ

2π

∫ t

0
Gr(τ)dτ and r = {x, y, z}. (2.6)

An inverse Fourier transformation of the measured signal distribution Smeas(~k) reveals the
desired reconstructed image

ρ̂(~r) = ={Smeas

(
~k
)
}−1. (2.7)

The more spins are located at a particular position (x,y,z) within the imaged object, the
more spectral amplitudes add up [27]. So far, the image represents an accurate estimate of
the spin density [28]. Since the data can only be sampled in a finite manner with respect
to ~k (signal is acquired for a finite time during read out and signal acquisition is repeated
with a finite number of phase encoding steps), ρ is not exactly equal to ρ̂. Deviations
between ρ and ρ̂ such as aliasing or Gibbs ringing phenomenons can be related to the
sampling process and specific properties of the Fourier transform. Overall, ρ is a real
quantity whereas ρ̂ can be real or complex.
The measured analogue signal which is sampled over a finite time is digitized by an
analogue-digital converter. Thus, the digitized signal consists of Nx equidistant data
points separated by the dwell time τdwell. Additionally, the acquisition of this signal was
repeated Ny times with a different phase encoding gradient in each repetition to obtain a
2D encoded data set of a selected slice for example. The directions of the frequency encod-
ing and the phase encoding are arbitrarily chosen to be in the x-direction and y-direction,
respectively. A 2D resolved image is reconstructed by applying a discrete Fourier trans-
formation to the discrete and finitely sampled data [36]

ρ̂(j∆x, l∆y) =
1

NxNy

Nx−1∑
m=0

Ny−1∑
n=0

Smeas(m∆kx, n∆ky)e
i2π

(
jm∆kx∆x

Nx
+
ln∆ky∆y

Ny

)
(2.8)

with the continuous components of ~r = (x, y) and ~k = (kx,ky) replaced by their discrete
variables

xj = j∆x, yl = l∆y, kx,m = m∆kx, and ky,n = n∆ky (2.9)

as well as
j = 0, 1, . . . , Nx − 1, and l = 0, 1, . . . , Ny − 1. (2.10)

The number of data sampling points in x-direction and y-direction are related to ∆x and
∆kx as well as to ∆y and ∆ky

∆x∆kx =
1

Nx
, and ∆y∆ky =

1

Ny
. (2.11)

Thus, the product of the pixel size and the step size in k-space equals the inverse of the
number of sampled points [36]. Furthermore, the total extent in k-space (e.g. Nx∆kx)
equals the inverse of the spatial pixel size in image space. Additionally, the field of view
(FOV) given by FOVx = Nx∆x or FOVy = Ny∆y equals the inverse of the step size in
k-space

FOVx =
1

∆kx
, and FOVy =

1

∆ky
. (2.12)
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The step size in k-space is related to the gradient and the time it is applied (see Eq. (2.6)),

∆kx =
γ

2π
Gxτdwell, and ∆ky =

γ

2π
∆Gyτy (2.13)

with τy the duration of ∆Gy. τy is kept the same for allNy phase encoding steps. However,
the amplitude of Gy is different for all Ny phase encoding steps. ∆Gy refers to this change
in amplitude between two consecutive repetitions n and n+ 1.
The spatial resolution in image space in x-direction and y-direction can be rewritten using
Eq. (2.13)

∆x =
2π

γGxτdwellNx
=

1

2kx,max
and ∆y =

2π

γ∆GyτyNy
=

1

2ky,max
(2.14)

with kx,max = γ
2πGxτdwell

Nx
2 and kx,min = −kx,max as well as ky,max = γ

2π∆Gyτy
Ny
2 and

ky,min = −ky,max.
To define FOVx the bandwidth of the receiver has to be adjusted. Note, the imaged object
can be larger compared to the selected FOVx since a hardware (bandpass) filter is applied
(important feature of an MRI receiver) to avoid aliasing in the readout direction [36]. In
contrast to the aliasing which occurs in the phase encoding direction when FOVy is set too
small compared to the extent of the object and cannot be removed via hardware filters.
The receiver bandwidth per pixel BWreceiver,pp and τdwell are related as [36]

BWreceiver,pp · τdwell =
1

Nx
. (2.15)

The total bandwidth of the receiver is then given by

BWreceiver,total = BWreceiver,ppNx =
1

τdwell
. (2.16)

2.3 Magnetic Resonance (MR) system

The detection of NMR signals is challenging since these signals are weak. There is only a
small surplus of spins in the thermal equilibrium in an external magnetic field which can
be actually used for signal generation [27]. To increase this small amount of spins higher
magnetic fields are applied. Nowadays, MR systems commonly operate at magnetic fields
of several Tesla. For comparison the earth magnetic field is about 50µT at the surface of
the earth [27].
The main components of a modern clinical MR system are:

1. a strong homogeneous static B0 normally generated by a superconducting electro-
magnet

2. shim unit to sustain a homogeneous static B0

3. gradient system providing additional magnetic fields in x-, y- and z-directions

4. radio transmitter section generating the RF pulse

5. Transmit and receive coil system:
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Figure 2.1: MR scanner with an in vitro setup on the patient table.

(a) coil orientation: windings are not wrapped around B0. Coil loop area vector is
perpendicular to B0.

(b) transmit and receive coils (e.g. body volume coil) for RF signal emission and
NMR signal detection

(c) receive coils for NMR signal detection only (surface coils such as spine array
coil, body array coil)

6. NMR signal receive section detecting a complex signal which is digitized via an ana-
logue to digital converter (ADC)

7. a computer setup consisting of:

(a) a host computer (MR-console)

(b) a real time controller (called MPCU - measurement and physiologic control unit
on a Siemens system)

(c) an image reconstruction system

8. ancillary equipment such as the cooling system of the magnet

The superconducting electromagnet is cooled by liquid helium at a temperature of around
4 K. The gradient system, the shim unit and the body volume coil are incorporated into the
housing of the MR system in Fig. 2.1. Characteristic parameters of the gradient system are
the maximum gradient strength and the maximum slew rate. On the Siemens MR systems
Tim-Trio and Prisma, which were used in this work, these values are 45 mT/m and 200
T/m/s (3 T, Tim-Trio, Siemens, Erlangen, Germany) and 80 mT/m and 200 T/m/s (3 T,
Prisma, Siemens, Erlangen, Germany), respectively.
The gradient system is switched on and off, and the supply with electrical currents of these
coils change. Lorentz forces act on the coils generating loud noises. Hence, ear protection
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is required if people are in the vicinity of the running MR system or inside the bore of
the magnet. The body volume coil is frequently used for emission of RF pulses. It is also
applicable for NMR signal detection. However, to increase the signal to noise ratio of the
detected NMR signal, surface coils are placed as closely as possible onto the subject to be
imaged.
The MR imaging unit (MR scanner) is placed into an RF shielded room (Faraday cage)
to avoid image distortions caused by external RF sources. Non conducting cables such
as fiber optic cables can be fed through wave guides into the room of the MR system to
sustain the Faraday cage.
At the MR-console, software (see pulse sequences in the following section) can be adjusted
and run by the operator. Adjustments beyond the offered possibilities can be conducted in
a special programming environment. The synchronization and timing of hardware com-
ponents such as switching of gradient coils, RF amplifiers and so on is controlled by the
real time computer. The acquired data is sent to the image reconstruction computer to
process the MR images. All computers are connected via an Ethernet switch.

2.4 Pulse sequences

Pulse sequences are used at an MR system to control the timing of RF pulses, the gradient
coils for spatial encoding, and the acquisition of k-space data. The FID signals can be ma-
nipulated such that so called spin echoes or gradient echoes are generated and detected.
Pulse sequences based on spin echoes or gradient echoes are frequently used for MR ac-
quisitions in clinical routine. Dependent on the timing of the individual components of
a pulse sequence a variety of tissue contrasts can be generated which makes MRI an ex-
tremely powerful tool to address medical questions. The basic principles and key features
of commonly applied MR pulse sequences are introduced in the following subsections.
Two important parameters of an MR sequence are the echo time TE defining the time from
the application of an RF pulse to the maximum amplitude of the echo, and the repeti-
tion time TR which gives the time interval between two consecutive sequence repetition
intervals.

2.4.1 Spin echo sequence

In a spin echo sequence two RF pulses, a π/2 pulse and a π pulse, are applied consecutively
(Fig. 2.2). The first pulse generates transverse magnetization as described in sections 1.5
and 2.1. After the first RF pulse and during the time interval 0 < t < τ , the transverse
magnetization vector rotates in the xy-plane at ω0. If there are local deviations from B0

(denoted with ∆B(~r) field inhomogeneities), precession frequencies of the spins deviate
from ω0. The corresponding phase offset is Φxy(~r, t) = −γ∆B(~r)t [28]. The loss of coher-
ence of the spin ensemble can be reversed by applying the second pulse with a flip angle
of π. According to the Bloch equations 1.38–1.40, this second pulse rotates the transverse
magnetization vector by 180◦ around the direction of the B1-field of the pulse (For a B1,y-
pulse the y component of the vector remains the same whereas the x component changes
its sign). This results in Φxy,RF2(~r, τ) = γ∆B(~r)τ = −Φxy(~r, τ). During the consecutive
time interval τ < t the phase offset becomes Φxy2(~r, t) = γ∆B(~r)τ − γ∆B(~r)(t − τ) =
−γ∆B(~r)(t− 2τ) [28]. At t = 2τ the phase offset becomes zero independently of the indi-
vidual value of ∆B(~r). Complete phase coherence is achieved and an echo signal occurs.



2.4 Pulse sequences 25

Figure 2.2: The schematics shows a spin echo sequence. The timing of the RF pulses (π/2
pulse and π pulse), the gradients for spatial encoding (Gx, Gy, Gz, see section 2.1), and the
spin echo are indicated. The time interval τ between the π/2 pulse and π pulse and the
time interval τ between the π pulse and the occurrence of the spin echo are equal. A spin
echo occurs at TE ≡ 2τ . (Figure was adapted from reference [29].)

This signal acquired at TE ≡ 2τ is called spin echo [39]. The key features here are that the
time interval between the first and second RF pulse and the time interval between second
RF pulse and the occurrence of the spin echo are equal and that the Larmor frequencies
remain constant in time.
Since transverse magnetization undergoes T2-relaxation between excitation and echo for-
mation (see subsection 1.4.4), the peak amplitude of the spin echo is given by [29]

sSE,ampl ∝ e(−
TE
T2 ). (2.17)

In practice the flip angle of both excitation and refocusing pulse may deviate from π/2 and
π, respectively. A more general equation considering arbitrary flip angles of the two pulses
is given in [29]. The spin echo signal is a practically symmetric signal with its amplitude
being T2 weighted [29].

2.4.2 Gradient echo sequence

Another way of generating an echo is by applying magnetic field gradients. If a gradient is
applied, spins at different positions along the gradient acquire different phases. The longer
the gradient is applied, the bigger the differences in their phases become. If the gradient
is reversed (positive to negative sign or vice versa) the accumulated phases of the spins
decrease according to their position in space. An echo signal (called gradient echo) occurs
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Figure 2.3: The schematics shows a gradient echo sequence. The timing of the RF pulse
(with flip angle ΘRF), the gradients for spatial encoding (Gx, Gy, Gz, see section 2.1), and
the gradient echo are indicated. (Figure was adapted from reference [29].)

as the accumulated phases of the spins become zero (Fig. 2.3). All spins are rephased and
phase coherence is regained. However, gradient reversal refocuses only the dephasing
due to the gradient, dephasing due to other mechanisms (i.e., field inhomogeneities (see
subsection 1.4.4)) remain. Thus, compared to spin echo formation the peak amplitude of
the echo signal depends on T2∗ instead of T2 with

sgre,ampl ∝ e(−
TE
T2∗ ). (2.18)

Gradient echoes are frequently used in combination with the application of lower flip
angles (ΘRF < 90◦) to reduce TR, and thus reduce the total acquisition time (denoted
gre Fast Low Angle Shot (FLASH) sequences in the following). Due to the reduced TR, the
longitudinal magnetization might not be fully recovered to its thermal equilibrium value
before the next RF pulse is applied. Thus, a reduced amount of longitudinal magnetization
is applicable for the conversion to coherence by the next RF pulse. After several RF pulses
a steady state is reached between the recovery of the longitudinal magnetization and the
generation of transverse magnetization. The optimum signal amplitude for a given TR
and T1 is given by the so called ‘Ernst’angle [40],

cos(ΘErnst) = e(−
TR
T1 ). (2.19)

With Eq. (2.19) the optimum flip angle can be chosen to maximize the transverse magneti-
zation of the steady state and hence, the measured signal.
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Figure 2.4: The schematics shows an inversion recovery spin echo sequence. The timing of
the RF pulses (π pulse, π/2 pulse, and π pulse), the gradients for spatial encoding (Gx, Gy,
Gz, see section 2.1), and the spin echo are indicated. The time interval between the first π
pulse and the π/2 pulse of the spin echo sequence is called inversion time TI. (Figure was
adapted from reference [29].)

2.4.3 Inversion recovery sequence

The relaxation time T1 is usually determined with an inversion recovery sequence. This
type of sequence applies a π pulse to invert the longitudinal magnetization (magnetiza-
tion preparation) as shown in Fig. 2.4. After waiting a time interval (called inversion time
TI), the imaging sequence is played out starting with a π/2 pulse. During TI the inverted
longitudinal magnetization (inverted populations) relaxes towards its equilibrium value.
The population difference between the two energy levels for a spin-1/2 ensemble is con-
verted into coherences as the π/2 pulse is applied. The resultant transverse magnetization
generates an NMR signal. The NMR signal amplitude and with that (after Fourier trans-
formation), the peak amplitude depends on T1 as follows [41, 21, 27]

sIR,ampl ∝
(

1− 2 e−
TI
T1

)
. (2.20)

To determine T1 the experiment has to be repeated several times applying each time a
different value for TI.
If the pulses are repeated several times as it is commonly the case in MR imaging, the
repetition time TR (this time defined as the time interval between the two consecutive π
pulses) has to be considered according to [29]

sIR,ampl ∝
(

1− 2 e−
TI
T1 + e−

TR
T1

)
. (2.21)
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Chapter 3

Magnetic Resonance Velocimetry
(MRV)

The ability to quantitatively measure velocities non-invasively in the human body is of
great interest to study the progress of certain diseases in the vascular system. A frequently
applied technique is Doppler ultrasound. However, in certain areas of the body the access
with this technique is limited due to air or other constituents reflecting ultrasound waves.
Thus, MR provides an excellent tool to study blood flow for example [3].

3.1 Velocity encoding

The sensitivity of the MR signal to motion was discovered in the 1950s [42, 41, 43, 44, 45].
However, it took several decades until velocity measurements were conducted in humans
using magnetic resonance [46]. Different strategies were developed to extract velocity
from the measured MR data. There are methods which rely on the change in signal inten-
sity due to flow [43] or tagging of moving tissue using specific pulses [47, 48]. However,
these methods have shortcomings such as difficulties in measuring velocity and vessel ar-
eas at once as stated in Pelc et al.[49]. Thus, they are not much used in clinical routine for
measuring blood flow. In practice, so called phase shift methods are applied. They exploit
the fact that the phase accumulation of spins traveling along a magnetic field gradient
is different from static spins. Phase based methods (also known as phase contrast (PC)
methods) are well suited for quantitative measurements [49]. PC MR velocimetry (MRV)
is explained in more detail below since it was applied to acquire quantitative velocity im-
ages in this work.
The effective magnetic field Beff seen by a spin ensemble inside the MR system providing
an external static magnetic field B0 is given by

Beff = B0 + ∆B0(~r) + ~G(t) · ~r(t)). (3.1)

Inhomogeneities of B0, due to susceptibility differences of the object for example, are de-
noted by ∆B0. The third term in Eq. (3.1) describes the contribution of the time dependent
gradients applied during MR imaging. The effective frequency of the spin ensemble at a
given location ~r is

ωeff(~r, t) = γBeff . (3.2)
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To obtain the phase accumulated by the spin ensemble within one excitation cycle the time
integral of Eq. (3.2) has to be calculated,∫ t

t0

ωeff(~r, τ) dτ =

∫ t

t0

γ
(

∆B0 + ~G(τ) · ~r(τ)
)

dτ

Φ(~r, t)− Φ(~r, t0) = γ

(
∆B0(t− t0) +

∫ t

t0

~G(τ) · ~r(τ)) dτ

)
(3.3)

with t0 referring to the time when the RF pulse is applied and t denotes some later time
such as the echo time TE, when the data is acquired. In a reference frame that is rotating
at the Larmor frequency, γB0 vanishes.
The vector variable ~r(τ) in Eq. (3.3) can be rewritten in a Taylor series

~r(τ) =
∞∑
k=0

~r k(t0)

k!
(τ − t0)k (3.4)

with ~r k(t0) being the k-th partial derivative of ~r(τ) with respect to time evaluated at τ =
t0. The combination of Eq. (3.4) with Eq. (3.3) results in

Φ(~r, t) = Φ(~r, t0) + γ∆B0(t− t0) + γ

∞∑
k=0

~r k(t0)

k!
·
∫ t

t0

~G(τ)(τ − t0)k dτ (3.5)

Φ(~r, t) = Φ0 +
∞∑
k=0

Φk(~r
k, t). (3.6)

The k-th gradient moment Mk is defined as [36]

Mk ≡
∫ t

t0

~G(τ)(τ − t0)k dτ. (3.7)

The background phase Φ0 includes the unknown initial phase of the spin ensemble at t0
and additional phase contributions due to inhomogeneities of B0. Note, the contributions
of higher order gradient moments to Φ(~r, t) are reduced by a factor of 1

k! (Eq. (3.5)).
The velocity is assumed to be approximately constant within the interval [t0 = 0, t]. There-
fore, higher orders of motion such as acceleration are negligible and the phase evaluation
of the spin ensemble can be approximated by

Φ(~r, t) ≈ Φ0 + γ ~r(0) ·

M0︷ ︸︸ ︷∫ t

0

~G(τ) dτ +γ ~v(0) ·

M1︷ ︸︸ ︷∫ t

0

~G(τ)τ dτ

≈ Φ0 + ∆Φ0 + Φ1. (3.8)

Typically, bipolar gradients are used to measure velocities. A bipolar gradient consists
of a positive gradient lobe G+ and a negative gradient lobe G− (Fig. 3.1). These lobes
have the same 0-th gradient moment. Stationary spins show a linear dephasing which is
compensated by the second gradient lobe G− after 2∆t. Spins moving with a constant
velocity alongG follow a quadratic phase evolution leading to a non-zero phase ∆Φ1 after
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Figure 3.1: The schematics shows a point symmetric gradient G called bipolar gradient
with a total duration of 2∆t. Stationary spins show a linear dephasing which is compen-
sated by the second gradient lobe G− after 2∆t. Spins moving with a constant velocity
along G follow a quadratic phase evolution leading to a non-zero phase ∆Φ1 after 2∆t.
(Figure was adapted from reference [36].)

2∆t.
The 0-th gradient moment M0 of a bipolar gradient is zero, wheres its first gradient mo-
ment M1 is nonzero. To null M1 in addition to M0, a tripolar gradient is required. It
consists of three gradient lobes (G+, two times G−, and G+ (Fig. 3.2)) leading to ∆Φ0 = 0
and Φ1 = 0. Additional detailed information on gradient moment nulling can be found in
Bernstein et al.[36].
Measurements once with a bipolar gradient (velocity encoded measurement) and once
with a tripolar gradient (velocity compensated measurement) can be used to eliminate
the unknown Φ0 (Eq. (3.6)). These two measurements of Φ(~r, t) with different M1 are
subtracted. Ideally, the remaining phase difference ∆Φ(~r, t) is only proportional to the ve-
locity of the spin ensemble and all other effects affecting the phase are eliminated.
The phase difference between a velocity compensated and a velocity encoded measure-
ment is given by

∆Φ(~r, t) ≈ γv||∆M
1

⇐⇒ v|| ≈
∆Φ(~r, t)

γ∆M1
= ∆Φ(~r, t)

venc
π
. (3.9)

The maximum velocity which can be encoded with a certain value of M1 and which leads
to a phase shift of ±π is defined as venc

venc =
π

γ∆M1
. (3.10)

The venc is ideally chosen to be slightly higher than the maximum velocities occurring in
the region of interest. If the venc is lower than the actual velocities measured, the phase
difference exceeds the possible range of −π to π and phase wrapping occurs. Phase wrap-
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Figure 3.2: The schematics shows a tripolar gradient with a total duration of 4∆t. The
phase of the stationary spins and the phase of the non-stationary spins, moving with a
constant velocity, are zero after 4∆t due to the specific combination of the gradient lobes
G+ and G−. (Figure was adapted from reference [36].)

ping occurs since the phase and also the phase difference is a periodic function with a
periodicity of 2π.

In contrast, choosing a too large venc compared to the maximum velocities within the re-
gion of interest causes an increase in the phase noise since [50]

σΦ noise ∝
1

SNR
. (3.11)

SNR is the signal to noise ratio of the magnitude image. The phase noise of the phase
difference images is given by

σ∆Φ noise ∝
√
σ2

Φ noise + σ2
Φ noise =

√
2

SNR
(3.12)

if the noise of the two phase images is uncorrelated. Converting σ∆Φ noise to velocity units,
results in the velocity phase noise [49]

σv =

√
2

SNR

venc
π
. (3.13)

There are various different acquisition schemes to acquire velocity encoded data leading
to different noise sensitivity of the measurement. Further information on this topic can be
found in [51, 52].

A low venc measures low velocities more precisely than a high venc since the velocity phase
shift is large compared to noise. However, increased flow ghosting can occur [53]. Gen-
erally, it is a trade-off between the adjustment of imaging parameters to the theoretically
most suited value and imaging artifacts which may degrade the precision of quantitative
analysis of the data.
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3.2 Applications of MRV

Commonly, MRV is put into the medical context to study quantitatively the hemodynam-
ics of the human body. Detailed reviews on currently available acquisition techniques and
their possible clinical applications can be found in [3, 54, 55]. Data analysis strategies for
flow visualization are presented and promising quantitative hemodynamic markers such
as pulse wave velocity, pressure, turbulent kinetic energy, wall shear stress and so on are
described.
Furthermore, MRV can be used to determine the physiologic boundary conditions re-
quired as data input in computational fluid dynamic (CFD) calculations [56]. Generally,
the combination of these two methods offers a great potential for a variety of applications
in engineering fields for example. An overview of disciplines which can benefit from MR
imaging as an additional measurement device is presented in [57].
Additional to the medical application, MRV can be used in many other fields of science.
An early application considered the measurement of fuel flow [58]. Recently, Wassermann
et al.[8] presented MRV measurements conducted on a bi-stable fluidic oscillator. Good
agreement was found between data acquired by MRV as well as laser Doppler anemome-
try. Another possible application of MRV was conducted in the field of biology. Goldstein
et al.[59] studied the vacuolar flow in an acquatic plant using MRV. A comparison to the-
oretical calculations revealed excellent agreement. These examples just give a glimpse of
the possibilities of MRV applied in fields other than medicine. A review on MRV with
respect to engineering is given by Elkins and Alley [15].
In addition to MRV further parameters, describing scalar fields for example, could be in-
vestigated within the same MR measurement session. Benson et al.[6] studied 3D velocity
fields and concentration fields to examine turbulent mixing of two streams in trailing edge
regions of turbine blades.
There is a growing interest in different fields of engineering to determine both velocity
fields and temperature fields using MRI. For example, in the context of biomedical engi-
neering a laser heated shape memory polymer foam device was studied with MRI [60]. As
the foam was thermally activated, the change in temperature as well as the change in the
hemodynamics were of interest in this study.
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Chapter 4

Magnetic Resonance Thermometry
(MRT)

There are various temperature sensitive MR parameters which can be used for quantitative
temperature assessment. The parameters are

1. proton resonance frequency (PRF) [61]

2. T1 and T2 relaxation times [62]

3. proton density [63]

4. diffusion coefficient [64]

5. magnetization transfer [65]

In addition, contrast agents have been developed which also exhibit a temperature depen-
dency.
A brief summary about the basics of the above itemized parameters with respect to their
applicability for temperature measurements is given in the following sections 4.2– 4.6.
These sections are primarily based on the review article of Rieke and Pauly [10]. An
overview over different applications of MRT reported in literature concludes this chap-
ter.

4.1 MRT based on Proton Resonance Frequency (PRF)

The Larmor frequency of the hydrogen protons in the water molecule is altered due to
the chemical shift (see Eq. (1.22)). An induced magnetic field (due to microscopic current
distributions) partly screens the proton. Therefore, the local precession frequency of the
proton is decreased,

ωnucleus = γ B0 (1− σ), (4.1)

with σ denoting the screening constant of the hydrogen nuclei [10]. Hydrogen bonds in-
fluence this screening effect, and the formation of hydrogen bonds in water is temperature
dependent. Fewer hydrogen bonds occur on average as the temperature increases. The
screening becomes more effective. Therefore, σ increases with increasing temperature.
This temperature dependency of ωnucleus is exploited in PRF thermometry.
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The temperature dependency of σ can be linearly approximated as [10]

σ = α T (4.2)

within certain temperature ranges which depend on the substance under investigation.
For instance, the temperature coefficient α is given by αwater = 1.03 ± 0.02 · 10−8 K−1 for
pure water between -15 ◦C and 100 ◦C [66, 67] or αwater = 1.02 ± 0.01 · 10−8 K−1 over a
temperature range between 13 ◦C and 36 ◦C [68]. Smaller values for water samples were
determined by [69, 70], αwater = 0.970±0.003 ·10−8 K−1 and αwater = 0.99±0.02 ·10−8 K−1.
The origin of the deviation to the value presented by Hindman [66] is not understood.
Generally, variations of α for different tissue types containing water and no fat are typi-
cally sufficiently small such that a common value of α = 1.0 · 10−8 K−1 is usually used in
in vivo temperature measurements. In contrast to thermometry based on T1 (see section
4.2) no calibration for each tissue type is required for the PRF method.
In this work, α is defined to be positive because the screening effect increases with increas-
ing temperature Eq. (4.2). In contrast, ωnucleus decreases with increasing temperature. This
temperature dependent change of ωnucleus can be measured with MR techniques.
MRT based on PRF has been reported to be the most precise method [71] and the most
sensitive method to detect small temperature changes [72]. There are two major acquisi-
tion strategies to detect temperature using PRF, one based on spectroscopy and one based
on phase mapping.

4.1.1 Temperature sensitive spectroscopy

The temperature dependent chemical shift between two peaks of a spectrum can be used
to determine absolute temperature values. For example, the spectrum contains a second
temperature independent peak in addition to the water peak. The temperature dependent
chemical shift of water can be determined in analogy to Eq. (1.23),

δwater,ref =

(
ωwater(T )− ωreference peak(T )

ωreference peak(T )

)
≈

(
ωwater(T )− ωreference peak(T )

ωspectrometer

)
. (4.3)

with ωspectrometer denoting the frequency of the spectrometer and T referring to the tem-
perature [73]. δwater,ref is related to the screening constants of water and the reference
compound as follows,

δwater,ref ≈ −σwater(T ) + σreference peak = σwater,ref (4.4)

with ωwater(T ) = γ B0 (1−σwater(T )+χ(T )) and ωreference peak(T ) = γ B0 (1−σreference peak+
χ(T )). Note, the temperature dependent susceptibility χ(T ) cancels.
If a linear relationship between δwater,ref and temperature is present, the temper-
ature change (slope of the linear regression) is given by α =

∆δwater,ref

∆T =
−σwater(T1)+σreference peak+σwater(T2)−σreference peak

∆T = ∆σwater
∆T , and the absolute temperature can

be obtained with [73]

Tabs =
δwater,ref

α
+ Toffset =

σwater,ref

α
+ Toffset. (4.5)
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If solely a single peak is available in the spectrum, temperature differences can be deter-
mined (similarly to temperature phase mapping described in subsection 4.1.2), however,
no absolute temperatures. A measurement needs to be conducted at two temperatures,
Tref and T for example. The shift in the resonance frequency at Tref and T is determined
and can be converted to a temperature change as [73]

∆T =
∆δ

α
. (4.6)

Changes in the pH value might not directly affect the temperature coefficient. However,
they influence the formation of hydrogen bonds, and thus the local resonance frequency
of the protons causing difficulties in absolute temperature measurements [73]. Further
factors which can influence the accuracy of the spectroscopic temperature measurements
are the SNR, the duration for observing the decaying signal (spectral resolution), inhomo-
geneities of B0 smaller than the voxel size, and eddy currents inducing transient changes
of the resonance frequencies [73].

4.1.2 Temperature phase mapping

The acquisition of MR phase images with a gradient echo pulse sequence for example
allows only the measurement of relative temperature changes (in contrast to the spectro-
scopic PRF method). Two consecutive measurements are performed: first, at temperature
Tref (serving as a reference scan), and second at a distinct temperature T achieved after
cooling or heating of the sample.
During TE of the gradient echo sequence, the phase ΘPRF of the acquired signal evolves
as

ΘPRF = ωnucleus TE. (4.7)

A phase difference image is determined by subtracting the two phase images acquired at
Tref and T , respectively. The phase difference ∆ΘPRF is directly proportional to the change
in temperature ∆T between T and Tref ,

∆T =
ΘPRF,T − ΘPRF,Tref

γ B0 α TE
=

∆ΘPRF

γ B0 α TE
. (4.8)

Eq. (4.8) results from the combination of Eq. (4.1),Eq. (4.2), and Eq. (4.7).
The phase sensitivity to temperature changes ∆ΘPRF

∆T increases with increasing magnetic
field strength and also with increasing TE. Generally, TE has to be adjusted to the ex-
pected range of temperature changes to avoid multi phase wraps (∆ΘPRF � 2π) which
cannot be corrected. However, there are also acquisition strategies available to make phase
unwrapping of multi wrapped data possible by acquiring multi echo data using a multi
echo gradient sequence for example. Furthermore, images acquired with longer TEs are
more susceptible to inhomogeneities ofB0 and motion induced phase errors. For example,
higher orders of motion add an additional phase which is not related to temperature. In
addition, SNR can be decreased because of intra voxel dephasing and T2∗ relaxation.
The theoretical maximum of the temperature-dependent phase difference SNR is achieved
if TE = T2∗ (see [10] for further details). If, however, PRF temperature phase mapping is
conducted in fluid flows, TE smaller than T2∗ might need to be considered to reduce the
displacement of spins during TE and possible phase contributions due to acceleration.
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Thus, the best choice of TE depends on the flow conditions.
To estimate the uncertainty of the phase in the phase difference image, the phase noise
which is related to SNR as shown in Eq. (3.12) for uncorrelated measurements is converted
to temperature according to

σ∆T ≈
√

2

SNR

1

γ B0 α TE
. (4.9)

with the assumption SNRT ≈ SNRTref
= SNR since SNR changes with temperature.

The factor
√

2 arises from Gaussian propagation of errors and disappears if the temper-
ature uncertainty of a phase image acquired at a single temperature is considered as in
referenceless PRF thermometry [74].
Furthermore, the accuracy of PRF temperature phase mapping is dependent on various
effects arising from material properties (susceptibility, electrical conductivity) or temporal
stability of the MR system (magnetic field drifts), and are discussed in the following.

Susceptibility effects

In addition to the temperature dependent chemical shift, the proton resonance frequency
can be altered by the temperature dependence of the volume susceptibility [69]. In Eq.
(4.1), the contributions to the screening by macroscopic currents occurring within the ob-
ject was neglected. The macroscopic field of the object, ~Bmacro, is altered by these currents.
Hence, two effects [69], one microscopic (related to chemical shift) and one macroscopic,
contribute to the total screening of a proton located at position ~rproton. The total field at
~rproton is given by

~Blocal

(
~rproton

)
=

(
1−

2χobject

3
− σ

)
~Bmacro

(
~rproton

)
(4.10)

with the susceptibility of the object χobject. ~Bmacro is parallel to ~B0 for simple geometries
such as a sphere or infinitely long cylinders whose axis are oriented parallel or perpendic-
ular to B0 [69]. This might not be the case for arbitrarily shaped objects. Generally, ~Bmacro

can be calculated using Maxwell's equations. In the case of the infinitely long cylinders,
the local fields inside are given by

Blocal,cyl,‖ =

(
1− σ +

χobject

3
− χexternal

)
B0 (4.11)

Blocal,cyl,⊥ =

(
1− σ −

χobject

6
− χexternal

2

)
B0 (4.12)

with χexternal denoting the susceptibility outside the object.
If the susceptibility were temperature independent, all susceptibility terms of
~Blocal

(
~rproton

)
would cancel when calculating the phase difference image. A conversion

of the phase difference to a change in temperature using Eq. (4.8) with the correspond-
ing α of the material is appropriate. However, the susceptibility of objects can be quite
temperature dependent. For paramagnetic substances, the temperature dependency of
the susceptibility is given by Curie's law Eq. (1.2), χ ∝ 1

T , and thus dχ
dT ∝ −

1
T 2 . For dia-

magnetic substances there is no such general relationship. For example, the temperature
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dependency of the susceptibility of water is given by ∆χwater

∆T = −0.26 · 10−8 K−1 over a
temperature range of 28 ◦C to 44 ◦C [69] or ∆χwater

∆T = −0.20 ± 0.09 · 10−8 K−1 covering a
similar temperature range [70]. This means, a diamagnetic material like water becomes
more diamagnetic with increasing temperature (see also [34, 75]).

For pure water and tissues with a high fraction of water the temperature dependency of
the susceptibility is much smaller than the temperature dependent screening of the hy-
drogen nuclei

(∣∣∣∆χwater

∆T

∣∣∣� |αwater|
)

[10, 70]. The temperature dependencies in fat are

different such that
∣∣∣∆χfat

∆T

∣∣∣ � ∣∣∣∆σfat
∆T

∣∣∣, for example ∆χfat
∆T = −0.80 ± 0.15 · 10−8 K−1 and

∆σfat
∆T = 0.02± 0.04 · 10−8 K−1 for temperatures above 32 ◦C [70]. The temperature depen-

dency of ~Blocal

(
~rproton

)
in fat is predominantly caused by changes in the susceptibility.

Note the similar order of magnitude for
∣∣∣αwater = ∆σwater

∆T

∣∣∣ and
∣∣∣∆χfat

∆T

∣∣∣. As a consequence,
accurate PRF temperature phase mapping in fatty tissue is quite challenging.

The phase change due to temperature is related to susceptibility changes in addition to the
change in σ at a particular location in the object. Depending on the size of these suscepti-
bility effects with respect to σ (thus, α), PRF thermometry results can be affected severely.
For example, Streicher et al. [76] found that a change in the air temperature from 23 ◦C to
69 ◦C caused an error of 2 K in the temperature difference maps. Whereas, if 100 % oxygen
(paramagnetic gas) surrounded the object, the error increased up to 40 K. Additionally, the
error was dependent in a nontrivial way on the experimental configuration.

In the configuration of the setup, the orientation and geometry of the heat source with
respect to B0 and the associated heat distribution need to be considered as demonstrated
by Peters et al. [77]. A radially symmetric temperature distribution surrounding a cylin-
drical heat source is deformed if the axis of the heat source is oriented perpendicular to
B0. In addition, α values determined once with the heat source oriented parallel and once
oriented perpendicular to B0 differ and are spatially dependent for the latter orientation.
Errors up to ±30 % can occur if this spatial variation of α is not considered.

In addition, the paramagnetic doping of the fluid used for cooling for example can affect
the accuracy of the PRF temperature measurements [69]. High doping of the cooling fluid
would be desirable to reduce flow artifacts in the region of interest due to the very short
T2* relaxation times. Other ways to eliminate flow related artifacts are 1.) to turn the
cooling flow off and wait until it settles down at the expense of temperature changes which
can occur during the acquisition; 2.) using a copper pipe (as used in this work) which
shields the RF pulse and prevents signal generation inside the pipe; 3.) circulating a proton
free fluid such as fluorinert [16] which does not give any signal; 4.) to manipulate the
geometry in a way that the temperature dependent field perturbations outside the cooling
or heating system become very small, and a combination with high doped cooling fluids
becomes feasible. For example, in the case investigated by De Poorter [69], an extension of
the length of the cooling box would meet this condition.

In conclusion, the design of the setup (geometry and orientation with respect to B0) and
the material of the experimental setup need to be selected very carefully to minimize phase
changes related with temperature dependent local B0 inhomogeneities. The susceptibility
of the materials and of the fluid should be matched as recommended in the review of
Schenck on susceptibility in MRI [34].
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Electrical conductivity dependence

Furthermore, Peters and Henkelman [78] observed the value of α to be dependent on the
choice of TE. They propose that the corresponding phase shift offset is caused by a tem-
perature dependent change of the electrical conductivity of the materials. The amplitude
of the magnetic field component of an RF pulse will be attenuated and its phase will be
retarded as it penetrates an electrically conducting object [79]. This interaction of the RF
pulse and the material may result in a nonuniform flip angle distribution within the ob-
ject and in a variation of the phase of the transverse magnetization with depth [78]. If the
phase delay of the magnetic field component of an RF pulse differs for two measurements
conducted at two distinct temperatures, a phase offset will remain in the phase difference
image. However, this phase offset is actually not related to the temperature dependency of
the screening effect. The phase retardation depends on object properties in particular the
temperature dependent electrical conductivity. It was shown that the phase retardation
effect is substantial in larger uniformly heated objects due to its depth dependency.

Magnetic field drift dependence

An additional source contributing to phase offsets is given by the temporal drifts of B0.
A variety of correction methods is proposed in literature to account for this error such as
including thermally insulated reference phantoms [80, 81, 82] or more recently, using field
probes [83, 84].

4.2 MRT based on T1 and T2 relaxation times

The relaxation time T1 is dependent on temperature [85]. The relaxation is caused by ran-
dom field fluctuations which continuously vary the total local field. The motion of the
molecules leading to those fluctuations is temperature dependent. T1 increases if the tem-
perature of a non-viscous solution containing small molecules rises [27]. In contrast, T1
decreases if the temperature of a sample containing large molecules or a viscous solution
rises [27]. For example, the value of the temperature dependency of T1 (called temperature
dependent coefficient (TDC)) in light vegetable oils was determined to be 3.59±0.18 %/◦C
at 22 ◦C, and in copper sulfate solutions TDC was found to be 2.37±0.17 %/◦C at 22 ◦C us-
ing a 0.15 T MR system [86]. Quantitative MRT based on T1 requires a calibration for each
tissue type. Thus, in vivo, temperature mapping based on the temperature dependency of
T1 is used as a qualitative measure due to unknown temperature dependencies of particu-
lar tissues or effects altering the tissue properties such that non linear dependencies occur
[10].
The temperature dependency of T2 is similar to the T1 dependency. T2 of water increases
with raising temperature, whereas T2 decreases with raising temperature in 0.5 % agarose
gel [87]. The temperature dependence of T2 is relatively small [86]. Measurements in
polypropylene revealed a non linear temperature dependency on T2 [88]. The tempera-
ture distribution within a polypropylene sample could be determined with an accuracy of
approximately±2− 3K. In food science applications, the percentage temperature sensitiv-
ity of a starch-based sauce containing vegetables was determined to be 2.5 %/◦C at 20 ◦C
[89]. Further details on the relaxation mechanism of T1 and T2 as well as their dependen-
cies on tissue type, NMR frequency, temperature and other parameters can be found in the
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review of Bottomley et al. [90].
A combination of T1 and T2 temperature dependencies can be exploited to conduct tem-
perature monitoring as recently presented by Vesanen et al. [87] at ultra low fields. The
temperature dependencies of T1 and T2 relaxation times of water and agarose gel were
studied for various field strength between 50µT and 50 mT as well as at 3 T over a temper-
ature range from 5 to 45 ◦C. In vitro temperature maps were reconstructed with previously
determined T1 and T2 values.
Measurements of T1 are typically performed using inversion recovery sequences with
different inversion times [89]. T2 values are measured by spin echoes sequences with
various TE settings such as the Carr-Purcell-Meiboom-Gill (CPMG) multi-echo sequence
[41, 91, 86, 89].

4.3 MRT based on proton density

The temperature sensitivity of the proton density of paramagnetic substances is based on
the temperature dependency of the susceptibility of the object described by Eq. (1.2). The
susceptibility is related to the equilibrium magnetization as Mz,equilibrium = χB0 [92], thus,
Mz,equilibrium ∝ 1

T . Mz,equilibrium and the proton density are directly proportional quantities.
The temperature dependent signal change is -0.3±0.01 %/◦C over a temperature range
between 37 ◦C and 80 ◦C [10]. Relative temperatures can be determined by these signal
changes in proton density-weighted images. To exclude changes related to T1 effects, long
repetition times in the data acquisition are required. MR thermometry based on proton
density has a low temperature sensitivity. Therefore, high SNR values are required to yield
a sufficiently small temperature uncertainty. As shown by Chen et al. [63], the standard
deviation of the temperature is related to the fraction Tinitial

SNR . Therefore, a temperature
uncertainty of 3 ◦C is achieved for an initial temperature of 300 K and an SNR value of
100 [63]. This level of uncertainty on the actual temperature value is very high e.g. for
dynamic temperature imaging.

4.4 MRT based on diffusion coefficient

Spins traveling along a magnetic field gradient accumulate a phase. The encoding of ve-
locities in MRV is based on this principle (see section 3.1). If random thermal motion
(Brownian motion) of spins occurs along an imaging gradient, various phases are accu-
mulated by the individual spins. A dispersion of their phases (loss of coherence) occurs
which results in an attenuated signal [93]. Thus, the diffusion of molecules which is tem-
perature dependent can be detected by MRI. If the corresponding diffusion coefficients are
measured at two distinct temperatures, relative temperature change can be calculated. The
temperature sensitivity of tissue is in the order of 2 %/◦C [10, 94]. Thermometry based on
the temperature dependency of the diffusion coefficient allows precise temperature mea-
surements of small temperature changes (<1 ◦C) [64, 71]. However, it is very sensitive to
any kind of motion and therefore, not used that often.
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4.5 MRT based on magnetization transfer

Magnetization transfer techniques are used to obtain an additional tissue contrast in MR
images [95]. These techniques are a combination of saturation transfer techniques and
standard MRI sequences [96]. Hydrogen protons of biological systems can be assigned
to two pools called free pool and bound pool. Hydrogen protons of the free pool are
quite mobile. The free pool protons can be imaged using standard MRI methods due to
the relatively long T2 times which are in the order of tens or hundreds of milliseconds
[96]. The spectral line width of the free pool is narrow (see Eq. (1.42) for the correlation
between line width and T2 or T2∗). Hydrogen protons with restricted motion correspond
to the bound pool. These kind of protons can be bound in macromolecules or cellular
membranes [96]. Their very short T2 time (< 0.1 ms) [96] leads to broad line width in the
spectrum. The bound pool is invisible with conventional MRI due to the very short T2.
The central frequencies of the spectral peaks for the free pool and bond pool are approx-
imately the same. However, due to the quite different spectral line widths, frequency se-
lective saturation of the bound pool can be conducted using off-resonance RF pulses. The
saturated protons may transfer their magnetization to protons of the free pool [10]. Thus,
the longitudinal magnetization (which is related to the number of protons of the free pool)
available for imaging is reduced. Hence, a lower signal is detected at locations where mag-
netization transfer occurred [10]. The method based on selective saturation which substan-
tially affects the bound pool while leaving the free pool almost entirely undistorted is one
possible method to generate magnetization transfer contrast. A detailed description on the
mechanism of magnetization transfer and its applications is given in references [65, 96].
The magnetization transfer effect is temperature dependent. Thus, it could be a potential
mechanism to be used in MR thermometry. Possible drawbacks of this method are its
limited sensitivity and strong dependence on the tissue type [10].

4.6 Temperature sensitive contrast agents

There are three main categories of temperature sensitive contrast agents [10].
The first category includes paramagnetic thermosensitive liposomes which provide the
ability to access absolute temperature values [97]. They consist of a phospholipid mem-
brane which encloses gadolinium for example. The membrane becomes more permeable
for water at a particular temperature Tperm (called gel to liquid crystalline phase transition
temperature). Tperm can be altered by changing the phospholipid layer accordingly. At
Tperm the water exchange between the interior and exterior of the liposome is more effi-
cient and a drastic increase in the longitudinal (T1) relaxivity occurs changing the signal
intensity in MRI [97]. The enclosed paramagnetic molecule can be also released and con-
tribute to increase the relaxivity such as in the case of Mn2+ ions. In general, however,
the release of the paramagnetic molecule is not mandatory. The substantial change of the
relaxivity at Tperm allows the assessment of absolute temperature values. However, no
continuous mapping over a temperature range is possible due to strong nonlinear rela-
tionships. Besides the temperature assessment, thermosensitive lipsomes are important
for specific drug delivery to reduce side effects for example. More details about the differ-
ent kinds of thermosensitive lipsomes are given in the review of Lindner et al. [97].
The second category includes paramagnetic lanthanide complexes. The temperature coef-
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ficient of these substances is approximately one to two orders of magnitude higher than
that of water. For example, the methyl group of TmDOTMA− corresponds to a coefficient
of αTmDOTMA− = 57 · 10−8 K−1 [98, 99, 100]. The methyl signal of TmDOTMA− can be
used to conduct in vitro phase difference temperature mapping with a spatial resolution
of about 1-2 mm at high field strengths (9.4 T) [98, 99, 100]. An excellent water suppression
is required in such acquisitions. Another aspect of paramagnetic lanthanide complexes is
that they have generally very short relaxation times T1 and T2 (in the order of up to a few
milliseconds). Thus, the linewidth of the peaks in the spectrum are typically broad with a
FWHM according to Eq. (1.42). This fact might cause difficulties in the determination of
the peak’s maxima and thus, affect the accuracy of the temperature measurement. The un-
certainty of the determined temperature is dependent on the uncertainty for chemical shift
determination which is related to the SNR of each individual peak [100]. Small T2 values
lead to a reduction in the SNR. Additionally, short T2 times in the order of up to a few
milliseconds can make spatial encoding in MR imaging experiments quite challenging.
The third category includes a specific kind of paramagnetic lanthanide complexes called
PARACEST agents [101, 102]. These agents are measured in an indirect way. The signal in-
tensity of the bulk water is changed due to a chemical exchange saturation transfer (CEST)
process. The exchange rate is temperature dependent (given by the Arrhenius equation)
[102]. If the concentration of the agent is known, the temperature can be determined.
In particular in in vivo applications it is difficult to assess the correct local concentration
of the contrast agent. The acquisition of a so called Z-spectra (intensity of a pixel plot-
ted versus saturation frequency offset) in combination with the temperature dependent
hyperfine shift of the lanthanide-bound water proton could be used to determine 2D tem-
perature maps in this case [102]. Over a temperature range from 20-50 ◦C temperature
sensitivities for Dy(1)3+ and Eu(2)− vary linearly and are approximately 690-fold and 40-
fold greater than αwater [102]. Since the signal of the bulk water is acquired, much higher
spatial resolutions might be applicable than with current spectroscopic imaging methods
[102].
Beyond these three main categories of contrast agents introduced above, other tempera-
ture dependent properties of contrast agents were investigated. Muller et al. [103] studied
the temperature dependent spin transition of a system switching from a diamagnetic S = 0
state to a paramagnetic state S = 2. The latter state causes distortions in the MR image
which are represented as arrowhead shaped artifacts for example. This kind of contrast
agent could serve as an artifact switch which indicates that a particular temperature is
reached. Another temperature sensitive contrast mechanism based on the Curie tempera-
ture was investigated by Settecase et al. [104]. Ferromagnetic substances lose their perma-
nent magnetization and become paramagnetic at the Curie temperature. This temperature
dependent transition involves a drastic change in its magnetic susceptibility, given by Eq.
(1.3) above the Curie temperature. A calibration using the size of the susceptibility artifact
in the MR image versus temperature could serve to detect absolute temperatures.
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It is difficult to make general conclusions about which temperature sensitive parameter is
the best one to use. The MRT method of choice strongly depends on the magnetic field
strength and the experimental setup (materials, geometry, orientations of the objects with
respect to B0, presence of motion, kind of motion), temporal stability of the setup, and
thus the acceptable acquisition time.
Temperature phase mapping is expected to be the most suitable for the acquisition of high
spatially resolved temperature distributions in fluid flow. Other methods based on signal
intensity changes such as T1 or based on diffusion coefficients are known to be less ac-
curate and less sensitive to small temperature changes than PRF based methods [71, 72].
Furthermore, there are various effects beyond temperature changes which can alter signal
intensity such as intra voxel dephasing due to motion. In addition, temperature measure-
ments based on diffusion are very prone to motion, and thus not suited for temperature
mapping in fluid flows. Therefore, temperature mapping based on temperature depen-
dent changes in PRF is applied in this work. Compared to spectroscopic PRF methods
much higher spatial and temporal resolutions are possible within less measurement time.
Additionally, from a practical point of view the same imaging protocol with only minor
adjustments of parameters such as TE or bandwidth per pixel can be applied to conduct
either velocity or temperature measurements. Gradient echo pulse sequences are typically
applied for velocity imaging instead of spin echo pulse sequences due to shorter minimum
TRs. For example, shorter TRs reduce the sensitivity to displacement errors in the images
and also the overall acquisition time.

4.7 Applications of MRT

Since the early 1980s MRI has been used in studies to non-invasively monitor spatial tem-
perature distributions in vitro and in vivo [105]. The temperature dependence of intrinsic
NMR parameters of a sample such as the relaxation times, however, was already recog-
nized decades earlier [106, 107, 108] .
Compared to invasive local thermocouple measurements, MRI can provide spatially
resolved 3D temperature maps within a few minutes. Thus, MRT is an excellent
method to address questions in the field of medicine and act as a supporting imaging
modality during patient treatments. MRT is frequently applied in MR safety studies
[109, 110, 111, 112, 113] or in interventional MRI to guide in vivo thermal therapies of
tumors [11, 12, 10]. The aim is to provide a minimally invasive treatment of the target vol-
ume without damaging the adjacent healthy surrounding tissues. Furthermore, the appli-
cation of PRF thermometry allows non-invasive mapping of pH distributions in addition
to the temperature distribution which is particularly useful to address medical questions
or to investigate biological systems [114, 100].
In NMR spectrometers, the temperature of the sample is kept constant by a surrounding
gas flow to ensure reproducibility of the spectra. Lutz et al. [115] proposed a method to
calibrate the temperature in cell culture perfusion systems of NMR spectrometers. The
temperature dependency of a sample on the flow rate was monitored using PRF spec-
troscopy. Appropriate adjustments of the flow rate can then be made to ensure constant
temperature conditions. An internal temperature calibration for blood plasma and other
biofluids was proposed by Farrant et al. [116] by using the temperature dependent chem-
ical shift between water signal and a glucose signal. In addition, they investigated the
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dependence of the linewidth on temperature. In capillary electrochromatography, online
temperature monitoring with an accuracy of 0.2 ◦C was estabilshed using microcoil NMR
and the temperature dependent proton resonance frequency of water [117].
Another field where MRT is applied includes food science and food engineering to ensure
product quality or product safety such as monitoring sterilization processes [57, 118, 119].
For example, temperature distributions in food due to microwave heating were investi-
gated with respect to different MRT methods. PRF was found to be the most robust one
[89]. 2D PRF temperature phase maps of ohmically heated samples consisting of whey
gel and NaCl solution were quantified by the group of Ye et al. [120]. They conclude that
this temperature mapping method is well suited for applications in dynamic food pro-
cesses as well as for the development of an ohmic model and its validation. Temperature
mapping based on T1 times were conducted in a carrot [121]. Furthermore, convective
heat transfer coefficients were determined using MRT and finite element modeling [122],
where the shape of the food particle was considered in the modeling. 2D temperature
mapping based on the diffusion coefficient of water in a potato and using half Fourier
transform MRI to reduce scan time were conducted by Sun et al. [123]. An accuracy of the
temperature measurements better than 0.84 ◦C and a resolution of 0.75 mm2 was achieved.
MRT can also be extended to other engineering fields such as fluid mechanics to study
temperature distributions in fluid flows. Of particular interest in fluid mechanics is the
acquisition of both velocity fields and temperature fields. Sun and Hall [14] acquired 2D
cross sectional planes of a water cooled circular cylinder (containing a flow of an opaque
fluid) using MRV and velocity compensated MRT based on PRF temperature phase map-
ping. They demonstrated that MRI can provide quantitative temperature and velocity
profiles which both can then be used to objectively assess and validate computational
models. An inversion recovery tagging method was developed by Ogawa et al. [16] to
simultaneously measure velocity and temperature based on T1 relaxation in doped water
flowing through a cooled pipe. The accuracy of the determined temperature was within
15 % of the temperature difference ∆T = 15 ◦C. MRV and MRT was performed on a homo-
geneously heated turbulent pipe flow by Elkins et al. [4]. Observed variations in the PRF
temperature phase maps were up to about ±20 %. No velocity compensation was used in
the acquisitions of the temperature data.
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Chapter 5

Velocity and temperature fields in
fluid flows

The simultaneous examination of velocity and temperature fields in fluid flows are of great
interest to the engineering community since both fields are mostly coupled. The investi-
gation of both quantities can contribute fundamental information about heat transfer in
fluids. Knowledge of the velocity and temperature field in flows enables the optimization
of the performance and efficiency of devices. Furthermore, the experimental results of ve-
locity and temperature distributions can provide ground truth in case studies to compare
with numerical simulations such as CFD.
Currently, almost any kind of flow geometry can be manufactured with very high pre-
cision in a relatively short amount of time (in the order days) using rapid prototyping
techniques. However, with increasing flow model complexity it becomes more difficult to
examine the fluid mechanical and thermodynamic questions with the available conven-
tional experimental methods described in section 5.1. This demonstrates the need for a
quantitative non-invasive measurement techniques such as MRI.
After the introduction of conventional measurement techniques, the engineering concept
of common dimensionless numbers is summarized in section 5.2. This concept for exam-
ple allows to compare measurement results performed with different fluids (i.e. air used in
wind tunnel experiments and water used to perform MRI acquisitions). Furthermore, the
different types of convection flows are introduced since convection played an important
role in the flow models considered in this work. This chapter concludes with the ther-
mofluid test cases designed and studied in this work to allow accurate and precise MR
measurements of velocity fields and temperature fields (5.3, 5.4).
The design of the flow models required a close collaboration with the project partner to
address fluid mechanical requirements as well as to ensure MR compatibility such that
accurate and precise MRV and MRT results could be obtained.

5.1 Conventional measurement techniques

State of the art flow measurements are laser-optical methods such as Particle Image ve-
locitmetry (PIV) or Laser Doppler Velocimetry (LDV, frequently also called Laser Doppler
Anemometry LDA) to measure velocities [124]. Both techniques are classified as semi-
invasive since they require particles added to the fluid to track motion. Therefore, they
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detect the flow in an indirect manner. Generally, the flow is not substantially altered by
these particles in contrast to invasive techniques for example, by placing sensors directly
into the flow. A detailed description about the principles of PIV and LDV is provided
in Tropea et al. [124]. LDV was applied to the setup of a double pipe heat exchanger by
the project partner to compare LDV data and MRV data. LDV allows to determine up to
three velocity components at a single location within the flow, whereas PIV is typically ap-
plied to 2D planes measuring two velocity components. The measurement of a 3D velocity
vector field with PIV enormously increases the complexity of the entire experimental pro-
cedure and are therefore seldomly performed.
The measurement of 2D or 3D temperature distributions in fluid flows is particularly chal-
lenging. Commonly applied techniques involve sensors which are inserted into the flow
to detect local temperatures [125]. The alteration of the velocity distributions can lead
to inaccurate temperature results, and the accuracy of the sensor may suffer from errors
caused by heat conduction [126] as well as from positioning errors. Furthermore, the flow
needs to be accessible for the sensor such that its impact on the flow is minimized (exam-
ple described in section 8.1.3). This issue restricts the number of possible flow models to
be investigated with this invasive method. The acquisition of a 2D field using pointwise
measurement techniques is possible, however, time consuming. In particular, the acqui-
sition of 3D volumes is practically impossible in most cases. Other possibilities for the
measurement of temperature distributions in 2D include infrared thermography using an
infrared camera and the application of temperature sensitive paint on the surface of the
object [125]. However, both of these methods are only capable of detecting surface tem-
peratures. Therefore, they are not suited to measure temperature distributions in fluid
flows. To measure temperature fields in fluid flows particle image thermometry (PIT) can
be performed by seeding the flow with thermochromic liquid crystals. These crystals have
a temperature-dependent reflection. PIT counts similar as PIV to the semi-invasive tech-
niques. A review on experiments based on PIT can be found in reference [127]. Recent
experiments within the scope of microfluidics achieved the measurement of 3D tempera-
ture fields within a droplet using PIT [128].
To measure both velocity and temperature, a combination of PIT and PIV has been applied
to acquire 2D resolved data in many experimental flow setups [127, 128]. However, these
optical techniques require homogeneous illumination of the region of interest. This re-
quires optical access to the flow and in many cases the required homogeneity is difficult to
achieve. Difficulties can arise if surfaces of the model are not sufficiently optically smooth
or due to a refractive index mismatch between the fluid and the flow model. In addition,
the particles used in these techniques need to be distributed equally throughout the liquid
and have to follow the flow. Generally, a complex and time-consuming calibration of the
system is necessary, and different light sources are required to achieve optimum measure-
ment conditions (PIV: monochromatic light, PIT: white light).
Due to these challenges and the fact that velocity and temperature are acquired in an in-
direct manner, which may introduce additional errors, MRI as a non-invasive imaging
modality is attractive for the study of velocity and temperature.
To compare velocity and temperature data measured with different measurement tech-
niques and potentially with differently sized flow models, the dimensionless numbers in
fluid mechanics play an essential role and are discussed next.



5.2 Common dimensionless numbers in fluid mechanics 49

5.2 Common dimensionless numbers in fluid mechanics

Dimensionless numbers are important parameters to compare similar fluid mechanical se-
tups which can differ in flow parameters of the fluid such as velocity or density as well
as in the size of the flow model. For example, experiments typically conducted in wind
tunnels (air flow) can be transferred to water flow analogues such that the flow topology
remains the same (see hydrodynamic similarity in reference [32]). Additionally, the ge-
ometry of the model can be scaled compared to the original model to fit into the desired
experimental environment, e.g. of an MR system with a given FOV for data acquisition.
The underlaying concept is covered by the theory of similitude.
The most important dimensionless number in fluid mechanics to characterize flow is the
Reynolds (Re) number which represents the ratio of inertia forces to viscous forces. Re is
small for laminar flows, and thus the internal friction in the flow is dominant. If Re is large
the flow can be assumed as inviscid since inertia forces dominate the behavior of the fluid.
Disturbances in the flow are weakly damped and the flow eventually becomes turbulent
with increasing Re number.
Additional dimensionless numbers, which played a role to characterize the flows investi-
gated in this work, are the Rayleigh number and the Richardson number. Both numbers
characterize the influence of buoyancy forces. Detailed information about these parame-
ters and how they are determined for the setups considered in this work can be found in
the thesis of the project partner [17]. Moreover, the reader is referred to the books from
references [129, 130] for a detailed discussion on the derivations of dimensionless num-
bers and its applications. In theory, the dimensionless numbers characterize the flow in a
sufficient manner. By keeping these numbers the same, it is ensured that the flow behaves
the same. Thus, the introduction of dimensionless numbers is convenient to transfer and
generalize the outcome of measurements [130]. Furthermore, dimensionless numbers can
reduce the number of variables involved in calculations.
Before the flow models of this work are introduced in the next sections, the three main
categories of convective flows (forced, free, and mixed convection) which can be present
in these models are explained. The term forced, free, or mixed refers to the mechanism
which drives the convection.

• Forced convection requires bulk fluid motion induced by an external force such as
from a pump. The Re number and frequently the Nusselt (Nu) number are considered
in similarity considerations for forced convections [130]. The Nu number represents
the ratio of convective heat transfer to conductive heat transfer, and thus describes
how much more heat is transfered due the forced convection compared to a heat
transfer solely occurring via conduction.

• Free (or natural) convection occurs when gravity acts upon a non-uniformly heated
stationary fluid. The stationary temperature distribution results in a spatially vary-
ing density of the fluid. The fluid of higher density moves downwards due to the
influence of a gravity, forcing the lower density fluid upwards. This produces a
buoyancy force which generates a natural convection in the fluid. The resultant bulk
fluid motion gives rise to a frictional force in the opposing direction. The Grashof
number Gr as dimensionless numbers relates these two counteracting forces, and is
defined as the ratio of buoyancy forces to viscous forces [130].



50 5 Velocity and temperature fields in fluid flows

• Mixed convection occurs if substantially large contributions of free convection as
well of forced convection are present simultaneously [131]. This type of convection
was present in the double pipe heat exchangers examined in this work.

An explanation of the heat exchangers investigated in this work follows below.

5.3 Heat exchangers

Heat exchangers are frequently applied devices in technical applications to transfer heat.
Various types can be designed using databases such as the VDI heat atlas [132]. Neverthe-
less, a deep understanding of the underlaying physics is desired for optimization of the
performance of the devices. Two types of heat exchangers were studied in this work after
the framework has been established to image velocities as well as temperature using MRI.
One type consists of a double pipe (called double pipe heat exchanger). The other type
(called pin fin array heat exchanger) contains multiple cylinders in an array which are
arranged in a staggered manner. Their main features and applications are summarized
in the following two subsections. Subsection 5.3.1 is partly based on the journal article
Buchenberg et al. [133].

5.3.1 Double pipe heat exchanger

Convective transfer of heat and fluid flow are important mechanisms to be studied in
engineering fields, for example, in the case of device performance optimization or com-
putational fluid dynamic simulations. Forced, natural and mixed convection heat transfer
and fluid flow in an annulus are of particular interest in the engineering community since
they are involved in many technological applications such as heat exchangers, boilers, so-
lar energy systems, cooling nuclear reactors cores or cooling of electronic devices and so
on [131]. The study of buoyancy effects on the heat transfer in an annulus is of particular
interest for double pipe heat exchangers which are applied e.g. in evaporators or coolers.
Generally, a double pipe heat exchanger consists of two pipes with different diameters
which can be placed either concentrically or asymmetrically inside each other. Heating
or cooling can be conducted through the inner pipe using either hot or cold fluid flow,
respectively. Electrical heating could provide another possibility for heat transfer [134].
Laminar flow conditions inside the annulus between the inner and outer pipe can be ob-
tained with a Re number below the critical value of approximately 2000 [135], walls which
are hydraulically smooth, and an undistorted inflow. These prerequisites were present in
the experimental setup studied in this work. To obtain mixed convection the flow rate and
the temperature differences have to be adjusted accordingly. A stationary temperature dis-
tribution can be achieved showing a characteristic structure known as plume in literature
[136].
Heat transfer in an annular passage was investigated in many numerical studies and fewer
experimental studies [137, 131]. Hattori and Kotake [138] conducted one of the few exper-
iments in horizontal tubes with concentric annuli and laminar flow characteristics. They
measured the wall temperature at the inner and outer pipe for different tube diameter
ratios. A numerical study of Nieckele and Patankar [139] examined mixed convection
heat transfer in an annulus with axial laminar flow and heated inner cylinder. 2D axial
representations of isotherms and streamlines are presented for various Rayleigh numbers
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(Ra = Pr· Gr) and Prandtl numbers Pr. In conclusion, buoyancy forces have a substantial
impact on the heat transfer which is highly nonuniform in the annulus. A stable tem-
perature stratification inside the annulus is present and thin thermal boundary layers on
the heated inner cylinder occur. Recently, a numerical simulation was conducted for 3D
laminar mixed convection water flow in the annulus of two elliptically shaped concentric
cylinders with temperature dependent physical properties [140]. Zerari et al. [140] de-
picted 2D velocity fields and 2D temperature fields at different axial cross-sections along
the main flow direction. They show that both fields are of a three-dimensional nature.
Thus far, to the author's knowledge, 3D resolved velocity and temperature data of ex-
perimental studies on a horizontal circular concentric counter-current double pipe heat
exchanger [141, 137, 131] have not been previously presented in literature. For this rea-
son and since it was expected that this style of flow model can provide a 3D velocity and
temperature distribution inside the annulus, the double pipe heat exchanger is chosen as a
test case in this work. 3D MRV and 3D MRT measurements are performed in the counter-
current double pipe heat exchanger and compared to pointwise sampled data of common
conventional measurement techniques to show that MRV and MRT are capable of accu-
rately and precisely measuring 3D velocity and temperature distributions in fluid flows.
Details of the setup and MR acquisitions as well as results and discussion are given in
chapter 8. Additional information about specific engineering parameters or engineering
problems of the experimental setup can be found in the thesis of the project partner [17].
Furthermore, publications of the author on this topic are available in the Journal of Mag-
netic Resonance in Medicine, Buchenberg et al. [133] as well as in the conference pro-
ceedings of the annual meetings of the International Society for Magnetic Resonance in
Medicine (ISMRM), Buchenberg et al. [142, 143].

5.3.2 Pin Fin array heat exchanger

The complexity of the double pipe setup is increased to a pin fin array heat exchanger
which is the second test case studied in this work.
Multiple cylinders are arranged either in inline arrays or staggered arrays [141]. A pin fin
array heat exchanger is frequently applied in industrial processes for cooling purposes to
prevent electronic devices, e.g. from overheating [144]. In addition to cooling purposes,
they can act as structural supports as in the case of a turbine blade [144]. Thus, pin fin
arrays are interesting components for many industrial applications.
A deep understanding of the heat transfer is of great interest to maximize the effective-
ness of cooling or to adjust the cooling performance to specific requirements which ensure
the full functionality of the device. An empirical model to predict the performance of
pin fin arrays was developed by Zografos and Sunderland [145]. An overview of heat
transfer in staggered pin fin arrays applied for turbine cooling is given by the review of
Armstrong and Winstanley [146]. Recently, design parameters of a staggered pin fin ar-
ray were proposed such that they establish a benchmark case in CFD calculations [147].
Comprehensive experimental work on staggered pin fin arrays was performed by Ames
et al. [148, 149, 150] to gain a deeper understanding on the physics of the transport mech-
anisms. Their aim was to develop more physics-based models using computational tools
as opposed to the more commonly applied empirical approach. Thus, designers of ther-
mofluid devices for example can use these new models with more complex geometries
or thermal boundary conditions, and not be restricted to those available only through an
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empirical database. Ames et al. [148, 149, 150] investigated the turbulent transport in
staggered pin fin arrays by measuring pressure, heat transfer and turbulence. Velocity
distributions as well as turbulence measurements were acquired in a staggered pin fin ar-
ray for different Re numbers using hot wire anemometry. Hot wire anemometry provides
invasively measured pointwise data. Distributions of the heat transfer at the surface end-
wall were detected using an infrared (IR) camera. The endwalls of a pin fin array are the
two plates holding the pins. The surface temperature measurement uncertainty of ±2◦

was reduced to±0.7◦ by applying multiple correction methods [150]. Metzger and Harley
[151] studied heat transfer and visualized flow patterns on the endwall surfaces in a pin
fin array using a kerosene-lampblack method. Wassermann and Grundmann [152] visu-
alized flow in a staggered pin fin array using MRV. Overall, there are few experimental
works considering both velocity fields and temperature fields in a pin fin heat exchanger.
The common approach using IR cameras allows a 2D coverage of surface temperatures.
Generally, two distinct measurement setups are required for velocity and temperature ac-
quisitions. MRI can overcome these restrictions.
MRV and MRT measurements were conducted in a staggered pin fin setup with continu-
ously heated pins in this work (chapter 9). To the author's knowledge, similar data has not
been previously presented.

5.4 Free convection inside a horizontal cylinder

Many processes involve the transport of energy and matter via free convection flows. The
investigation of free convection flows in enclosed spaces is of interest for example to op-
timize the cooling of devices. For this reason temperature fields and velocity fields inside
a horizontal cylinder were studied experimentally and simulated numerically by Martini
and Churchill [153]. More recently, a deep understanding of free convection flows in enclo-
sures gained attention in the fields of crystal growing such as the semiconductor produc-
tion [154]. Numerous CFD simulations were performed to address questions regarding
free convection in enclosures [155, 156, 157, 154, 158]. Generally, these kind of convection
flows, where velocity fields and temperature fields are closely coupled, are difficult do be
analyzed by means of conventional measurement techniques.
Because of the relevance of free convection in enclosures, a method of non-invasive ex-
amination would be of great interest to better understand the underlying processes. In
this work free convection flow inside a closed horizontal cylinder heated on one end and
cooled on the other end was investigated with respect to temperature distributions using
PRF-spectroscopy (chapter 10). As an advantage the small volume of the closed hori-
zontal cylinder compared to the heat exchanger setups (section 5.3) reduces the amount
of necessary chemicals that are added to the fluid considerably, and thus reducing costs.
Furthermore, this kind of setup could also represent a valuable test case for validation of
numerical models.
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Chapter 6

MR data acquisition and evaluation

In the following sections, considerations and pre-investigations regarding the design and
components of the in vitro setups with respect to MR requirements are discussed.
Various parameters have to be considered in detail to assure the MR compatibility of the
flow setup such as the conductivity, the susceptibility of the materials, and the shape of the
flow model and its orientation to B0. Several different materials were investigated with
respect to MR image degradation. The findings led to design rules for the flow models.

6.1 Sequence modifications

MR measurements were conducted based on the in-house built 4D gre FLASH sequence
[159]. In this sequence, TE is minimized as much as possible to reduce displacement issues
and phase contributions due to higher orders of motion such as acceleration. Generally,
the sequence settings are optimized for in vivo imaging of the heart such as aortic flow
measurements or tissue phase mapping. However, sequence protocol settings of in vivo
applications may not be directly transferable to in vitro flow setups. Hence, MRV imaging
parameters were adjusted with respect to the in vitro setups studied in this work. The
phase encoding direction needed to be chosen such that flow ghosting minimally affected
the volume of interest. Furthermore, TE could not be adjusted generally to the minimum
for all investigated in vitro setups. For example, 3D velocity data of the double pipe setup
showed severe higher order distortions in the phase difference images. These kinds of
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Figure 6.1: ∆T maps, acquired with the stretched and non-stretched gradient schemes,
are subtracted. The remaining differences are presented for three different slices (slice 1
to slice 3 from left to right). Remark: Data corresponds to pin fin array heat exchanger
experiments with Tflow 1 = Tflow 2 (see chapter 9).
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distortions may be caused by eddy currents. 3D background phase corrections did not
provide an acceptable quality of the velocity maps. Approximately doubling TE resolved
this issue in the MRV phase difference images. Errors due to displacement or acceleration
are expected to remain sufficiently small, because of the slow laminar fluid flow (stream
wise velocity . 0.1 m/s), and thus they are negligible. A comparative study between MRV
data and LDV data (LDV measurements were conducted by the project partner) showed
good agreements (see reference [17], section 5.3.2.7), and thus supports this assumption.
For the quantitative PRF temperature phase mapping in fluid flows, more adjustments
and changes of the sequence were required. Typically, temperature mapping is conducted
in vivo in different types of tissues. Temperature mapping in fluid flows in in vitro mod-
els faces different challenges and its acquisition and post-processing was built up from the
scratch in this work. The MRT sequence needs to be velocity compensated to minimize
effects of fluid motion. To be able to apply the in-house built 4D gre FLASH sequence also
for MRT measurements, velocity compensation was inserted as an additional acquisition
option. To adjust the temperature resolution to the expected temperature range, TE of
an MRT sequence is not minimized in general. Additionally, since fluid flow is present,
TE needs to be adapted to the underlaying flow conditions such that spin displacement
or phase errors due to acceleration are not important. Hence, TE is fully adjustable in
the sequence. Since a longer TE than the minimum possible value is typically applied,
a low receiver bandwidth can be used to increase SNR without increasing the scan time.
In addition, because of the prolonged TE, more time is available for the application of
gradients. Hence, the gradients can be ramped up and down slower to a lower final am-
plitude compared to the maximum performance values of the MR system, which reduces
eddy currents. Both times the same gradient moments are encoded. The two methods,
one with the gradients applied as shortly as possible (non-stretched gradients) and one
with the gradients stretched to the available time for the individual encoding direction,
were implemented in this work. The phase encoding was kept as close as possible before
the readout occurred to minimize in-plane spin displacement. Comparisons of resultant
PRF ∆T maps revealed differences within 1 K (Figs. 6.1 and 6.2) and excellent correlations
(Fig. 6.3). The stretched gradient scheme was chosen for MRT data acquisitions (see also
chapter 9).
Generally, all MRV and MRT acquisitions were fully sampled since restrictions on the
duration of the data acquisition are not as strict as in in vivo imaging. Moreover, a ma-
jor requirement of engineering measurement techniques is that the accuracy of the mea-
surements has to be as as high as possible. Hence, accelerated imaging methods such as
GRAPPA [160] are expected to be less suitable in this case.
Furthermore, the option to apply dephasing (spoiler) gradients after readout of the data
was implemented, to reduce off-resonance effects which may be caused by reference phan-
toms placed in the proximity of the flow model. The dephasing gradients can be applied
in the slice, phase or readout direction separately or in all directions at once. The duration
of these gradients is freely adjustable.
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(a) ∆T maps (10 averages): stretched gradient scheme (top); non-stretched gradient scheme (bottom). Clearly
visible are the impact of the flange connecting the pin fin model to the tubes on the left and right as well as air
bubbles at the top, both mimicking local temperature increase or decrease.

voxel 

0 5 10 15 20 25 30 35 40 45 50 55

∆
 T

 [
 K

 ]

14.6

14.8

15.0

15.2

15.4

15.6

15.8

16.0

stretched gradients

non-stretched gradients

(b) Comparison of ∆T, acquired with stretched and non-stretched gradient schemes, along a vertical line (top
to bottom) as depicted in Fig. 6.2a

Figure 6.2: Transverse ∆T maps are presented acquired with the stretched and non-
stretched gradient schemes. The temperature in the bulk flow and inside the copper pins
were the same and kept constant during the acquisitions. The direction of the flow is from
right to left with a flow rate of 5.5 l/min. Remark: Data corresponds to pin fin array heat
exchanger experiments with Tflow 1 = Tflow 2 (see chapter 9).
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(a) slice 1: a=1.0040± 0.0007, b=0.057± 0.011, r2 =
0.991
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(b) slice 2: a=0.9956± 0.0007, b=0.184± 0.011, r2 =
0.990
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(c) slice 3: a=1.0097±0.0008, b=−0.098±0.013, r2 =
0.988,

Figure 6.3: ∆T data of the non-stretched gradient scheme versus ∆T data of the stretched
gradient scheme is depicted for three slices. The correlation of the ∆T values was deter-
mined with a linear regression y = a · x + b. The slope a and the y-axis offset b as well as
r2 of the goodness-of-fit statistics is given. Remark: Data corresponds to pin fin array heat
exchanger experiments with Tflow 1 = Tflow 2 (see chapter 9).
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6.2 Data post processing

The entire post processing pipeline to obtain PRF ∆T maps was implemented using matlab
(The Mathworks, Massachusetts, USA).

6.2.1 PRF temperature phase maps (PRF ∆T maps)

One of the most important steps to correctly determine the phase difference maps requires
the usage of single coil dicom data if the acquisition involved multiple receiver coils (typ-
ically used to increase SNR).
The signal phase measured by one of the receiver channels k contains a coil phase caused
by receiver phase shifts, electronical configurations of the coil or positional and geometri-
cal factors. If this unknown coil phase is temporally stable within the two equally acquired
MR measurements, its contribution cancels when the phase difference of the k-th receiver
channel is calculated. Thus, the phase difference for each receiver channel is calculated
before actually combining them according to

∆Θ = ]
L∑
k=1

(
STref
k

(
STk

)∗)
(6.1)

where L refers to the total number of coils used [36]. STref
k as well as STk denote complex

data acquired at temperatures Tref and T , respectively. The asterisk denotes the complex
conjugate of the complex data. Combining the multiple coils before calculating the angle
(arctangent operation) has the advantage to determine ∆Θ values near aliasing boundaries
(±π) correctly as illustrated in Bernstein et al. [36] at page 563. STref

k and STk are combined
using the single coil magnitude (mag) images and the single coil phase images according
to

STref
k = magTref

k · ei phase
Tref
k (6.2)

STk = magTk · ei phase
T
k . (6.3)

A comparison between PRF ∆T maps obtained with the above described reconstruction
and PRF ∆T maps obtained from dicom phase data precombined by the MR system's
reconstruction software (called precombined dicom phase data) is illustrated in Fig. 6.4.
The phase difference of the precombined dicom phase data ∆ΘPreComb occurring between
the measurement conducted at Tref and T was calculated according to

∆ΘPreComb = ]

(
STref

(
ST
)∗)

= ] ei (phaseTref− phaseT ). (6.4)

The magnitude data was disregarded on the right side of this equation since it does not
alter the outcome of the determination of the angle. The calculation of the phase differ-
ence between the data acquired at Tref and T for each coil before combining them clearly
reduces noise (Fig. 6.4). Additionally, areas suffering from high noise levels within the
phantom, and thus within the region of interest are eliminated. Overall, the quality of the
PRF ∆T map is highly improved if single dicom data is used. Additionally, a compari-
son between PRF ∆T maps provided from single dicom data and from raw data revealed
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Figure 6.4: Phase difference maps (transverse views) of the double pipe heat exchanger
(see chapter 8) were calculated using dicom phase data precombined by the MR system
(left image), single coil dicom data (central image), and single coil raw data. Single coil
phase data (either dicom or raw) results in similar phase difference maps. Whereas, the
precombined phase data shows an inhomogeneously enhancement of noise.

similar image quality. Minor differences could be due to the filter which may be applied
in the dicom reconstruction of the MR system, whereas no filtering was applied in the
reconstruction of raw data. In summary, single coil phase data has to be used in the de-
termination of PRF ∆T maps. To be able to apply additional post-processing of the data
provided by the MR system such as a spatial distortion correction, dicom data of single
coils was used throughout this work.
The calculated phase difference images ∆Θ = ΘTref

− ΘT are then converted to tempera-
ture using Eq. (4.8).

If m acquisitions are acquired at Tref and T , the complex data STref
k,j and STk,j is averaged

over all acquisitions as follows

∆Θav = ]
L∑
k=1


 m∑
j=1

STref
k,j

  m∑
j=1

STk,j

∗
 . (6.5)

Note, the magnitude of STref
k,j and the magnitude of STk,j (representing the length of a vector

in the complex plane) act as weighting factors accounting for signal strength. The contri-
bution of each vector to the phase is given by its length. Therefore, a measurement with
low signal (which is equivalent to a low magnitude image, and thus results in a short
complex vector) does not contribute with the same amount to the resultant phase. For this
reason, the exclusion of coil data which mainly contributes noise, does not severely affect
the PRF temperature phase maps as presented in Fig. 6.5. Note, the factor 1

m (to calculate
mean values) can be neglected because only the angle between the two resultant complex
vectors is of interest here and not the average length of the complex vectors.
Phase offsets caused byB0 drifts for example, can contribute background phases which are
not related to actual temperature changes in the fluid. Reference phantoms surrounding
the flow model provide the ability to estimate these phase offsets [81]. In this work, ther-
mally insulated reference phantoms (distilled water plus 5% hydroxyethylcellulose to in-
crease viscosity and 1 g/l CuSO4 to increase signal) were positioned within the FOV. If the
reference phantoms sufficiently enclosed the flow model, first order 2D or 3D background
corrections can be applied. Otherwise, the temperature difference maps were corrected for
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difference map

∆ T
all coils

 - ∆ T
noisy coils removed

 [ K ]

-0.005 -0.004 -0.003 -0.002 -0.001 0.000 0.001 0.002 0.003 0.004 0.005

(a) PRF ∆T map difference of 50 averages
difference map

∆ T
all coils

 - ∆ T
noisy coils removed

 [ K ]

-0.005 -0.004 -0.003 -0.002 -0.001 0.000 0.001 0.002 0.003 0.004 0.005

(b) PRF ∆T map difference of a single acquisition

Figure 6.5: The difference between PRF ∆T maps calculated by including all coils and PRF
∆T maps calculated by excluding coils which added mainly noise is shown. Remark: Data
corresponds to pin fin array heat exchanger experiments with Tflow 1 > Tflow 2 (see chapter
9).

a constant offset only.

6.2.2 Velocity phase maps

The conversion of the velocity encoded phase data to velocities was conducted using a
home built matlab tool of the project partner. Afterwards, corrections e.g. for Eddy cur-
rents were applied by gaining estimations either through reference phantoms or an ad-
ditional scan without fluid flow (if applicable). This estimation of the background phase
was done using a 3D fit routine based on real-valued spherical harmonics [161] up to first
order (l = 1).
3D visualization of the velocity or temperature data was performed using TecPlot software
tools (Washington, USA).

6.3 Imaging parameter echo time

If the MR system and the measuring fluid are selected, the remaining parameter for adjust-
ing the temperature resolution is TE (Eq. (4.8)). PRF ∆T maps acquired with different TEs
of 4 ms, 10 ms, and 14 ms are shown in Fig. 6.6. Additionally, temperature maps with an
TE of 14 ms and TE of 4 ms were subtracted revealing temperature maps with an effective
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Figure 6.6: PRF temperature phase maps (transverse view) of a silicon nitride cuboid
aligned perpendicular to B0 are presented for two consecutively conducted experiments
(left and central column) and their average (right column). White numbers represent the
standard deviation of the temperature values within the white ROI. The experiments were
performed using the double-wall heat exchanger shown in Fig. 7.1.

echo time of ∆TE = 10 ms. This is equivalent to a double-echo acquisition which is applied
for in vivo MR thermometry [162] to reduce the impact of temperature related changes of
the electrical conductivity [78] (see subsection 4.1.2).
Fig. 6.6 depicts two consecutively acquired PRF temperature phase maps in the left and
middle column, respectively. The average of these temperature maps is shown in the right
column for each individual TE. As a quantitative measure to compare the individual PRF
temperature phase maps, the standard deviation within a ROI was calculated and is given
in Fig. 6.6 as white number. Minor improvements with respect to noisiness of the PRF
temperature phase maps are obtained by two averages. Performing more averages, how-
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ever, may increase phase drifts. A clear improvement of the PRF temperature phase maps
is achieved if longer TEs are used for data acquisition (Fig. 6.6). Note, the noise in the
PRF temperature phase maps of the double echo method is clearly increased compared to
the corresponding PRF temperature phase maps with TE = 10 ms. The coarse temperature
resolution of the short TE has a clear adverse effect on the final result. Nevertheless, the
PRF temperature phase maps with TE = 10 ms and ∆TE = 10 ms qualitatively agree with
respect to the structural resolution within the temperature map. The necessity of conduct-
ing double echo acquisitions may become redundant for in vitro applications given the
proper choice of the fluid and materials, in particular the ones located further to the out-
side in the FOV (e.g. use electrical insulators). Of course this option does not exist for in
vivo studies.
Therefore, PRF temperature phase maps were performed with a single TE in this work.
Given that the same temperature resolution is achieved using a single TE also reduces
the total measurement time compared to a double echo acquisition. Finally, a TE = 20 ms
was chosen which provided a sufficiently high temperature resolution and kept the spin
displacement in the order of the spatial resolution of the temperature map.
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Chapter 7

Experimental groundwork for MRT
measurements

Beyond the mandatory adjustments of parameters for the MR data acquisition, different
materials and components (required to design a model for thermofluid applications) were
investigated in this work. This includes the fluid used to conduct MRV as well as MRT
measurements. Results and the conclusions drawn from these results are presented in
this chapter. This knowledge laid the foundation to develop the final setups such as the
double pipe heat exchanger, the pin fin array heat exchanger as well as the horizontal
cylinder with free convection inside. Furthermore, to monitor the temperature of the fluid
during the MR data acquisitions without degrading the MR image quality, a fiber optical
temperature measurement systems was used. However, the system suited and available
for this work was affected by strong magnetic fields. Therefore, a detailed study of this
system and an additional different fiber optical system was conducted for B0 up to 9.4 T
and published in the Journal of Magnetic Resonance in Medicine, Buchenberg et al. [163].
Section 7.2 presented in this work is based on this journal article.

7.1 Measurement setup to study fluid flow

7.1.1 Flow model materials and components

Selection of materials

Materials to construct flow models or other in vitro phantoms for MR experiments have to
be selected with care. Matching the susceptibility of the components and the fluid for ex-
ample is of particular importance. The review of Schenck [34] gives an excellent overview
on susceptibility effects in MRI and susceptibility values of various materials. The suscep-
tibility of the components may change with temperature leading to a change in the local
magnetic fields ultimately mimicking wrong local temperature distributions (see pp. 38
ff.). Due to the small value of the temperature coefficient α, PRF thermometry is highly
sensitive to inhomogeneities of the magnetic field. The issue of temperature dependent
susceptibility phase offsets can be eliminated in MRV if the temperature is kept constant
during data acquisition. The two phase images required for velocity evaluation are ac-
quired consecutively during the same data acquisition. Therefore, the phase contribution
due to temperature cancels in the subtraction of the phase data. Stable temperature con-
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ditions can typically be assumed in in vivo measurements. However, in in vitro setups
an additional cooling or heating device may be required to ensure constant temperature
conditions during the measurement.

Geometry and possible heat delivery options

In addition to the type of material its shape and orientation also have an important impact
on the homogeneity of B0 (see pp. 38 ff.). In the backward facing step (BFS) flow setup,
susceptibility issues were clearly visible in the acquired PRF temperature phase maps,
whereas the MRV results were not corrupted. This setup is discussed in detail in the Phd
thesis of the project partner [17]. Electrical heating was conducted via silicon nitride ce-
ramics included into the bottom of the flow model (rectangular shaped cubes with their
long axis aligned perpendicular to B0). The temperature of the ceramic elements during
heating was just below the boiling point of the water. Hence, the temperature of the ce-
ramics changed substantially between the acquisition of the PRF temperature reference
data (e.g. at room temperature) and the acquisition of the PRF temperature data during
heating. Changing from rectangular to circular shapes in combination with the long axis
aligned parallel to B0 may resolve this issue. However, this can result in different chal-
lenges. For example, circular shaped ceramic arrays do not align as perfect as cuboids to
obtain an even surface which was required in the BFS experimental setup.
In summary, the kind of heat delivery as implemented in the BFS seems to be prone to
cause susceptibility phase offsets in PRF temperature phase maps. Therefore, alterna-
tive ways for heating were considered such as water circuits integrated into the flow
model for cooling or heating purposes. For this kind of heat transfer, materials with
high thermal conduction coefficients such as copper are favored. Hence, copper tubes
located in the FOV were investigated with respect to PRF thermometry since the sus-
ceptibility matching between copper and water is quite good (susceptibility χ [SI units]:
χcopper = −9.63× 106,χwater = −9.05× 106 [34]).

Copper pipe

Measurements with a copper pipe (length: 7.19 cm, inner diameter 1.31 cm, wall thickness
1.1 mm) aligned perpendicular and parallel to B0 were performed. The copper pipe was
placed into a double-wall heat exchanger (Fig. 7.1) filled with a viscous liquid (glycerin)
to prevent convective flows. The heat exchanger was connected to an immersion heating
circulator (Julabo SE, class III, Seelbach, Germany) pumping distilled water. The circula-
tor was turned off during the MR data acquisition to prevent flow artifacts of the water.
No insulated reference phantoms were included since field drift corrections were not of
interest in this test of materials.
3D acquisitions were conducted once at room temperature and once at approximately
20◦C above room temperature (achieved ∆T ≈ 20 K) with a velocity compensated gre
FLASH sequence (TE/TR = 10 ms/12.9 ms, spatial resolution = 1.2x1.2x1.2 mm3, matrix =
256x176x120, FOV = 300x206 mm2, flip angle of 8◦, bandwidth/pixel = 454, acquisitions
time = 4:34).
Example images with the copper pipe aligned perpendicular (bottom row) and parallel
(top row) to B0 are presented in Fig. 7.2. Magnitude images (left) and phase images
(middle) acquired at room temperature as well as the resultant PRF ∆T maps (right) are
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Figure 7.1: Double-wall heat exchanger. A sample inside the heat exchanger is heated by
water flowing inside the double-wall.

shown. No temperature legends are included since the focus was on the local distortion
of the copper pipe and the temperature coefficient of glycerin is unknown. The circular
shape of the copper pipe is not visible and a dipole field occurs in the vicinity to the copper
pipe in the perpendicular alignment. In contrast, the parallel alignment clearly resolves
the shape of the cylinder and no dipole field is present.
Furthermore, RF pulses cannot penetrate the copper pipe and excite spins of the fluid
such as water. Therefore, no artifacts are caused by fluid flow inside the pipe. Hence, any
kind of flow can be applied for cooling or heating. Moreover, it is no longer necessary to
dope this fluid to reduce artifacts, and the experimental setup becomes simpler and less
expensive.
Overall, copper pipes aligned parallel to B0 were used in the setups in this work (i.e.,
double pipe heat exchanger and pin fin array heat exchanger) since they provide a high
thermal conductivity, good susceptibility matching, and prevent flow artifacts from the
heating or cooling section.

Aluminum oxide cylinder

Next an aluminum oxide cylinder was examined. It is an electrical insulator, and thus its
thermal conductivity is much smaller than the thermal conductivity of copper. Suscepti-
bility matching between aluminum oxide (Al2O3) and water is not as good as for copper
tubes (susceptibility χ [SI units]: χAl2O3 = −18.1×106,χwater = −9.05×106 [34]). Since the
parallel orientation of the copper pipe did not degrade the quality of the PRF temperature
phase maps, the parallel orientation of aluminum oxide cylinders were expected to reveal
similar results. Therefore, the main focus was to determine possible local distortions of
PRF temperature phase maps with the long axis of the cylinder aligned perpendicular to
B0.
The measurements with an aluminum oxide cylinder (length: 3.42 cm, inner diameter
1.70 cm, wall thickness 0.75 mm) aligned perpendicular to B0 were performed in a similar
manner as for the copper pipe. The same MR imaging parameters as for the copper pipe
experiments were applied. A mixture of hydroxyethylcellulose (HEC) and double distilled
water (25g HEC powder was desolved in 500g double distilled water) was filled inside the
cylinder. A fiber optical probe (FOP) monitored a temperature increase of 22.7 ± 0.3◦C



68 7 Experimental groundwork for MRT measurements

Figure 7.2: Magnitude images, phase images and PRF ∆T maps (column from left to
right) are shown. The copper pipe (placed inside the double-wall heat exchanger 7.1)
was aligned perpendicular (bottom row) and parallel (top row) to B0.

between the reference data acquisition and the heated case.
For the conversion of the PRF phase difference maps to temperature (Eq. (4.8)), αwater was
used. The ∆T measured in the PRF ∆T map within an ROI in the vicinity of the probe's
tip revealed 23.6 ± 1.0◦C. No field drift correction was applied. However, even without
conducting a field drift correction, a comparison of the ∆T measured by the fiber optical
probe and within an ROI in the vicinity of the probe's tip in the PRF ∆T map revealed a
good agreement. Similar to the copper pipe a dipole pattern is observed in the phase data
(Fig. 7.4, right). However, the magnitude data (Fig. 7.4, left) reveals the round shape of
the cross section.
Examples of transverse and coronal views of the PRF temperature phase maps are shown
in Fig. 7.3a. Outside the cylinder artificial increases of ∆T (dark red) and decreases of
∆T (yellow) occur in the vicinity of the outer wall. This behavior can be clearly seen in
Fig. 7.3b at x ≈ 154.5 mm and x ≈ 167 mm. Furthermore, ∆T increases towards the inner
wall of the double-wall heat exchanger indicating that a homogeneous stable temperature
distribution within the viscous liquid was not reached. This may explain the variations
of ∆T inside the aluminum oxide cylinder at location x=155.6 mm to x=165 mm. Inside
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(a) Transverse (left) and coronal (right) views
of PRF ∆T maps. The black rectangular box
enclosed the ten horizontal lines used for cal-
culating the average temperature data shown
in Fig. 7.3b.

(b) Mean and standard deviation of the mean are shown
for the temperature data highlighted with a black box in
the transverse view in Fig. 7.3a.

Figure 7.3: PRF temperature phase maps of the aluminum oxide cylinder (placed inside
the double-wall heat exchanger 7.1) are depicted. The aluminum oxide pipe was aligned
perpendicular to B0. Averaged temperature data along a horizontal line cutting approxi-
mately through middle of the cylinder's length are depicted in Fig. 7.3b.

Figure 7.4: Coronal views of a magnitude image (left) and phase image (right) are shown.
The aluminum oxide pipe (placed inside the double-wall heat exchanger 7.1) was aligned
perpendicular to B0.

the aluminum oxide cylinder no artifacts or shape distortions are visible. Thus, aluminum
oxide cylinders may be used for setups where temperature fields of the heating or cooling
circuits are of interest.

Fiber optical probe inlets

Fiber optical probe inlets were included into flow models to locally monitor temperature
during the MRT acquisition for comparison. However, first experiments conducted with
the double pipe heat exchanger showed substantial temperature changes in the PRF ∆T
maps in the vicinity of the probe inlets which could not be traced back to actual changes
due to the heating. A detailed investigation of the impact of probe inlets, with and with-
out a fiber optical probe, on PRF ∆T maps was conducted. A double pipe heat exchanger
with two probe inlets (model 1), one at the top and one at the bottom as indicated in Fig.
7.5b, and a similar double pipe heat exchanger without any probe inlets at the transpar-
ent pipe (model 2, Fig. 7.5a) were studied. The transparent pipe was made from acrylic
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(a) Model 2. The direction of the two counter-current fluid
flows is depicted. The location of the transverse slice, la-
beled with zero, is indicated by a star. The end nozzle
containing a FOP inlet was connected via a flange to the
double pipe.

(b) PRF ∆T map of a transverse
slice. The location of the FOP in-
lets of model 1 are indicated. The
position of three ROIs at the top
part and the bottom part used for
data evaluation are marked.

Figure 7.5: Counter current double pipe heat exchanger.

glass (PMMA). The measurement setup and data acquisition was similar as described in
detail in section 8.1 (case with Tflow 1 < Tflow 2). Only features relevant for this study are
summarized in what follows.
The counter current flows (flow 1: flow inside the annulus between the PMMA pipe and
the copper pipe; flow 2: flow inside the copper pipe) are indicated in Fig. 7.5a. A flange
connects the PMMA pipe to the end nozzle containing an inlet for fiber optical probes to
monitor the outlet temperature of flow 1. Model 1 differed from model 2 by two additional
sensor inlets located at the PMMA pipe itself (approximately 8 cm to the left from the
position indicated by the star in Fig. 7.5a, which coincided with slice number 73). Two
cases were studied with model 1. Case 1: FOPs were inserted into the inlets such that
their tips were just touching flow 1. Case 2: without any FOPs. Altogether, three cases
were investigated: case 1 and case 2 with model 1 and case 3 with model 2. Note, local
temperatures measured by fiber optical probes at two distinct positions, ∆TFOP,top and
∆TFOP,bottom, are only available in case 1.
For model 1 and model 2 a 3D volume of the double pipe heat exchanger (including parts
of the nozzle) was acquired by PRF MR thermometry (details see section 8.1; case with
Tflow 1 < Tflow 2). The PRF ∆T maps were obtained as described in section 6.2 and 8.1.
PRF temperature phase mapping required two acquisitions. The reference acquisition was
performed with Tflow 1 = Tflow 2, and the second acquisition was performed with Tflow 1 <
Tflow 2. During both MRT measurements the temperature of flow 1 and flow 2 was kept
constant and monitored by FOPs. The temperature change ∆TFOP inside flow 1 was then
determined.
Locations next to the sensor inlets (three ROIs located at top left and bottom right, respec-
tively (Fig. 7.5b) were analyzed in more detail in transverse slices of the PRF ∆T maps.
Each individual ROI enclosed 4 voxels and its mean and standard deviation of the mean
were computed for each slice. The slice labeled with zero coincided with the distal edge of
the flange (marked by a star in Fig. 7.5a). Slices located to the left of this slice are labeled
with positive numbers, whereas slices located to the right of this slice are labeled with
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negative numbers. The sensor tips, and thus the center of the FOP inlets were located in
slice number 73.
The results of the ROI evaluation are shown in Fig. 7.6. In 7.6, ∆TFOP,top = 7.1 ± 0.3 K
and ∆TFOP,bottom = −0.1 ± 0.3 K are indicated by a green line and a dashed green line,
respectively. The actual position of the probe is highlighted by an ellipse (Fig. 7.6a). The
lines are included to aid visualization in all three cases shown in Fig. 7.6. However, the
∆TFOPs values are measured simultaneously with MRT for case 1 only.
A temperature increase or decrease of several Kelvin at the vicinity of the probe inlets
(approximately slices 60 to 90) is clearly observed for case 1 (Fig. 7.6a) and for case 2
(Fig. 7.6b). Whereas, this feature disappears for case 3 (Fig. 7.6c). For case 1 the FOPs
lead to very local changes of the mean and its standard deviation compared to case 2
(slice 73). Additionally, an increase or decrease of ∆TROI is observed in the vicinity of the
flange and the consecutively positioned FOP inlet (slices 20 to -20) in all three cases. Air
bubbles of different size and numbers were located at the top part of the flange in all three
cases. This may explain variations observed between the three cases at these locations.
Highly varying values of ROI1 located at the top part (black circles) in slices with numbers
larger than ∼ 100 can be related to partial volume effects since this ROI had the outermost
position compared to ROI2 and ROI3.
In conclusion, sensor inlets clearly altered temperature changes measured by the PRF
method which were not related to actual changes in temperature due to heating. The
FOP did locally alter ROI mean values and its standard deviation. The main source of
this varying mean values is assumed to be from a combination of susceptibility effects and
noise contributed by the probe since it does not provide any MR signal. Therefore, the
mean and standard deviation of the ROI containing 4 voxels could be parameters to detect
the tip of the probe in areas with not highly deviating temperature values.

7.1.2 Measuring fluid

The list of requirements on the fluid used for the MR experiments includes the following
properties

• high MR signal (suitable relaxation times)

• chemically stable and no phase transitions within the temperature range of interest
(∼ 5◦C to 60◦C)

• viscosity such that fluid mechanically desired Reynolds numbers are achievable

• resonance frequency similar to water (most clinically used coils are resonant to the
hydrogen proton signal; otherwise, x-nuclei coil required)

• high temperature sensitivity

• proper susceptibility matching between flow model and liquid

• durable (to be reused often)

• low costs

• easy to purchase and dispose
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(a) Case 1, tip of fiber optical probes located in slice 73

(b) Case 2, no fiber optical probes

(c) Case 3, no inlets for fiber optical probes

Figure 7.6: ROI data evaluation of the PRF ∆T maps. The mean and the standard de-
viation of the mean are shown for each ROI at different slices. The temperature change
determined by the FOPs for case 1, ∆TFOP,top and ∆TFOP,bottom, are depicted in all figures
to aid visualization.
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• non-toxic

• non-corrosive (check the chemical resistivity of pumps, heaters and so on or establish
a suitable cover layer)

Pure water is not practical to use due to its long relaxation times which can result in low
signal to noise ratios in MR imaging or long data acquisition times. Thus, paramagnetic
species are added to reduce the relaxation times (see Runge et al.[164]). Copper ions,
Cu2+, or MR contrast agents containing gadolinium are possible options.
A clinically used MR contrast agent (e.g. containing a gadolinium chelate complex) was
added to de-ionized water to increase SNR. However, the life time of this aqueous so-
lution was restricted (in the order of a few months) and had to be replaced frequently.
Furthermore, the thermal stability of this complex is tested and adjusted for human ap-
plications (T ≈ 37◦C). Thus, it might not be applicable to heating experiments covering
a wider temperature range from roughly 5◦C to 60◦C. Details about the thermal stability
of the complex was not available from the manufacturer. Free gadolinium is toxic and
would require additional precautions with respect to the construction and handling of the
in vitro setups. Additionally, since MR contrast agents are medically approved for in vivo
applications, they are very expensive. In particular, due to the large amount of the fluid
(approximately 100 l) required for the flow experiments, copper sulfate was considered as
an alternative option to MR contrast agents.

Copper sulfate

Paramagnetic chemical species are metallic ions such as Cu2+ [165]. Aqueous ionic solu-
tions of water and copper sulphate pentahydrate (CuSO4 · 5H2O) are frequently used for
MR phantoms. Cu2+ reduces the relaxation times T1 and T2 of water [166, 34] and thus,
affects the SNR of the MR measurement. However, if 1 g/l CuSO4 · 5H2O is added to the
water, the increase in signal due to the reduction of T1 is much larger than the decrease in
signal due to the reduction of T2. Using the values from the review article of Schenck [34],
1 g/l CuSO4 reduces the T1 of water from ∼ 3.6 s to ∼ 0.3 s and T2 from ∼ 2.2 s to ∼ 0.3s
at 1.5 T. A TE of 20 ms as applied for MRT in this work and considering the relaxation of
the transverse magnetization ~Mxy (Eq. (1.35) and Eq. (1.36)) for both T2 values reveals

Mx,water

Mx,CuSO4

=
My,water

My,CuSO4

=
e−

0.02 s
2.2 s

e−
0.02 s
0.3 s

≈ 0.99

0.94
≈ 1.05 (7.1)

for the effect of the change in T2 on the signal. Approximately 5% more transverse mag-
netization remains for signal generation at TE for the pure water sample than for the 1 g/l
CuSO4 sample. Meanwhile the effect of the change in T1 (assuming perfect spoiling and
neglecting T2* effects) is

Mz,water

Mz,CuSO4

∝

1−e−
0.0291 s

3.6 s

1−cos(7◦ π
180◦ )e−

0.0291 s
3.6 s

1−e−
0.0291 s

0.3 s

1−cos(7◦ π
180◦ )e−

0.0291 s
0.3 s

≈ 0.52

0.93
≈ 0.56 (7.2)

using a flip angle = 7◦ and TR=29.1 ms. The result in Eq. (7.2) reveals a decrease of the sig-
nal of the pure water sample by approximately 44% compared to the 1 g/l CuSO4 sample.
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The desired relaxation times can be adjusted via the amount of copper sulfate added.
However, regarding the concentration of copper ions there is another aspect to be con-
sidered. Since Cu2+ is paramagnetic, the susceptibility of the solution is altered. For
concentrations of approximately 1 to 2 g/l, as commonly used in MR phantoms, the sus-
ceptibility of the solutions is similar to the susceptibility of water [34]. With increasing
concentrations of copper sulfate the volume susceptibility of the solution increases and
becomes even positive at very high concentrations (see Fig. 3 in the review of Schenck
[34]). Thus, the susceptibility matching between the phantom and the fluid has to be
adjusted accordingly. Furthermore, with increasing concentrations of copper sulfate the
electrical conductivity of the fluid increases. However, PRF temperature phase mapping
is sensitive to temperature induced changes of the electrical conductivity [78]. Therefore, it
would be beneficial to use non-conducting materials for the setup. This represents another
reason to prefer a low concentration of CuSO4 · 5H2O. In addition, if the flow of an elec-
trically conducting fluid is not aligned parallel to B0, a physical phenomenon similar to
the Hall effect in solid state materials occurs, the so called magnetohydrodynamic (MHD)
effect [167, 168, 169]. This can cause alterations of the flow profile and flow retardation
[169, 170]. These alterations, however, are expected to be negligible at the applied field
strength of 3 T in combination with the low flow velocities compared to the aortic blood
flow (typically used to simulate the altered flow profiles and flow retardations). A further
advantage of copper is that it features antimicrobial properties [171, 172, 173], whereby the
life time of the aqueous solutions can be prolonged when adding copper sulfate. Hence,
the solution can be reused for many experiments if it was stored in a closed container to
avoid evaporation which would change the concentration of the solution. Another aspect
of economical nature is that it is much cheaper than using MR contrast agents. Important
to note is that the copper sulfate solution is corrosive and the pumps as well as all other
setup components have to be checked for the compatibility with this solution.

Considering all the former discussed dependencies and properties, a solution of deion-
ized water and 1 g/l CuSO4 · 5H2O (4 mM copper sulfate solution) was expected to be
appropriate. This fluid provided good signal to noise values, was cheap and kept the ad-
ditional effort regarding personal safety within feasible limits. Furthermore, the desired
fluid mechanical and thermodynamical requirements could be achieved as discussed by
the project partner [17]. The electrical conductivity of this fluid (∼ 0.066 S/m at 20◦C) was
an order of magnitude smaller than for blood (0.5 S/m) and tissue (0.2 S/m) [174].
T1 and T2∗ of this solution were determined using an inversion recovery sequence (sub-
section 2.4.3) and a multi gre sequence (subsection 2.4.2), respectively. The determination
of the relaxation times provides the ability to select MR imaging parameters which are
optimized with respect to SNR such as the flip angle using Eq. (2.19) or the temperature-
dependent phase difference SNR which is dependent on T2∗ [10]. Data evaluation of T1
was performed using Eq. (2.21) (Fig. 7.7), and revealed T1CuSO4 = 327.71±0.11 ms. An
artifact appeared as a series of ellipses with higher and lower signal intensities in the MR
magnitude data when using higher flip angles of the order of 25◦ (corresponding to the
Ernst angle). The origin of this artifact remained unclear after changing parameters such
as TE, TR, phase encoding direction and applying high gradient spoiling as well as ex-
changing flow models. Generally, it could be greatly reduced using low flip angles (∼ 7◦).
Thus, in the case of severe image degradation due to this unknown artifact, reduced flip
angles compared to the Ernst angle were applied still providing adequate SNR. Future
work could include further investigation of this artifact.



7.1 Measurement setup to study fluid flow 75

Figure 7.7: Determination of T1 of a 4 mM copper sulfate solution at a temperature of
21.2±0.2◦C. Blue dot and error bar represent the mean and the standard deviation of the
mean, respectively, which were determined within an ROI in the sample for different in-
version times TI.

T2∗ data was determined in the double pipe heat exchanger for a transverse slice. How-
ever, it is dependent on local magnetic field variations, and thus may differ for differently
arranged or differently shaped setups. T2∗ were determined within an region of interest in
the reference phantoms (static viscous copper sulfate solution) as well as in the flow phan-
tom as the pump was turned off (static copper sulfate solution). For T2∗ data evaluation
Eq. (2.18) was used if no sinc modulation due to susceptibility effects occurred, otherwise
the modified equation

sgre,ampl,mod ∝ e(−
TE
T2∗ ) · d ·

∣∣∣∣∣sin
(γ

2 · d ·Gadd · TE
)

γ
2 · d ·Gadd · TE

∣∣∣∣∣ (7.3)

was applied with slice thickness d = 0.005 mm, γ = 42576375 · 2 · πHz/T [34], and Gadd

an additional field gradient (background gradient) due to susceptibility effects which is
perpendicular to the 2D slice (see [175] for details). The absolute value of the sinc function
was considered in this work since magnitude data was used. Examples of fit results of T2∗

are shown in Fig. 7.8 for a region of interest positioned either inside a reference phantom
or inside the annular passage of the double pipe. Within the reference phantom a clear ex-
ponential relaxation is observed, whereas, a modulation of the exponential function with
a sinc function occurs in the flow phantom. However, since the additional field gradients
due to susceptibility effects may not be perfectly aligned to the through plane direction,
deviations from Eq. (7.3) are likely to occur [176], and may explain the deviations between
the fitted function and the data. Values of T2∗ of the order of approximately 130 ms were
obtained in the flow model and slightly lower ones in the reference phantoms (Figs. 7.8a
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(a) Magnitude signal determined within an ROI of
the left reference phantom versus TE. A fit using y =

a · e(−
TE
T2∗ ) revealed T2∗ = 127.61 ± 0.11 ms

(b) Magnitude signal determined within an ROI of
the right reference phantom versus TE. A fit using
y = a · e(−

TE
T2∗ ) revealed T2∗ = 124.0 ± 0.6 ms

(c) Magnitude signal determined within an ROI in-
side the double pipe versus TE. A fit using y =

a · e(−
TE
T2∗ ) · d ·

∣∣∣∣ sin( γ
2
·d·Gadd·TE)

γ
2
·d·Gadd·TE

∣∣∣∣ revealed T2∗ =

137 ± 8 ms

(d) Magnitude signal determined within an ROI in-
side the double pipe. A fit using y = a · e(−

TE
T2∗ ) · d ·∣∣∣∣ sin( γ

2
·d·Gadd·TE)

γ
2
·d·Gadd·TE

∣∣∣∣ revealed T2∗ = 132 ± 4 ms

Figure 7.8: Determination of T2∗ in one of the experimental setups (in this case, double
pipe heat exchanger) using a multi gradient echo sequence. Two insulated cylindrical
reference phantoms (long axis parallel to B0, temperature of 21.5±0.2◦C) were placed to
the left and to the right side of the double pipe. The flows inside the double pipe were
turned off and the temperature of the copper sulfate solution was at 20.5±0.3◦C. Two
distinct regions of interest were chosen in the annular passage as well as one in the left
and right reference phantom. The mean and the standard deviation of the mean within
the ROI were calculated (depicted as blue dot with error bar). This averaged signal data
from magnitude images acquired with different TE was fitted and T2∗ determined.

to 7.8d). The decrease of homogeneity of B0 towards the image borders can increase intra
voxel dephasing, and thus may cause the reduction in T2∗.

Determination of the temperature coefficient

An experiment is conducted to determine the conversion factor (temperature coefficient
α) between phase differences and temperature changes of the used fluid.
A double-wall heat exchanger is designed such that it can hold common lab plastic bottles
filled with the desired solution (Figs. 7.1 and 7.9). It is connected to an immersion heating
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Figure 7.9: Experimental setup to measure the temperature coefficient α.

circulator (Julabo SE, class III, Seelbach, Germany) pumping water at the desired temper-
ature. A fiber optical temperature measurement system is utilized (FOTEMP 4, probe TS2,
Optocon AG, Dresden, Germany) to monitor and log temperature within the MR scanner.
The probes are calibrated within B0 as described in section 7.2. Three probes are placed
within the solution and its temperature data is averaged during data evaluation. One
probe is located inside a reference phantom to monitor its temperature stability during the
whole measurement session. In total four insulated reference phantoms surround the heat
exchanger. The reference phantoms are required to allow field drift corrections of the MR
data.
To determine the temperature coefficient of the 1 g/l copper sulfate solution, 2D gre
FLASH acquisitions were conducted. A temperature range between 21 ◦C and 47 ◦C was
covered. At each temperature multiple acquisitions were conducted each with a different
echo time. To avoid flow artifacts the immersion heating circulator was turned off during
data acquisition.
The conversion factor was determined similarly as presented in the journal article of Peters
et al. [77]. The measured phase differences (∆Φ) are plotted versus the averaged temper-
ature change ∆T of the three fiber optical probes. A linear regression was performed for
each individual TE (Fig. 7.10a). To obtain a general conversion factor the determined ∆Φ

∆T
are drawn versus the corresponding TE (Fig. 7.10b). A linear regression revealed α for the
liquid to be αCuSO4 = 0.9702±0.0018 ·10−8 K−1. This type of experiment was reassembled
and repeated on another day to check reproducibility (αCuSO4 = 0.971± 0.002 · 10−8 K−1).
Finally, the mean of the two α values, αCuSO4 = 0.9706 ± 0.0014 · 10−8 K−1, was used as
the conversion factor for all MR temperature data evaluations in this work.

7.1.3 Flow apparatus

A pumping system has been established by the project partner to control and condition the
flows required to carry out reproducible velocity and temperature field measurements. A
summary of its components and features required to understand the concept of the exper-
imental flow setups presented in sections 8.1 and 9.1 is provided in the following. This
subsection is based on the journal article Buchenberg et al. [133], and additional informa-
tion can be found in the thesis of the project partner [17].
The pumping system maintains two independent flow circuits while simultaneously log-
ging the conditions of the flow (Fig. 7.11). The closed primary circuit (flow 1, green lines)
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(a) Determine α for each individual TE. (b) Determine general α.

Figure 7.10: Linear regressions to determine α.

was established by connecting a 100 liter reservoir of deionized water with 1 g/liter CuSO4

solution (tank cart, cyan box) to a pumping cart (light green box) and a flow model. The
pumping cart includes a pump (Grundfos CME3-2 A-R-I-V-AQQE, nominal flow rate
3.7 m3/h, Grundfos, Bjerringbro, Denmark), a flow meter (Bürkert 8030 DN15, range 5
- 30 l/min, Bürkert, Ingelfingen, Germany), a pressure sensor (Jumo Midas 401001, Jumo,
Fulda, Germany) and a temperature sensor (pt100). An immersion cooler (Julabo FT402,
Seelbach, Germany) or an ohmic heating foil (MINCO HK5600R25.5L12A, Minco, Min-
neapolis, Minnesota, USA) can be used to alter and maintain the temperature within the
tank cart. Details about these components and the pumping cart can be found in the thesis
of the project partner [17], section 3.3.
The closed secondary circuit (flow 2, orange lines) consists of either an external pump
which includes the functionality of heating and cooling (HC-pump, Julabo FC1200T, Seel-
bach, Germany), or an immersion heating circulator which is only capable of heating (Ju-
labo SE, class III, Seelbach, Germany). The HC-pump contains an internal reservoir which
can hold 10 liters of water. The water can be cooled with 1.3 kW or heated with 1.2 kW. It
provides a constant flow rate of ≈ 25 l/min (up to 3.5 bar pressure loss). The immersion
heating circulator is placed on top of a self-built acrylic glass reservoir containing 10 liters
of water. This pump offers 4 adjustment levels which reveal (dependent on the pump pres-
sure in combination with the pressure loss) a constant flow rate between ≈ 13− 19 l/min.
The heating power of the pump is 1.3 kW. Pure water without CuSO4 can be used in either
of the two pumps since no signal is received from the secondary circuit. Flow 2 is flowing
within copper pipes (acting as a Faraday cage) in all flow models examined with the flow
apparatus described in this section.
It is advantageous to have two pump systems for flow 2 since the water temperature of
flow 2 can be quickly modified, thus, reducing the waiting time between MR acquisitions.
This can help to minimize field drifts. Additionally, a prolonged use of water at higher
temperatures generates air bubbles at the surface of copper pipes (see discussion about
counter-current double pipe heat exchanger 8.3). Air bubble severely degrade PRF tem-
perature phase mapping results.
The water temperature of the reservoirs of the pumps can be adjusted independently. The
interchange of the two pump systems with distinct reservoir temperatures allows a quick
alteration of the temperature in the secondary circuit instead of waiting for the water to be
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Figure 7.11: Flow apparatus used for measurements of the double pipe heat exchanger
and of the pin fin array heat exchanger. Two independent flow circuit are maintained by
the pumping system allowing reproducible velocity and temperature field measurements
within the flow model. Flow 2 was applied for heating or cooling of the fluid flow 1. An
immersion cooler or an ohmic heating foil maintained the temperature of flow 1 in the
tank cart at a constant temperature. The flow rates of both flows were monitored by a
flow control system including two flow meters. An A/D-converter (National Instruments
DAQ USB-6009, National Instruments, Austin, Texas, USA) is connected to all sensors
and the pump driving flow 1. The pump voltage can be adjusted via a Labview program
(National Instruments, Austin, Texas, U.S.) installed on a laptop computer to provide the
desired flow rate. In addition, the temperature and pressure of the water can be monitored
at the pumping cart by the Labview program. The temperature of the flows as well as of an
insulated reference phantom was monitored and logged by a fiber optical system. (Figure
was adapted from the journal article Buchenberg et al. [133].)
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heated or cooled.
The pumping system including all devices for heating and cooling as well as the fiber
optical system is established in the console room of the MR system. The PVC hoses of
flow 1 (inner diameter=25.4 mm) and flow 2 (inner diameter=19.05 mm), and the four MR
compatible fiber optical probes (FOTEMP 4, probe TS2, Optocon AG, Dresden, Germany)
are fed through waveguides into the MR scanner room. Altogether the functionality of the
waveguides is preserved.
All in all this versatile pumping system can be connected to any appropriately designed
flow model to either both of the flow circuits or either of them.

7.2 Static magnetic field dependency of fiber optical temperature
probes

This section investigates the static magnetic field dependency of fiber optical temperature
probes and is based on the journal article Buchenberg et al. [163].
A fiber optical system with fiber optical temperature probes was used to monitor and log
temperature data of the fluid flows and reference phantoms inside the bore of the MR
system. This type of temperature probes are typically nonmagnetic. Their cable is non
electrically conductive in contrast to conventional temperature measuring devices such as
thermocouples or resistance temperature detectors. Hence, the probes can be fed through
the waveguide without degrading MR image quality due to RF interferences. In addition,
they are not heated during MR imaging.
Accurate measurements of temperature in an MR environment are of particular impor-
tance for MR thermometry and MR safety studies to develop MR-safe devices or to ensure
safety and effectiveness of MR guided thermal therapies. If fiber optical probes are placed
in strong magnetic fields, there are indications found in literature for an underestimation
of the actual absolute temperature [177, 178].
The temperature determination by FOPs is based on various measurement principles such
as fiber optic displacement sensing [179], microfiber loop resonance [179], Brillouin scatter-
ing [179], fluorescence lifetime measurements in e.g. rare-earth-doped materials [179, 180],
Fabry-Perot interferometry [181], fiber Bragg grating measurements [182], and optical
translucence of semiconductors [183]. Currently, the fluorescence method and the semi-
conductor method are widely spread and either of them is applied in most commercially
available temperature measurement systems.
A temperature-sensitive phosphor such as manganese-activated magnesium fluoroger-
manate is typically used in FOPs based on fluorescence. The fluorescent signal intensity
decreases after the optical excitation of the phosphor ended. The corresponding decay
time of the fluorescent signal is determined via curve fitting. This decay time is in the
order of a few milliseconds and decreases as temperature of the probe increases. The tem-
perature of the phosphor, and thus locally of the sample, is obtained by comparing the
determined decay time to the system calibration values stored in an internal lookup table.
FOPs operating with a semiconductor often made from gallium-arsenide (GaAs) exploit
the temperature sensitivity of the band gap. The light absorption of GaAs probes depends
strongly on the wavelength of the photons. The semiconductor becomes optically trans-
parent as the wavelength of the monochromatic light exceeds a threshold of approximately
900 nm at room temperature [184]. This threshold wavelength changes with temperature
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Figure 7.12: An image of the cylindrical flow phantom is shown which was used to com-
pare temperature measurements conducted with two different fiber optical probes and a
glass thermometer. The long axis of this phantom was aligned parallel to B0 if not stated
otherwise. The inset shows the positions of the PF-probe tip and the SC-probe tip located
next to the glass thermometer GT. (This figure was taken from the journal article Buchen-
berg et al. [163].)

by approximately 0.35 nm/K [183] since the edge of the band-gap of the semiconductor is
temperature dependent [185, 186, 187]. A built-in spectrometer in commercial GaAs sys-
tems analyzes the threshold wavelength which in turn can be converted to temperature
values.
In this work temperature measurements of a phosphor fluorescence (PF) system and a
GaAs semiconductor (SC) system were compared. They were conducted at magnetic field
strengths up to 9.4 T covering a temperature range of 25◦C to 65◦C. The two commercial
fiber-optical systems used to measure temperatures were: PF-system (Luxtron with probe
SMM, sensor size: 0.3× 0.3× 0.3 mm3, Lumasense Technologies GmbH, Santa Clara, CA)
and SC-system (FOTEMP 4 with probe TS2, sensor size: 0.75× 0.75× 0.75 mm3, Optocon
AG, Dresden, Germany).

7.2.1 Measurement setup

An MR compatible cylindrical flow phantom was designed and constructed from acrylic
glass as shown in Fig. 7.12 to hold two distinct fiber optical probes, one of the PF-system
and one of the SC-system, and a glass thermometer (GT) with organic alcohol filling
(#8098, L. Schneider GmbH&Co.KG, Wertheim, Germany). The two probes were placed
into an acrylic glass capillary filled with distilled water. Their tips were positioned very
closely together to allow a comparison between their performances of measuring temper-
ature. One end of the capillary was closed to avoid any possible impact of flow on the
temperature measurements. The fiber optical probes were aligned parallel to B0 by either
using the laser positioning system of the 3 T MR system or by using a ruler at the 7 T and
9.4 T MR systems. The tips of the probes were located next to the tip of the GT used to pro-
vide temperature reference values. The flow phantom was connected via flexible plastic
tubes to an immersion heating circulator (Julabo SE, class III, Seelbach, Germany) sitting
on a 10 l water reservoir. The circulator provided a stable temperature environment in the
flow phantom at various different temperatures.
The measurement precision of the PF-system, the SC-system, and the glass thermometer
were ±0.5 ◦C, ±0.2 ◦C, and ±0.2 ◦C, respectively. These values were taken from the corre-
sponding manufacturer's instruction manuals.
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The flow phantom was placed into various staticB0 fields provided by the following three
MR systems, a 3 T whole-body system (TRIO, Siemens, Erlangen, Germany), a 7 T small-
animal system (Bio Spec 70/20, Bruker, Ettlingen, Germany), and a 9.4 T small-animal
system (Bio Spec 94/21, Bruker, Ettlingen, Germany). Temperature measurements at the
7 T MR system were carried out at the isocenter and in the console room (B0 ≈ 0 T). At
the 3 T and 9.4 T MR systems, they were conducted at the isocenter, the console room, and
additionally at different distances from the isocenter to collect data at numerous distinct
B0 values. A Hall probe (digital Teslameter FM 210, Projekt Elektronik GmbH, Berlin)
was used to determine the corresponding B0 values in the magnetic fringe field at the 3 T
system. It was positioned with the laser positioning system of the 3 T system and a ruler at
the same locations as the optical probes were placed. The accuracy of the Hall probe given
by the manufacturer was < 0.5% ± 2 digits. In the 9.4 T MR system, B0 values within its
magnetic fringe field were calculated by the manufacturer of the MR system using their
simulation model for magnet construction. The accuracy of this simulation is better than
the performance of measurements of B0 with a Hall probe. Thus, the major impact on the
precision of the B0 values in this experimental setup is caused by positioning errors of the
fiber optical probes within the strongly decreasing fringe field. Since the magnetic field
changes most steeply at the bore entrance positioning errors are more pronounced at this
location than close to the isocenter. A positioning offset of the probe tips of±0.5 cm (either
decreasing or increasing the distance with respect to the isocenter) changesB0 by less than
4% at all positions. The change of B0 was less than 1% up to 30 cm away from isocenter.
The maximum change of B0, thus maximum error occurred close to the bore entrance. An
off center displacement in the radial direction ~r with ~r ⊥ ~B0 of even 1 cm caused only a
small relative error on B0 of up to 0.2% in the fringe field.

7.2.2 Experiments

Temperature measurements were performed at a total of 17 B0 values and at 6 or 7 differ-
ent temperatures T = 25.0 ◦C, 30.0 ◦C, (35.0 ◦C only at the 3 T MR system), 40.0 ◦C, 50.0 ◦C,
60.0 ◦C, and 65.0 ◦C. At each of these temperatures, the measurements were carried out in
the order of increasingB0 (i.e., moving towards the isocenter) first. After the isocenter was
reached, they were conducted in a reversed order by moving away from the isocenter. The
mean of the two measurement values obtained at each location was determined to reduce
the error caused by inaccurate positioning within the steeply changing field away from
the isocenter.
Temperature differences ∆T were calculated as the difference between each temperature
measurement at B0 ≈ 0 T and the measurement at the same temperature with B0 > 0 T,

∆T = T (B0 > 0 T)− T (B0 ≈ 0 T). (7.4)

∆T was modeled using a second order Taylor expansion around B0,

∆T = a ·B2
0 + b ·B0 + c, (7.5)

to quantify the temperature shift of the SC probe, and to provide an empirical equation
applicable to correct temperature measurements conducted with the SC probe in magnetic
fields. Fitting of the data was done using the fitting toolbox of Matlab Version R2013a (The
Mathworks, USA).



7.2 Static magnetic field dependency of fiber optical temperature probes 83

Figure 7.13: ∆T versusB0 is depicted at all measured temperatures. Measurements which
were performed at TRIO (B0 = 1.4 T andB0 = 2.9 T; green marker borders) and at Bio Spec
(B0 = 7 T; red marker borders) are highlighted with pale yellow and pale blue colors for
the PF-system and the SC-system, respectively. Errors on B0 are within the marker size.
(This figure was taken from the journal article Buchenberg et al. [163].)

The calibration of both systems was carried out at B0 ≈ 0 T and at a temperature
Tcal = 25.0◦C. To investigate whether the calibration temperature affects the precision,
an additional measurement was performed at 65.0 ◦C with calibration also performed at
Tcal = 65.0◦C.
Furthermore, to assess possible orientation effects, measurements with the fiber optical
probes oriented perpendicular to B0 (phantom rotated by 90◦) were conducted at B0 =
3 T at three different temperatures T = 25.0 ◦C, 40 ◦C, and 65 ◦C. These measurements
could only be performed at the 3 T whole-body MR system because of its sufficiently large
bore size. For the comparison of results acquired with the probes oriented parallel and
perpendicular to B0, eight and four ∆T values were averaged, respectively.

7.2.3 Results

The dependence of ∆T on B0 is depicted in Fig. 7.13 for all temperatures measured at the
three different MR systems. Temperature measurements made with the PF probe and the
SC probe agreed within ±0.1◦C at B0 ≈ 0 T. ∆T values determined from the data of the
PF probe varied within 0.2◦C for all B0 values. This variation is within the measurement
accuracy of the system. However, a systematic decrease of ∆T with increasing B0 values
was clearly observed for the data of the SC probe. A maximum deviation of −4.6◦C at
B0 = 9.4 T was determined (Tab. 7.1). The fit of the empirical Eq. (7.5) to quantify the
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∆T [◦C]
TGT SC-system PF-system

25.0 -4.6 -0.1
29.8 -4.6 0.0
39.5 -4.5 0.0
48.8 -4.3 0.2
58.4 -4.3 0.1
65.1 -4.3 0.0

Table 7.1: ∆T s obtained by the SC-system and PF-system at B0 = 9.4 T are listed. Ad-
ditionally, the corresponding absolute temperatures of the glass thermometer TGT are
shown. (This table was taken from the journal article Buchenberg et al. [163].)

temperature shift of the SC probe data is represented by a black line in Fig. 7.13, and
yielded the following parameters: a = (−0.0447±0.0015)◦C/T2, b = (−0.060±0.016)◦C/T,
c = (0.08 ± 0.03)◦C, and r2 = 0.9966 (Goodness-of-Fit statistics). In addition, the mean
values of ∆T±SDmean,∆T and standard deviations (SD) are listed in Tab. 7.2 for each single
B0 value to gain a better understanding on the measurement precision. The observed B0

dependent temperature shift was independent of the MR system (see Fig. 7.13 pale yellow
colored values with green borders at 1.4 T, 3 T, and with red borders at 7 T).
The measurements at Tcal = 25.0◦C and Tcal = 65.0◦C show that ∆T did not change
for either of the fiber optical systems when they were recalibrated in the console room
(|∆T25◦C−∆T65◦C| ≤ 0.2◦C). Changing the alignment of the long axis of the flow phantom
with respect to ~B0 from parallel to perpendicular (i.e. the orientation of the phosphorus
or the semiconductor contained in the tip of the probes) also revealed no difference in the
mean values of ∆T determined at the 3 T MR system (Tab. 7.3).
Fig. 3 compares temperature data of the glass thermometer measured in the console room
with temperature data of both fiber-optical probes measured in the console room and ad-
ditionally at 9.4 T. All data agrees well (TSC−system ≤ 0.2◦C, TPF−system ≤ 0.7◦C) except for
the SC-probe measurements performed at the isocenter.
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SC-system PF-system
| ~B0| ∆T ± SDmean,∆T [◦C] SD [◦C] ∆T ± SDmean,∆T [◦C] SD [◦C]

1.42 a -0.12±0.01 0.04 -0.02±0.02 0.07
2.89 a -0.48±0.01 0.04 0.01±0.02 0.06
7.05 b -2.68±0.01 0.03 -0.01±0.03 0.08
0.77 -0.036±0.009 0.02 0.01±0.02 0.06
1.56 -0.12±0.01 0.03 0.00±0.02 0.06
3.21 -0.51±0.01 0.03 -0.01±0.01 0.04
4.45 -0.99±0.03 0.07 0.00±0.01 0.03
5.83 -1.76±0.05 0.13 0.014±0.009 0.02
7.08 -2.58±0.04 0.11 0.014±0.009 0.02
8.05 -3.31±0.04 0.10 0.04±0.01 0.04
8.70 -3.81±0.05 0.12 0.014±0.009 0.02
9.09 -4.13±0.06 0.15 0.02±0.01 0.03
9.30 -4.29±0.05 0.13 0.02±0.01 0.03
9.38 -4.37±0.06 0.15 0.04±0.01 0.03

9.40 c -4.39±0.05 0.13 0.014±0.009 0.02
9.40 c -4.39±0.05 0.14 0.03±0.01 0.03
9.40 -4.40±0.06 0.15 0.03±0.03 0.09

a B0 values of the 3 T MR system
b B0 value of the 7 T MR system
c B0 at distances of 4.8 cm and 9.8 cm from the isocenter

of the 9.4 T MR system

Table 7.2: Measurements acquired at different temperatures and with different calibration
temperatures were averaged for each individual B0 value. The mean of ∆T and the stan-
dard deviation of the mean ∆T ± SDmean,∆T as well as the standard deviation (SD) are
listed for each individual B0 for both fiber optical systems (SC-system, PF-system). (This
table was adapted from the journal article Buchenberg et al. [163].)

∆T [◦C]
| ~B0| = 3 T SC-system PF-system

‖ -0.48±0.01 0.01±0.02
⊥ -0.44±0.03 0.00±0.02

Table 7.3: Orientation effect check for the SC-system and PF-system. The mean of ∆T and
the standard deviation of the mean (∆T ± SDmean,∆T ) are listed when the flow phantom
was positioned parallel (‖) and perpendicular (⊥) to B0 into the isocenter of TRIO. (This
table was taken from the journal article Buchenberg et al. [163].)
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Figure 7.14: Temperature values of the glass thermometer acquired in the console room are
drawn versus temperature values acquired with the two fiber optical probes in the console
room (B0 ≈ 0 T) and at B0 = 9.4 T. At T = 65.0◦C: measurements with Tcal = 25.0◦C and
Tcal = 65.0◦C are both included, however, with this temperature scale not distinguishable.
(This figure was taken from the journal article Buchenberg et al. [163].)

7.2.4 Discussion

The fiber optical systems investigated in this work are typically used to locally monitor
absolute temperatures. These temperature measurements are taken as ground truth to
validate MR thermometry acquisitions, to determine temperature coefficients or for MR
safety studies in SAR measurements [188]. All of these applications require an accuracy
better than 1◦C. For example, in in vivo MR-guided thermal treatments the Sapareto ther-
mal dose model [189] is used to control tissue damage. This model is very sensitive to
small temperature changes, and thus requires a high precision of the temperature mea-
surements. However, this work clearly demonstrated that the accuracy of the tempera-
ture measurements in magnetic fields critically dependents on the type of the fiber optical
probe used. If the probe consists of a semiconductor and the connected fiber optical sys-
tem is calibrated outside B0, then, absolute temperature measurements performed inside
B0 will underestimate the actual temperature. This was partly described in earlier works
[177, 178]. At 9.4 T mean temperature shifts of−4.5◦C were measured by Roland et al. (see
Tab.1 in reference [177]). On average−4.4◦C (see Tab. 7.2) were determined in this work at
the isocenter of the small animal MR imaging system (B0 = 9.4 T). Both results show a very
good agreement. In a 7 T whole-body system Groebner et al. [178] observed a decrease of
−2.6◦C which excellently agrees with the measurement results of this work, −2.6◦C (mea-
surements performed in the fringe field of the 9.4 T MR system, see Tab. 7.2) and −2.7◦C
(measurements performed at the small animal MR imaging system withB0 = 7.05 T at the
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isocenter, see Tab. 7.2). This suggests that these measured temperature differences are not
dependent on the MR system type and are purely related to the magnetic field strength.
The observed temperature shift is caused by an increase in the band gap of the semicon-
ductor since the optical band gap width of GaAs increases with increasing magnetic field
[190]. Aleshkin and Zakrevskiǐ [190] presented a theoretical description of the width of the
band which is dependent on many parameters such as the polarization of the light or the
direction of the light propagation with respect to ~B0, and those are unknown for the GaAs
probe of the SC-system. Thus, an empirical model was introduced in this work to describe
the relationship between B0 and ∆T . It allows for retrospective correction of temperature
data in the case that the system's calibration was carried out at a different B0 than the ac-
tual temperature measurement. The correction applies for the specific temperature probe
type examined in this work, however, it can also be done for other SC probes.
Interestingly, the temperature shift observed in measurements conducted with the GaAs
probe was independent of the orientation of the probe with respect to ~B0. Orienta-
tion effects are known to exist for other semiconductor elements such as Metal-Oxide-
Semiconductor Field Effect Transistors (MOSFET) since the induced Hall voltage in the
inversion layers is dependent on the orientation of the magnetic field with respect to the
drain current in MOS devices [191].
In summary, the PF-system allows precise field-strength-independent temperature mea-
surements. A B0 dependent temperature shift has to be considered during temperature
measurements in magnetic fields for GaAs fiber optic probes. If it is accounted for, the
SC-system allows also precise temperature measurements over a wide temperature range.
The shift can be corrected either prospectively by calibrating the system at the desired B0

or retrospectively using the empirical model determined in this work. Prospective correc-
tion was applied to the SC-system for the measurements presented in this work.
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Part III

Case studies
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Chapter 8

Counter-current double pipe heat
exchanger

Details on heat exchangers were given in section 5.3. A case study with a counter-current
double pipe heat exchanger will be laid out in this chapter which is partly based on the
journal article Buchenberg et al. [133] as well as on the conference proceedings Buchenberg
et al. [142, 143].

8.1 Methods

8.1.1 Flow model design

A double pipe heat exchanger was constructed based on the literature [141, 132] by the
project partner. Further technical details can be found in his thesis [17]. Schematics of the
corresponding CAD drawings provided by the project partner as well as a picture of the
double pipe heat exchanger are depicted in Fig. 8.1.
To ensure MR compatibility of the flow model, results of experimental groundwork in this
work (subsections 7.1.1, 7.1.2) as well as Schenck's review on susceptibility [34] were con-
sidered. The flow model was built of a copper pipe (outer diameter OD = 15 mm) inside
a pipe made of acrylic glass (inner diameter ID = 50 mm, length of both pipes = 320 mm).
Flow 2 refers to the flow inside the inner pipe, and flow 1 refers to the flow in the annulus
between the inner pipe and outer pipe. The direction of the flows inside the flow model
were chosen to be opposite (counter-current) to maximize heat transfer. The length axis of
the flow phantom was oriented parallel to B0. Fiber optical probes (in total four probes
were available) can be inserted through the inlets to monitor the temperature of both flow
circuits during the experiments.
Both pipes were fixed between a flow preparation system to achieve an undistorted inflow
and an end nozzle. A wide-angle diffuser designed by the project partner after guidelines
proposed by Mehta [192] expanded the flow from hose diameter to the settling chamber
diameter. Internal grids induced a pressure loss to realize a steep opening angle of the
diffuser and prevent unwanted flow separation from the walls. Flow 1 was further ho-
mogenized in the settling chamber which included an de-aeration hole for air removal.
The connected nozzle accomplished three major tasks. It fixed both pipes, it accelerated
flow 1 further reducing flow turbulence, and it comprises the outlet of flow 2 downstream
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(a) Cross-sectional cut through the 3D CAD drawing

(b) Top view schematics of the flow model with the top half of the schematic depicting the outside of the
model, and the bottom half depicting a cut through the model

(c) Picture showing the main parts and features of the flow model

Figure 8.1: Various views of the counter current double pipe heat exchanger are depicted.
Fiber optical probes were inserted into the inlets to measure the temperature of flow 1
(T1,in) as well as the inflow and outflow temperatures of flow 2 (T2,in, T2,out). The remain-
ing fourth probe was used to monitor the temperature of the insulated reference phantom
(not shown here). The different components and its dimensions (in units of mm) are pre-
sented. The axes of the coordinate system are depicted. The Z axes is aligned with B0 and
with the direction of flow 1. Flow 2 flows in opposed direction corresponding to negative
Z direction. Figs. 8.1a, 8.1b were adapted from the journal article Buchenberg et al. [133].
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MR imaging parameters MRV MRT

TE/TR [ms] 11.5/15.5 20.0/29.1
flip angle [◦] 7 7
pixel bandwidth [Hz/pixel] 455 120
spatial resolution [mm3] 1.1× 1.1× 1.1 1.1× 1.1× 1.1
Phase encoding (PE) lines/slices 280/64 (or: 270/72) 280/64 ( or: 270/72)
Read out direction Z Z
In plane PE direction X X
Slice PE direction Y Y
venc [m/s] 0.05 —

Table 8.1: MR sequence parameters used for 3D MRV and 3D MRT acquisitions of the
double pipe heat exchanger. MRT measurements were performed with velocity compen-
sation. The number of phase encodings and slices was dependent on the location of the
FOV and the position of the reference phantoms. The total acquisition times of an MRV
measurement and an MRT measurement were 15 to 20 minutes and 8 to 9 minutes, respec-
tively.

of the copper pipe. Upstream of the copper pipe the end nozzle provided the outlet of
flow 1, the inlet of flow 2, and temperature probe inlets. The flow preparation system and
the end nozzle were made of polyamide (PA) using direct laser-sintering. The components
were connected via PolyVinyl Chloride (PVC) screws. O-rings were incorporated to avoid
water leakage.

8.1.2 Experiments

All experiments were performed with the double pipe model connected to the flow appa-
ratus described in subsection 7.1.3.
Firstly, PRF temperature data was acquired using model 1 (see pp. 69 ff.) and the sequence
described in 6.1. The flow rate of flow 1 was held constant during the MR acquisitions,
once at 5 l/min and once at 10 l/min. The flow rate of flow 2 was according to the max-
imum possible supply provided by the two Julabo systems (see section 7.1.3 for more
details about the Julabo systems).
3D imaging volumes were acquired with TR/TE=24.9/16 ms, flip angle = 7◦, pixel band-
width = 120 Hz/pixel, spatial resolution = 1.2 mm isotropic, phase encoding (PE) lines =
96, and slices=120. The imaging was performed with both flow circuits at room tempera-
ture of 21 ◦C (heat off, T off ) and with Tflow 1 = 21 ◦C, Tflow 2 = 50 ◦C (heat on, T on). Local
reference temperatures within model 1 were acquired during the MR data acquisitions
using fiber optical probes positioned through inlets as indicated in Fig. 7.5b. The local
temperature change ∆Tloc of the probes is defined as ∆Tloc = T on

loc − T off
loc .

MRT data evaluation was conducted as described in the subsection 6.2, however, using
precombined dicom phase data. Temperature results obtained with this kind of data can
suffer from spatially dependent noise enhancement (see subsection 6.2).
Secondly, MRV and MRT were performed using model 2 (see pp. 69 ff.) and the sequence
described in 6.1. Imaging parameters for these measurements are summarized in Tab. 8.1.
PRF temperature phase mapping was conducted with three different pairs of acquisitions
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with different temperatures for flow 1 (Tflow 1) and flow 2 (Tflow 2).

1. Homogeneous spatial temperature distribution i.e., Tflow 1 = Tflow 2. A reference ac-
quisition with flow 1 and flow 2 both at room temperature (21 ◦C) and an acquisition
with flow 1 and 2 both at a higher temperature (31 ◦C) were performed. Flow 2 was
provided by the HC-pump (see section 7.1.3).

2. Inhomogeneous spatial temperature distribution i.e., Tflow 1 < Tflow 2. A reference
acquisition with flow 1 and flow 2 both at room temperature (21 ◦C) and an acquisi-
tion with flow 1 at a lower temperature than flow 2 (Tflow 1 = 21 ◦C, Tflow 2 = 50 ◦C)
were performed. Flow 2 was provided by the HC-pump during the reference ac-
quisition. Meanwhile, water at a high temperature was prepared and maintained
by the immersion heater. After the reference acquisition was finished the HC-pump
was removed and replaced by the immersion heater. This approach allowed the two
acquisitions to be performed as closely together in time as possible. It was of par-
ticular importance here, because the prolonged use of water at 50 ◦C generated air
bubbles on the surface of the copper pipe.

3. Inhomogeneous spatial temperature distribution i.e., Tflow 1 > Tflow 2. A reference
acquisition with flow 1 and 2 both at the same temperature (31◦C) and an acquisition
with flow 1 at a higher temperature than flow 2 (Tflow 1 = 31 ◦C, Tflow 2 = 9 ◦C)
were performed. Flow 2 was provided by the immersion heater during the reference
acquisition. Meanwhile, water at a low temperature was prepared and maintained
by the HC-pump. After the reference acquisition was finished the immersion heater
was removed and replaced by the HC-pump.

Homogeneous spatial temperature distributions (first pair of acquisitions) can be used
to show that the applied PRF temperature phase mapping method is able to accurately
and precisely measure temperature changes in fluid flows. The second and third pairs of
acquisitions (cases with Tflow 1 < Tflow 2 and Tflow 1 > Tflow 2, respectively) were performed
to demonstrate that the applied PRF temperature phase mapping method is capable of
measuring spatially inhomogeneous 3D temperature distributions in fluid flows. The 3D
temperature distributions are assumed to remain constant during the MR data acquisition.
The flow rate for flow 1 was held constant at 5 l/min, whereas, the flow rate for flow 2 was
according to the maximum possible supply provided by the two Julabo systems during all
MR acquisitions (see section 7.1.3 for more details about the Julabo systems). Fiber opti-
cal probes were positioned into the inlets to measure T1,in, T2,in and T2,out as well as into
one of the reference phantoms (see Figs. 7.11 and 8.1). The thermally insulated reference
phantoms (cylindric bottles with ID = 6 cm; filled with distilled water, 5% hydroxyethyl-
cellulose, and 1 g/l CuSO4; insulation: polystyrene casings) were placed with their long
axis parallel to B0 to the left and right of the double pipe.
MR velocity mapping was performed using a pair of acquisitions, once without any fluid
flows (reference scan) and once with the two flows at temperatures Tflow 1 = 21 ◦C and
Tflow 2 = 50 ◦C. The reference scan was used to correct for eddy currents in the flow mea-
surement.
The evaluation of MRV and MRT data was conducted as described in subsection 6.2.
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8.1.3 Comparative studies

External temperature sensors incorporated into the flow model are typically used to pro-
vide reference temperatures which are compared to PRF temperature data. Separate ex-
periments were conducted outside the MR system to pointwise map the temperature dis-
tribution in two dimensions (2D). During these experiments the applied flow rates and
fluid temperatures were the same as during the MR acquisition with Tflow 1 = 21 ◦C, and
Tflow 2 = 50 ◦C.
Two different types of temperature sensors, a fiber optical probe and a thermocouple (TC),
were used. The major difference between the sensors was that the TC could be bent into
an L-shape. Therefore, the TC could enter flow 1 radially further upstream than the actual
region of interest (indicated by a circled asterisk in Fig. 8.1b) was located, and its distal
part (including the tip) could be aligned with the main flow direction. Such alignments
can minimize possible distortions of the flow caused by the external sensor.
Measurements with the fiber optical probe were performed with model 1 (see subsection
7.1.1, fiber optical probe inlets) because it provided an inlet at the position marked with a
circled asterisk in Fig. 8.1b. The probe (FOP∗) was fed through a steel cannula preventing
it from bending once it was inserted into flow 1. The position of the probe tip could be
adjusted radially by moving the probe into or out of the inlet, and circumferentially by
rotating the acrylic glass pipe, thus a 2D temperature map was obtained point-wise. A
pause between probe adjustment and data acquisition was kept, so that the flow and tem-
perature field could settle to stable conditions. Additional probes were positioned through
the inlets T1,in and T2,in. Temperature data was sampled for approximately 60 s (sampling
rate: ∼ 150 ms) at each grid point (15 angular positions and 4 − 5 radial positions) and
averaged during post processing. The temperature differences ∆T were determined be-
tween T1,in and TFOP∗. Only data in the upper left quarter of the pipe was collected in this
experiment because of symmetry properties of the double pipe.
Measurements with the TCs were performed with Type T TCs (copper-constantan junc-
tion, Temperatur Messelemente Hettstedt GmbH, Maintal, Germany) with a sheath diam-
eter of 1 mm and a sheath length of 100 mm. The TCs were connected to a NI-SCC-TC02
module (National Instruments, Austin, Texas, USA) which comprises a built-in thermis-
tor for cold-junction-compensation with an accuracy of ±0.4 ◦C. The TC02 module was
plugged into a carrier module NI-SC-2345, which was connected to a PXI-1031 DC sys-
tem (embedded controller card NI PXI-8106). The temperature data was monitored and
logged by a LabVIEW program. TCs were fed through the inlets T1,in, T2,in, and T2,out. An
elongated hole in the acrylic glass pipe located further upstream with respect to flow 1 and
with respect to the location marked with a circled asterisk in Fig. 8.1b allowed to insert the
L-shaped TC (TC∗). TC∗ entered the pipe radially before bending 90◦ so that the tip faced
into the flow at the Z-position marked with a circled asterisk in Fig. 8.1b. Thus, the flow
of flow 1 was not substantially distorted by the sensor. Temperature distributions were
mapped pointwise at a radial position R of the TC∗ head (adjustable moving the TC∗ into
or out of the inlet) and corresponding circumferential position Φ (adjustable by rotating
the acrylic glass pipe). One set of data was acquired at Φ = 0◦ and moving the TC∗ radially
in steps of 1 mm covering the range of 8 mm≤ R ≤ 23 mm. This kind of measurement was
performed in total twice. Another measurement was conducted at R = 20 mm adjusting
different angular positions in the range of -60◦ ≤ Φ ≤ 60◦ by circumferentially rotating the
acrylic glass pipe in steps of 5◦. Each pointwise temperature measurement was sampled
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(a) ∆T maps

(b) Temperature uncertainty maps

Figure 8.2: Cross-sectional views of averaged PRF ∆T maps (∆T maps) and maps of the
standard deviation of the mean are presented for flow 1 = 5 l/min (left row) and flow 1
= 10 l/min (right row). The experiments were performed with model 1. (Fig. 8.2a was
adapted from the conference proceeding Buchenberg et al. [142].)

for approximately 60 s (sampling rate: ∼ 10 Hz). The values were averaged during post
processing. Temperature differences were determined analogue to the experiment with
FOP∗.

8.2 Results

Fig. 8.2a shows cross-sectional views or transverse views (equal to X-Y planes) of PRF
temperature phase maps (PRF ∆T maps) acquired with model 1. Ten transverse slices
were averaged (the heat distribution was assumed constant over this distance). The first
slice used for calculating the averaged maps was approximately 2 cm further upstream
in flow 1 than the FOP inlets since these inlets disturbed the PRF ∆T maps (see pp. 69
ff.). Clearly visible is a temperature increase at the upper part of the outer pipe for both
flow rates. However, the spatial temperature distribution depends strongly on the flow
rate. Lower temperatures are seen if the flow rate is doubled as the induced heat is carried
away more efficiently. In the major part of the cross section no temperature increase occurs.
As depicted in Fig. 8.2b, the standard deviation of the mean is smaller than 0.4 K for the
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∆Tloc [ K ]
flow 1 = 5 l/min flow 1 = 10 l/min

FOP at # 6.5±0.3 0.3±0.3
FOP at ∗ -0.2±0.3 -0.1±0.3
MRI at # 6.35±0.15 0.22±0.07
MRI at ∗ 0.92±0.13 0.02±0.08

Table 8.2: The temperature change measured at two locations in flow 1 (approximate
position within the slice depicted by # and ∗ in Fig. 8.2a) simultaneously by the fiber
optical probes and MRT (4 voxel average) are listed. Mean values at these positions (∆Tloc)
and the corresponding standard deviations of the mean are presented. The experiments
were performed with model 1. (This table 8.2 was taken from the conference proceeding
Buchenberg et al. [142].)

vast majority of the voxels. An area with substantial higher uncertainty values is observed
in the upper right quadrant. An exchange of the copper pipe and new assembling of the
setup did not resolve this issue. Hence, this local increase of temperature uncertainties is
most likely cased by the noise issue which can occur if precombined dicom phase data is
used for the evaluation of temperature data (see subsection 6.2).
The temperature change measured by the FOPs at two locations in flow 1 (approximate
position of the probe's tip within the slice is depicted by # and ∗ in Fig. 8.2a) and the
average values from an ROI (consisting of 4 voxels) in the MRT data at these positions
were determined and are listed in Tab. 8.2.
Cross-sectional views of PRF ∆T maps along the double pipe are presented in Figure 8.3
for all three cases studied with model 2. For the first case (considering Tflow 1 = Tflow 2),
a homogeneous distribution of ∆T inside flow 1 is clearly visible in Fig. 8.3a. The ∆T
value determined from the fiber optical probe measurements (data logged during MR ac-
quisitions) was ∆TFOP = 9.9± 0.2 K. To estimate the uncertainty of the MR measurement
the root mean square deviation (rmsd) between ∆TFOP and ∆T of the MRT map was
determined according to

rmsd =

√√√√√√
n∑
i=1

(∆TMRT,i −∆TFOP )2

n
= 0.5 K. (8.1)

∆TMRT,i represents the temperature measured by MRT in the ith voxel, and n equals the
total number of voxels measured with MRT within flow 1.
Fig. 8.3b shows ∆T distributions for the second case considering Tflow 1 < Tflow 2. A ver-
tical thin stripe of hot fluid appears above the copper pipe in these cross-sectional views.
This structure is known as plume in literature [136, 141]. The hot fluid develops axis-
symmetric pairs of hot spots as a kind of double lobe in the vicinity of the upper edge of
the acrylic glass pipe since the acrylic glass pipe acts as a barrier. Starting at the left lower
corner towards the upper right corner in Fig. 8.3b the hot spots move outwards as the
fluid in the annulus is flowing along the hot copper tube.
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(a) Tflow 1 = Tflow 2 (b) Tflow 1 < Tflow 2

(c) Tflow 1 > Tflow 2

Figure 8.3: PRF ∆T maps (transverse views) along the double pipe are presented for the
three different cases studied. The first and last slice shown are separated by a distance
equal to 150 mm. The experiments were performed with model 2. Note, distinct color
scales are used for each individual figure. For orientation purposes the coordinate axes
are shown. (Figures were adapted from the journal article Buchenberg et al. [133]. Visual-
ization was performed together with the project partner using TecPlot software tools.)

The corresponding dimensionless numbers of the heated acquisition describing fluid me-
chanical as well as thermodynamical settings were determined by the project partner and
are given as follows: Reynolds number = 1800, Rayleigh number = 1.9·107 and Richardson
number = 0.85.

In Fig. 8.3c the ∆T distribution of the third case (considering Tflow 1 > Tflow 2) appears
mirrored compared to the second case (Fig. 8.3b). Similar characteristic structures are ob-
servable within flow 1 such as a plume and double lobes formed by cold fluid in this case.
The extent of the lobes is slightly reduced compared to Fig. 8.3b. Note, the temperature
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(a) Coronal view superimposed onto transverse
views.

(b) Iso-temperature surface (dark green structure)
shows the spatial distribution of ∆T = 5 K.

Figure 8.4: Further visualizations of PRF ∆T data indicate the 3D nature of the tempera-
ture and velocity fields for the second case (considering Tflow 1 < Tflow 2). The experiments
were performed with model 2. For orientation purposes the coordinate axes are shown.
(Figures were adapted from the journal article Buchenberg et al. [133]. Visualization was
performed together with the project partner using TecPlot software tools.)

difference between flow 1 and flow 2 was 22 K for the third case (Tflow 1 > Tflow 2) and 29 K
for the second case (Tflow 1 < Tflow 2).
In all PRF ∆T maps (Figs. 8.3a, 8.3b, 8.3c) a small temperature gradient of approximately
1 K over the FOV along the Z axis is present. This temperature gradient cannot be ex-
plained by heat transfer from the surroundings or from flow 2, and thus, are expected to
be artifacts arising from uncorrected higher order field drifts.
Since a 3D volume was covered by the measurement a variety of data visualization options
are applicable to assess features of the temperature distribution and analyze them. For the
second case a coronal view (equal to X-Z plane) and an iso-temperature surface with ∆T
= 5 K superimposed onto the transverse slices are presented in Fig. 8.4. The location and
extent of the plume as well as the formation and enlargement of the double lobes as the
fluid passes along the hot copper pipe are clearly depicted.
Comparisons between data of the pointwise fiber optical probe measurement and the cor-
responding PRF thermometry data is shown in Figure 8.5. The structure of the side lobe
is clearly depicted showing similar extensions in both measurements. ∆T values within
the lobe are higher in the MR data than in the probe data and an additional hot spot at
coordinate location (0.0,23.5) is visible only in the probe data.
The thermocouples can be introduced to the flow without substantially disturbing it. This
allows a more quantitative comparison with the MR data to be performed. Comparisons
between the pointwise measured TC data and the corresponding PRF data are shown in
Figure 8.6. On the left of Fig. 8.6a and of Fig. 8.6b, a transverse view of the PRF ∆T map is
presented. This slice corresponds to the Z-position marked by the symbol ~ in Fig. 8.1b.
In Fig. 8.6a (right chart), TC data measured at a fixed angle of zero and various radial po-
sitions is shown. The mean and standard deviation of the two separate TC measurements
are depicted with grey and black circles and error bars, respectively. With respect to the
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(a) PRF ∆T map (b) FOP data

Figure 8.5: Upper left quarter of ∆T maps (transverse views) are shown measured point-
wise with a fiber optical probe and with MRT for the second case (considering Tflow 1 <
Tflow 2). The black stars depict the position of the tip of the FOP. Temperature values of the
fiber optical probe were interpolated to depict the shape of the temperature distribution.

spatial resolution of the MR data, the zero angle data of the PRF temperature map can
be related to either one of the two voxel columns indicated by purple triangles and lilac
diamonds. Therefore, MR data of both columns is considered in the comparative study.
Two sets of data, one MR data set and one TC data set, are found which match quite well.
Similar curve progressions are observed between the MRT data in the left column (purple
triangles) and the TC data of the second measurement as well as between the MRT data in
the right column (lilac diamonds) and the TC data of the first measurement.
In Fig. 8.6b (right chart), TC data measured at a fixed radius of 20.0 mm and various angu-
lar positions is shown. Mean and standard deviation of the data are depicted with black
circles and error bars, respectively. A characteristic w-shape is clearly captured with both
temperature measurement techniques. The PRF data set which corresponds to a radius
between 19.0 mm and 20.0 mm (lilac diamonds) is similar to the TC data. The PRF data
set corresponding to a radius between 20.0 mm and 21.0 mm (purple triangles), however,
shows higher values in particular in the side lobes (Φ ≈ −25◦ and +25◦). Both tempera-
ture measurement techniques detect a similar width of the w-shape and ∆T values of 0 K
at angles of approximately −55◦ as well as +60◦. Furthermore, both techniques resolve a
kink in the temperature curve of the right lobe at Φ ≈ +35◦. Overall, the thermocouple
measurements are not perfectly symmetric about 0◦. This could be related to positioning
errors of the TC since MRV data showed a symmetric inlet flow (see streamwise velocity
presented in Fig. 8.7 and in the thesis of the project partner [17]).
For all experiments, the temperature increase in the reference phantoms was within the
accuracy of the fiber optical system and hence negligible.
Fig. 8.8a shows superpositions of PRF temperature distributions and velocity vector fields
occurring inside a counter-current double pipe heat exchanger for the second case (con-
sidering Tflow 1 < Tflow 2). The heated fluid raises to the top of the outer pipe in a localized
thin structure and moves outwards at the top forming side lobes which are warmer than
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(a) Zero angle data of the PRF ∆T map is highlighted with purple triangles and lilac diamonds (left image).
This MR data and the zero angle TC data (gray and black circles) from two separate measurements are depicted
on the right.

(b) PRF ∆T data corresponding to a radius RMRT between 19.0 and 20.0 mm is highlighted with lilac dia-
monds. PRF ∆T data corresponding to a radius RMRT between 20.0 and 21.0 mm is highlighted with purple
triangles (left image). This MR data and the corresponding TC data (black circles) is depicted on the right.

Figure 8.6: PRF ∆T maps (transverse views) are shown on the left side for the second case
(considering Tflow 1 < Tflow 2). TC measurements performed at the same Z-position as the
MR acquisition are presented on the right column together with the MR data voxel values
highlighted with purple triangles and lilac diamonds in the PRF ∆T maps (left column).
The mean and standard deviation of the TC data is presented. Dashed lines are added to
aid visualization. (Figures were adapted from the journal article Buchenberg et al. [133].)

the surroundings. The velocity field clearly represents the natural convection flow due to
the temperature increase within the fluid.
Besides the vector representation common approaches to visualize flow are based on tools
called streamlines and pathlines. At one instant of time the velocity vectors are the tangent
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Figure 8.7: Velocity component vZ of the inlet flow. The four quadrants are caused by
struts built into the nozzle. Further details on the construction of the nozzle as well as on
the components of the velocity field further upstream in flow 1 can be found in the thesis
of the project partner [17].

vectors of every spatial point along a streamline [32]. The trace of a particle detected by a
cloud chamber is an example for a pathline (time exposure of particles). Streamlines and
pathlines represent the same curves for a steady flow e.g. present in the double pipe heat
exchanger.
In Fig. 8.8b streamlines are depicted on top of the PRF temperature views. They start at
the locations marked by an X and O. The distance between the bullets represents the ve-
locity magnitude, and the color of the bullets represents ∆T . In areas with ∆T = 0 K only
forced convection is present (represented by equally spaced bullets). Meanwhile in areas
with ∆T > 0 K the particle follows a 3D trajectory. Its temperature and speed increase
at the beginning (wider spaced bullets), and its speed is slower in the side lobe of the
plume (densely packed bullets). The location of the particle remains similar as the forced
convection exceeds the natural convection.

8.3 Discussion

This case study presents an MR compatible experimental setup which arose from a close
collaboration between the project partner (responsible for the fluid mechanical and engi-
neering contributions) and the author of this thesis covering the development of suitable
MRI techniques. The setup provided a stable 3D temperature distribution within the fluid
flow. It allowed a measurement of 3D velocity fields and 3D temperature fields within the
fluid flow using phase contrast MRI methods. Since velocity as well as temperature were
determined from the same parameter ,i.e. the phase of the MR images, it is essential to
differentiate the individual contributions to the imaging phase in order to obtain accurate
results. In this work, MRI methods were adjusted and established to meet this requirement
providing accurate and precise measurements of both velocity and temperature fields in
fluid flows.
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(a) PRF ∆T maps and velocity vector fields (b) PRF ∆T maps and streamlines originating from
the locations X and O

Figure 8.8: PRF ∆T maps, velocity vector fields and velocity streamlines are depicted for
the second case (considering Tflow 1 < Tflow 2). The distance between the different cross-
sectional views is equal to 30 mm. The experiments were performed with model 2. (Fig-
ures were adapted from the conference proceeding Buchenberg et al. [143]. Visualization
was performed by the project partner using TecPlot software tools.)

The flow model investigated in this case study was a counter-current double pipe heat
exchanger. It was composed of two long concentric cylinders connected to separate flow
circuits which could be supplied with different temperatures. The superposition of 3D
temperature and velocity fields as illustrated in Fig. 8.8 depict the complexity of their
interplay. The ability to quantitatively assess 3D distributions of temperature as well as
velocity lays the foundation to open up a variety of applications and prospects for engi-
neering communities (i.e. fluid mechanics community), for the medical physics commu-
nity and many other fields of science.
A qualitative and quantitative comparison between the MRV data and the LDV data ac-
quired in a separate measurement session revealed a good agreement (see thesis of the
project partner [17], subsection 5.3.2.6 for details). LDV is a gold standard technique to
determine velocities in fluid flows.
However, for the temperature acquisitions a full quantitative validation could not be
achieved due to the difficulty of measuring 3D temperature distributions noninvasively
in fluid flows with a different method than MRI. Thus, temperature sensors had to be
inserted into the flow for pointwise mapping with the possibility of changing the flow
distribution. A fiber optical probe and a thermocouple were incorporated into the flow in
two different ways. In contrast to the fiber optical probe, the thermocouple could be intro-
duced without substantially disturbing the flow, and thus a more quantitative comparison
with the MR data could be performed.
Locally observed deviations of up to several Kelvin between ∆T determined once via fiber
optical probes and once with MRT was assumed to arise mainly from local distortions of
the flow due to the probe placement (i.e., FOP entered flow 1 perpendicular to the flow
direction). In particular the subtle structure of the plume and the distributions of the heat
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within the side lobes might be affected. Nevertheless, the extent of the pointwise mapped
side lobe was qualitatively captured by the fiber optical probes.
The main issue with the thermocouple measurements was that their co-registration with
the corresponding MR data was difficult. The tip of the thermocouple was positioned by
adjusting its position radially and circumferential at the edge of the acrylic pipe. The ac-
curacy of this positioning was approximately±0.5 mm radially and±1◦ circumferentially.
Furthermore, it was possible that the thermocouple twisted slightly such that its bent por-
tion was not exactly aligned parallel to the Z-axis after it had been positioned. This lead
to additional uncertainty in the position of the tip of the thermocouple. The area of the
tip (∼ 1 mm2) was comparable to the spatial resolution of the PRF temperature phase
maps. Nonetheless, it was difficult to perform a quantitative comparison between indi-
vidual voxels of the MRT data and individual points measured by the thermocouple since
the fine features of the temperature distribution were similar in size to the positioning
accuracy of the thermocouples and the resolution of the MRT maps.
Overall, temperature data measured with a thermocouple and by MRI agreed closely (Fig.
8.6), and thus providing evidence that the MRT values are correct. At the fixed circum-
ferential position Φ = 0◦ the two separate thermocouple measurements showed quite
distinct ∆T values (Fig. 8.6a). Each of these measurements agreed closely with one of the
two columns of the PRF ∆T data at Φ = 0◦. This indicates that the two separate ther-
mocouple measurements were made at slightly different angular positions corresponding
approximately to the two highlighted lines of MR ∆T values.
Similarly, thermocouple measurements performed at a fixed radial position and varying
circumferential positions agreed closely (Fig. 8.6b). Because of the spatial resolution of the
PRF ∆T maps it was difficult to pick a single line of voxels matching exactly to the radius
of the thermocouple measurements. Instead all voxels of the PRF ∆T map in the range
of the radius between 19.0 mm and 21.0 mm were shown. Hence, the inaccuracies due to
radial positioning of the thermocouples and additional twisting were accounted for. In
particular for the range of the radius between 19.0 mm and 20.0 mm, the thermocouple
data and PRF ∆T data were very similar.
The difficulty in validating the PRF ∆T measurements quantitatively can be seen for exam-
ple at the circumferential position Φ = −30◦. Two values, one at approximately ∆T = 3 K
and the other at approximately ∆T = 6.5 K, are depicted for the range enclosing the po-
sitioning uncertainty of the thermocouple tip. The thermocouple data is approximately
∆T = 5.8 K at this position.
Additional comparisons provided in the thesis of the project partner [17] (subsection
5.3.2.7; note, the x-axis representing Φ is reversed and the right lobe as well as left lobe are
interchanged compared to this work) include MRT data of three separate measurement
sessions and one additional fixed circumferential position Φ = 20◦. MRT data and TC
data revealed close agreements in particular for the data at fixed circumferential positions.
For a fixed radial position and various circumferential positions the scattering between
the three different MR data sets is similar to the scattering of the MR data presented in
Fig. 8.6b for two different ranges of RMRT. This again demonstrates the difficulties with
co-registration of the data since only minor scattering was observed between the three
different MR data sets for the fixed circumferential position Φ = 0◦.
Further evidence that the applied PRF MRT method accurately measures temperature was
provided by simultaneously acquired MRT data and fiber optical probe data at two distinct
locations within flow 1 (Tab. 8.2). Close agreement was observed for both sets of data.
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Since sensor inlets disturbed the PRF ∆T maps locally, a stack of slices at a sufficient
distance was chosen for the data comparison, which, in turn makes an exact quantitative
comparisons between fiber optical probes and MR measurements difficult.
A further approach to add additional evidence for the accuracy of the MRT measurements
was provided by the case with Tflow1 = Tflow2 (Fig. 8.3a). In this case the temperature
was constant throughout the entire volume. Furthermore, the flow field was quite simple,
apart from acceleration present in the boundary layers next to the pipe walls. The PRF
∆T distribution was highly homogeneous besides a small slope along Z which may be
artifacts arising from uncorrected higher order field drifts. The root mean square deviation
between the actual ∆TFOP and the ∆T of the MRT measurement across the whole volume
was 0.5 K. Therefore, the PRF temperature phase mapping methods could measure the
temperature accurately within 0.5 K in this simple flow field. The value of 0.5 K represents
a superposition of errors in this flow situation originating from noise, susceptibility effects,
displacement, acceleration, and experimental stability. The contribution of each of these
sources of error will be different with different flow temperatures and in different flow
models.
Furthermore, numerical studies and experimental investigations conducted with other
modalities than MRI were performed in similar flow models as investigated in this work.
They showed similar temperature distributions [136, 137, 193].
In the following subsection various sources of error are discussed, and how they are ex-
pected to change in the Tflow1 6= Tflow2 cases. This subsection also provides a framework
considering the errors which could arise in other flow models.
The variety of possible error sources indicates that complex considerations are required
to achieve accurate and precise velocity as well as temperature measurements with MRI.
If the impact of geometry and materials are identified and the possible sources of error
are minimized, the resultant flow model can be easily further modified to address other
thermofluid questions. For example, the double pipe heat exchanger was extended to a
more complex flow model called pin fin array heat exchanger. Generally, this work laid
the foundation to gain knowledge on the MR perspective how to establish precise velocity
and temperature measurements in fluid flows.

8.3.1 Possible sources of error

Noise

The uncertainty in the temperature phase change is inversely proportional to the SNR
(Eq. (4.9)). For the case with Tflow1 = Tflow2, the uncertainty arising from phase noise is
determined in what follows. The SNR in NMR phased arrays was determined according
to Constantinides et al. [194]

σBG =

√
M2

BG

2L
(8.2)

AROI =

√
M2

ROI − 2Lσ2
BG (8.3)

SNR =
A

σBG
(8.4)
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for sum-of-squares images (magnitude images). σBG and AROI denote the standard de-
viation of the background noise and the average signal intensity in the flow phantom,
respectively. The ROI to determine σBG has to be selected in artifact-free areas in the back-
ground of the magnitude image. MBG and MROI represent voxels of the background and
of the region of interest within the flow phantom, respectively. Averaging is denoted with
. . . , and L is the number of coils.
The values obtained at temperatures T = 21 ◦C, and 31 ◦C were σBG,21 ◦C = σBG,31 ◦C =
0.82, AROI,21 ◦C = 131.94, AROI,31 ◦C = 125.77, SNR21 ◦C = 160.43, and SNR31 ◦C = 153.02.
Note that the signal decreased by approximately 5% with increasing temperature. The
corresponding uncertainty in the temperature phase (equation provided in reference [74]
or see Eq. (4.9) neglecting

√
2) at temperatures T = 21 ◦C and 31 ◦C revealed σT,21 ◦C =

σT,31 ◦C = 0.04 K. The uncertainty in the temperature phase difference images was ob-

tained by Gaussian error propagation σ∆T =
√
σ2
T,21 ◦C + σ2

T,31 ◦C = 0.06 K ≈
√

2σT in
accordance with Eq. (4.9). σ∆T was not expected to be substantially different between the
different cases studied due to similar SNR values or even higher SNR values in the case of
lower fluid temperatures. However, they will be different for other flow models and with
other acquisition parameters.
The same SNR analysis was applied to the magnitude data of the MRV measurement re-
vealing σBG = 1.71, AROI = 159.83, and SNR = 93.53. The magnitude data used for this
analysis was the averaged magnitude data of four acquisitions (three velocity encoding
directions and the velocity reference). Thus, this SNR value had to be corrected by a factor
of 1/2 since the SNR of the averaged data is directly proportional to the SNR of a single
acquisition according to SNRaveraged ∝

√
n SNRsingle [27] with n representing the number

of acquisitions. Eq. (3.13) was adjusted accordingly leading to σv = 2
√

2
SNR

venc
π . An uncer-

tainty in the velocity phase of σv = 0.0005 m/s was determined for a venc = 0.05 m/s.
A much higher value of σv (by a factor of 28 larger) was reported by the project partner in
reference [17] for a similar acquisition, however, with a venc = 0.2 m/s. The different venc
values contribute a factor of 4. The remaining factor of 7 is likely to be caused by differ-
ently selected ROIs to calculate background noise. A value of σBG ≈ 7 in [17] lead to a low
SNR value which in turn resulted in a comparatively high velocity phase noise. The veloc-
ity phase noise determined in this work seems to be in a reasonable order of magnitude.
The method applied to determine SNR, and thus the velocity phase noise, is assumed to
be a valid approach in the flow situation inside the double pipe heat exchanger. However,
this approach to estimate the uncertainty of velocity measurements becomes more inaccu-
rate with increasing Reynolds number of the flow because the noise is solely determined
in the artifact-free background (considering thermal noise) neglecting contributions from
the turbulent flow [195].

Susceptibility

The flow model placed into the homogeneous B0 introduces local variations of this field
because of susceptibility differences of materials. Thus, the proton resonance frequency
changes locally. To avoid undesired artifacts in the MR image such as deformations of
the object's shapes or signal voids, effects of the magnetic susceptibility on the MR image
have to be considered carefully (see reference [34] for more details on this subject). For
example, the shapes and the orientation of the objects with respect to B0 [34, 67] as well as
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susceptibility matching of the components is important for phantom designs.
In this work MRV as well as MRT were performed based on phase contrast methods. This
involves a subtraction of two sets of phase data. Thus, local field variations have to re-
main unchanged between both data acquisitions to be removed by the phase subtraction.
For this reason, the temperature of the experimental setup has to stay constant during
an MRV acquisition. In contrast, MRT based on PRF temperature phase mapping requires
two measurements which are performed at distinct temperatures. Temperature dependent
changes of the susceptibility cause phase changes which are different for measurements
conducted at different temperatures. This leads to errors in the PRF temperature phase
maps. Therefore, the entire setup to perform MRT has to be designed more carefully than
for MRV to minimize distortions arising from temperature dependent susceptibility ef-
fects. The temperature dependence of the susceptibility of pure water is known to be
small compared with its temperature coefficient αwater [10] (see also p. 39). However, for
fat the temperature dependence of the susceptibility is much larger than its temperature
coefficient and almost similar in size to αwater (p. 39). Consequently, areas containing fat
can only be used as reference to monitor field drifts if they do not change temperature.
This is important to remember if field drifts are monitored via fat which is frequently the
case in in vivo MR thermometry. For other materials data is often not available, however,
a method presented by de Poorter [69] could be applied to determine their susceptibility
change with temperature.
The flow model in this work was designed with a cylindrical shape oriented parallel toB0.
In particular, two cylinders (one put into the other) were used because a cylinder aligned
with B0 causes no distortion in the magnetic field outside the cylinder, while the field in-
side has a spatially invariant offset [34]. The case considering Tflow1 = Tflow2 can be used to
detect temperature dependent susceptibility changes. It would show a constant offset in
the PRF temperature phase maps originating from temperature dependent susceptibility
changes if they are substantial compared with the PRF shielding effect. However, the tem-
perature of the PRF ∆T map was within 0.5 K of the temperature determined by the fiber
optical probe. Therefore, the temperature dependent susceptibility changes do not have
a strong effect on the temperature results of this flow model. This fact is not expected to
change between the three cases investigated in this work (Tflow 1 = Tflow 2, Tflow 1 < Tflow 2,
and Tflow 1 > Tflow 2).
Whether temperature dependent susceptibilities play a substantial role in a specific flow
model can be investigated with known temperature distributions. An alternative ap-
proach to determine the influence of temperature dependent susceptibilities is to measure
the susceptibility change with temperature, the magnetic field resulting from a particular
geometry can be simulated (as in [69]).
Another aspect to be considered with the double pipe setup was that air bubbles appeared
at the hot copper surface causing local artifacts in the PRF ∆T map. To reduces the occur-
rence of this bubbles or avoid them from being generated, the fluid inside the copper pipe
can be cooled instead of heated. Alternatively, the fluid outside the copper pipe could be
degassed before it is used in MRT experiments.

Displacement

If spins move between the RF excitation and readout of the signal, MR images are cor-
rupted. In this work, in-plane displacement was minimized by placing the phase encod-
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ing gradient as close as possible to the readout gradient. A flow rate of 5 l/min reveals
maximum flow velocities of approximately 0.1 m/s along Z (corresponding to readout di-
rection). For the cases with Tflow 1 < Tflow 2 and Tflow 1 > Tflow 2 maximum velocities occur
in the X and Y direction which are an order of magnitude smaller than along Z.
The time separation between phase encoding and the center of readout is 7 ms for the MRT
acquisitions performed with TE = 20 ms. During this time, spins move less than the spatial
resolution and a substantial corruption of the MR image due to in-plane displacement is
not expected. In-plane displacement of spins is less for the MRV acquisitions than for the
MRT acquisitions, and thus not assumed to be a relevant source of error.
Additionally, through-plane displacement errors are not expected to be substantial for the
MRT or MRV acquisitions because of the very small velocities in this direction.
If the spins move through a temperature gradient or velocity gradient during TE, tem-
peratures or velocities given in PRF temperature phase maps or velocity maps, represent
an integral value of the temperatures or velocities experienced, rather than temperature
or velocity at a single time point and spatial location. However, in the flow conditions
investigated in this setup the velocity field and the temperature field are strongly cou-
pled. Spins move in layers where the velocity changes slowly. Also the temperature only
changes slowly due to heat conduction perpendicular to the flow field, not due to mixing
of layers with different temperatures. Therefore, effects related to temperature gradients
or velocity gradients are not important. In strongly turbulent flows where more mixing
occurs, shorter readout times and echo times might be advantageous to account for these
effects.

Acceleration

Acceleration compensation was not implemented in the sequence used in this work. Thus,
acceleration of the spins can lead to phase errors degrading the accuracy of the measured
velocity and temperature fields. The acceleration vector field of the flow can be deter-
mined by the total time derivative (also called material derivative) of the 3D velocity vec-
tor field ~V (~rflow, tflow) which represents the speed and direction of particles at each spatial
location ~rflow and at each instant of time tflow

~V (~rflow, tflow) =

u(~rflow, tflow)
v(~rflow, tflow)
w(~rflow, tflow)

 =

u(xflow, yflow, zflow, tflow)
v(xflow, yflow, zflow, tflow)
w(xflow, yflow, zflow, tflow)

 (8.5)

The flow is steady if ∂~V∂t = ~0 [32].
Starting with Eq. (8.5), the acceleration field is given by [196]

~a(~rflow, tflow) =
d~V (~rflow, tflow)

dt
=


∂u
∂t + u∂u∂x + v ∂u∂y + w ∂u

∂z
∂v
∂t + u ∂v∂x + v ∂v∂y + w ∂v

∂z
∂w
∂t + u∂w∂x + v ∂w∂y + w ∂w

∂z

 (8.6)

=
∂~V

∂t︸︷︷︸
local acceleration

+
(
~V · ~∇

)
~V︸ ︷︷ ︸

convective acceleration

. (8.7)

Thus, the acceleration experienced by a particle in the fluid consists of two parts, one aris-
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ing from a temporal varying velocity field at a fixed location (local acceleration), and one
arising from a spatial varying velocity field (convective acceleration). The local accelera-
tion vanishes in steady flows (∂~V∂t = ~0).
Acceleration maps were calculated from the MR velocity data acquired for the two cases:
Case 1 with Tflow 1 < Tflow 2 and case 2 with Tflow 1 > Tflow 2. The maximum acceleration
observed in the double pipe flow model is approximately 0.2 m/s2 in both cases. This rel-
atively small value can be referred to the low velocities in combination with the lack of
obstruction to the flow.
No contributions from acceleration remain in phase difference maps if the acceleration
fields are identical for the reference measurement (Tflow 1 = Tflow 2) and the heated case
(Tflow 1 < Tflow 2) or the cooled case (Tflow 1 > Tflow 2). No temperature gradient, and thus
only forced convection is present for the reference measurement. Whereas, in the heated or
cooled cases natural convection and forced convection occur leading to local acceleration.
Hence, the corresponding phase due to acceleration changes, Φ∆a = 1/2 γ∆aM2 = 0.02,
results in a temperature error of approximately 0.14 K. The second moment of the gradi-
ents M2 is calculated according to M2 =

∫ TE
0 G(τ)τ2 dτ (Eq. (3.7)). The gradient ampli-

tudes and timing are determined with sequence simulations applying identical imaging
parameters as during the actual MR data acquisition.
In a similar manner the phase error due to acceleration was estimated for the velocity data
and revealed Φa = 1/2 γ a∆M2 = 0.07 (note, the acceleration field is the same for both
acquisitions, however the velocity encoding is different leading to an effective second mo-
ment ∆M2). This phase translated into a velocity error of 0.0011 m/s using verror = Φa

venc
π .

Therefore, errors due to acceleration changes are assumed not to have an influence on the
experimental results in this setup. However, in other flow models acceleration compensa-
tion could be necessary to be implemented in the sequence.

Experimental stability

Substantial temperature errors may arise from field drifts which can occur between acqui-
sitions required to perform PRF temperature phase mapping. To track this drift there are
various possibilities. Thermally insulated reference phantoms (used in this work) can be
positioned in the vicinity of the flow model. Note that the separation between the refer-
ences and the flow model has to be sufficiently large (approximately a few centimeters)
otherwise the temperature maps are distorted by susceptibility artifacts. The inclusion of
references requires the FOV to be enlarged prolonging scan time. Furthermore, because
of the shape of the flow phantom, the references could be only included in X direction.
This restricted the correction to 0-th order which left residual first or higher order offsets
uncorrected. The temperature slope along the Z direction (see Fig. 8.3) is expected to arise
due to an uncorrected first order field drift.
As proposed in Buchenberg et al. [133], the usage of non-insulated oil phantoms did not
reveal the desired correction. Since the temperature dependent susceptibility of oil is in
the same order as the temperature coefficient of water (p. 39), substantial phase changes
were observed if the temperature of the oil changed. Therefore, oil references require iso-
lation and cannot be placed closer to the flow phantom (to provide higher order field drift
corrections) than the references used in this work.
Furthermore, the field drift could be monitored with field probes [83]. In this case the FOV
has not to be enlarged. However, additional time is required to read the data of the field
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probes (in the order of milliseconds per read-out of the field camera data) during MR data
acquisition. This prolongs the total measurement time. Furthermore, field probes are sen-
sitive to temperature changes requiring temperature monitoring and corresponding cor-
rections. Recently, field probes with a temperature dependence of below 0.1 ppb/K were
presented by Gross et al. [197]. Field probes to monitor the field drift were tested with
the double pipe heat exchanger setup in this work. During this experiment, however, the
field drift remained unexpectedly small (∼ 1K), which is approximately the overall mea-
surement uncertainty of MRT measurements. Since the field drift was in a similar order of
magnitude as this uncertainty, a detailed analysis and comparison between temperature
data corrected by field probe measurements and temperature data corrected by reference
phantoms could not be performed. Moreover, the experiment could not be repeated since
the field probe setup was only temporarily available. Future work on this subject is re-
quired particularly in complex flow models where a reasonable placement of reference
phantoms is difficult to achieve without degrading MR images. In these cases field probes
could represent a valuable approach for monitoring field drift.
Finally, spectroscopic methods could be used (as presented in chapter 10) to provide abso-
lute temperature measurements with a single acquisition. However, its spatial resolution
is typically in the order of a few millimeters. Hence, thin structures such as the plume
inside the annulus of the double pipe heat exchanger are difficult to detect.
Highly unstable or rapidly fluctuating temperature distributions would be difficult to
measure with PRF methods. In the presence of turbulent flow with integral time scales
shorter than the velocity compensation gradients [5], residual phase distribution after the
velocity compensation would lead to signal loss due to intra voxel dephasing (reduced
T2∗).
Velocity measurements are typically affected by eddy currents. This source of error is
assumed to be most relevant in MRV acquisitions of the double pipe flow model. Acqui-
sitions performed at minimum possible TE revealed higher order distortions which could
not be sufficiently corrected by post-processing. An increase of TE (i.e. prolonging gradi-
ent ramp up times and reducing gradient amplitudes) and a correction of eddy currents
during post-processing could resolve this issue. Good agreements were found between
MR velocity data and LDA data (see thesis of the project partner [17]). Due to the low
velocities an increase of TE was feasible without introducing displacement errors. Addi-
tionally, as discussed before errors due to acceleration were not expected to be relevant in
this setup. Furthermore, due to the laminar flow no relevant signal loss due to intra voxel
dephasing was observed as it would occur in turbulent flows.
The discussion above about possible sources of error indicates, that in this flow model and
with the imaging parameters applied the majority of the errors are small compared with
the velocities or temperatures being measured. A better correction of the field drift can
reduce the error of the temperature maps since the field drift is assumed to be the main
error source contributing to the rmsd value of 0.5 K for the case with Tflow1 = Tflow2.
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Chapter 9

Pin fin array heat exchanger

The pin fin array heat exchanger is a more complex arrangement of copper tubes for heat-
ing or cooling than the latter discussed double pipe heat exchanger. However, the exper-
iments of the double pipe heat exchanger contributed valuable input with respect to its
design and the MR data acquisitions.

9.1 Methods

9.1.1 Flow model design

A staggered pin fin array heat exchanger was constructed by the project partner based
on design rules to establish a benchmark case in CFD calculations [147]. A CAD drawing
provided by the project partner and a picture of the pin fin array heat exchanger are shown
in Fig. 9.1.
Results of experimental groundwork (subsections 7.1.1, 7.1.2), lessons learned from the
double pipe heat exchanger experiments, and Schenck's review on susceptibility [34] were

Figure 9.1: A CAD drawing and a picture (top view) of the pin fin flow model are shown.
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Figure 9.2: Schematics of the staggered pin fin heat exchanger with the copper pipes (or-
ange) and the half-cylinders (grey) made from PA. The characteristic parameters are de-
picted (H: height, W: width, S1: cross streamwise pin distance, S2: streamwise pin dis-
tance). The orientation of the pin fin flow model with respect to B0 and the direction of
flow 1 is presented. The coordinate system used for the velocity components and acceler-
ation components is shown.

considered to ensure MR compatibility of the model. Therefore, to minimize possible sus-
ceptibility issues copper pipes were aligned parallel to B0. In total 12 copper pipes (full
pins, ID = 10 mm, OD = 12 mm, length of these pipes = 150 mm) were arranged in a stag-
gered manner forming 8 rows of pins (Fig. 9.2). Half-cylinders (half pins) made from PA
had to be inserted at the bottom and top of the casing to achieve a staggered array. Hence,
each row of pins was composed of either two full pins or one full pin and two half pins.
The copper pipes were fixed into the casing and sealed off by cable connectors mated to
the casing. The half pins were fixed to the surrounding casing made from PA (displayed
in white in Fig. 9.1) using direct laser-sintering. The top wall of the casing consisted of an
acrylic glass plate to allow optical access to check for air bubbles.
Overall, the casing established a rectangular flow channel with its length axis oriented per-
pendicular toB0. Because of the limited amount of space in the MR scanner bore, bends at
the inlet and outlet of the channel were required to redirect flow 1 by 90◦. Inside the bend
of the inlet, guide vanes were located to reduce the development of secondary flows. The
distance between the beginning of the first row of pins and the end of the guide vanes was
80 mm.
The bend of the inlet was connected to an inlet section (see Fig. 9.1) which included a
wide-angle diffuser at its very beginning. The diffuser comprised internal grids generat-
ing pressure loss and thus, preventing flow separation. The inlet section equals the outlet
section which is connected to the downstream part of the pin fin casing.
The geometric dimensions of the staggered pin fin model were chosen according to the
proposal of Benhamadouche et al. [147] with S1/OD = S2/OD = 2.5, W/OD = 5 and
H/OD = 2.
Two separate closed flow circuits were established with this flow model. The casing
contained flow 1 with its direction of flow oriented perpendicular to the length axis of the
pins. Inside the copper pins flow 2 could provide heating or cooling of flow 1. To establish
flow 2, the copper pipes were grouped into two groups (denoted 'flow 2 inlet'and 'flow 2
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MR imaging parameters MRV MRT

TE/TR [ms] 6.1/9.1 20.0/29.1
flip angle [◦] 25 25
pixel bandwidth [Hz/pixel] 455 120
spatial resolution [mm3] 1.0× 1.0× 3.0 1.0× 1.0× 3.0
Phase encoding (PE) lines/slices 384/3 384/3
Read out direction Y Y
In plane PE direction X X
Slice direction Z Z
venc in plane/through plane [m/s] 0.2/0.1 —

Table 9.1: MR sequence parameters used for 2D MRV and 2D MRT acquisitions of the pin
fin array heat exchanger. The total acquisition time of a MRV measurement (single slice, 3
directional velocity encoding) was around 14 seconds and of a MRT measurement (single
slice, velocity compensated) was around 11 seconds.

outlet'). Flow 2 inlet and flow 2 outlet were split into two subgroups of three copper pins
each. These subgroups were alternated as presented in Fig. 9.1.
A manifold (made from PA using laser-sintering) split flow 2 into six feed lines. Each of
these lines was connected (via polyvinyl chloride (PVC) hoses) to one of the six copper
pipes corresponding to flow 2 inlet. The pipes of flow 2 inlet were connected to the pipes
of flow 2 outlet using PVC hoses. Thus, flow 2 passed in total twice through the pipes of
the pin fin array. A second manifold collected all six lines of flow 2 outlet.
The flow apparatus as described in section 7.1.3 was used to provide flow 1 and flow
2 at the desired temperatures. Various inlets for the fiber optical probes were available
(highlighted by the blue circles in Fig. 9.1) to allow temperature measurements at distinct
locations during the MR acquisitions.

9.1.2 Experiments

2D MRV and 2D MRT were performed using the sequence described in 6.1. The imaging
parameters applied for these measurements are summarized in Table 9.1. MR acquisitions
were performed similarly as in the study of the double pipe heat exchanger. The case
Tflow 1 < Tflow 2 was not considered in this setup because of the air bubble generation
at the hot surface of the copper tubes (see discussion about double pipe heat exchanger,
8.3.1) introducing additional air into the flow channel. After careful deaeration of the flow
1 circuit, some air still remained trapped at the half pins at the top of the pin fin array
(visible as artifacts in PRF temperature phase maps, see results section 9.2).
PRF temperature phase mapping was conducted with two different pairs of acquisitions
at different temperatures for flow 1 (Tflow 1) and flow 2 (Tflow 2).

1. Homogeneous spatial temperature distribution i.e., Tflow 1 = Tflow 2. A reference ac-
quisition with flow 1 and flow 2 both at room temperature (25 ◦C) and an acquisition
with flow 1 and flow 2 both at a higher temperature (40 ◦C) were performed. Flow
2 was provided by the HC-pump (see section 7.1.3). Both pairs of acquisitions were
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Figure 9.3: Picture of the rectangular flow channel. A barrier is placed inside the flow
to cause acceleration. Only one closed flow circuit (flow 1 described in section 7.1.3) was
established with this model. The fluid flow was from left to right once at a temperature of
22 ◦C (reference acquisition) and once at a temperature of 37 ◦C (heated acquisition). The
resultant change in temperature was ∆T = 15 K. A de-aeration hole behind the barrier
was present to remove air bubbles. A flange was connecting the flow preparation section
(not shown) to the flow channel.

performed with sequence gradient settings stretched and non-stretched. In total ten
repetitions were acquired for each setting.

2. Inhomogeneous spatial temperature distribution i.e., Tflow 1 > Tflow 2. A reference ac-
quisition with flow 1 and flow 2 both at the same temperature (40◦C) and an acquisi-
tion with flow 1 at a higher temperature than flow 2 (Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C)
were performed. Flow 2 was provided by the immersion heater during the reference
acquisition. Meanwhile, water at a low temperature was prepared and maintained
by the HC-pump. After the reference acquisition was finished the immersion heater
was removed and replaced by the HC-pump. This approach allowed the two acqui-
sitions to be performed as closely together in time as possible. The acquisitions were
performed with the stretched gradient settings only and repeated 50 times.

Homogeneous spatial temperature distributions (first pair of acquisitions) can be used to
show that the applied PRF temperature mapping method is able to accurately and pre-
cisely measure temperature changes in fluid flows, and to detect possible areas suffering
from artifacts. Additionally, they allow a comparison between acquisitions performed
with different parameter settings (in this case, stretched and non-stretched gradients). The
second pair of acquisitions (case with Tflow 1 > Tflow 2) was performed to demonstrate that
the applied PRF temperature mapping method is capable of measuring spatially inhomo-
geneous temperature distributions in fluid flows.
During the MR acquisitions the temperature distributions were assumed to remain con-
stant.
The flow rate for flow 1 was held constant at 5.5 l/min, whereas, the flow rate for flow
2 was according to the maximum possible supply provided by the two Julabo systems
during all MR acquisitions. Fiber optical probes were positioned into inlets (see Fig. 9.1)
to measure the inlet temperature and outlet temperature of flow 1 (T1,in, T1,out), the tem-
perature locally at the top of the pin fin array (T1,top), and the temperature of one of the
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insulated reference phantoms.
The reference phantoms (same used as in the double pipe experiments) were included to
correct for field drifts during post processing of the temperature data. They were placed
with their long axis parallel to B0 on top of the MR surface coil for two reasons: first, to
minimize the distance between the pin fin array and the coil to yield higher SNR. Second,
to ensure a sufficient separation between the flow model and the references since PRF
temperature phase maps can be locally distorted if the distance between the model and
the references is too small (see conference article Wassermann et al. [198], Fig.9).
MR velocity mapping was repeated ten times using a pair of acquisitions, once without
any flows for reference and once with the two flows at temperatures Tflow 1 = 40 ◦C and
Tflow 2 = 12 ◦C, respectively. The reference scan was used to correct for eddy currents in
the actual measurement.
Since the flow of this setup is more turbulent than in the double pipe setup, multiple
acquisitions for data averaging were performed to increase SNR, and thus reducing the
uncertainty of the temperature and velocity measurements. The evaluation of MRV data
and MRT data was conducted as described in subsection 6.2.
Additionally, to examine the impact of acceleration on the PRF temperature phase maps,
homogeneous temperature distributions were investigated in a separate experiment with
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Figure 9.4: Averaged absolute temperature values of the fiber optical probes are depicted.
They were measured at four distinct locations: inlet temperature and outlet temperature of
flow 1 (T1,in, T1,out), the temperature locally at the top of the pin fin array (T1,top), and the
temperature of one of the reference phantoms. The FOP data was logged during the MR
data acquisitions for the case with Tflow 1 > Tflow 2. The MR acquisitions were repeated 50
times with flow 1 and flow 2 both at the same temperature (40◦C) denoted REF, and with
flow 1 at a higher temperature than flow 2 (Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C). The FOP data
recorded per MR acquisition was averaged. Note, the standard deviation of the mean is
below the marker size and thus, not shown.
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an additional flow model (constructed by the project partner). It consisted of a rectangu-
lar flow channel and a barrier located inside the flow (Fig. 9.3). The barrier was a thin
shell (made from PA using laser-sintering) with its shape equal to the quarter of a cylinder
(OD=6 cm). The barrier was filled with the same fluid as used for MR imaging to mini-
mize susceptibility issues. The flow rate (20 l/min) was four times as high as applied in
the pin fin array to enhance possible acceleration effects at the barrier. The MR imaging
parameters were similar as in the double pipe experiment, and MRT data evaluation was
performed as described in the subsection 6.2.

9.2 Results

Fig. 9.4 shows absolute temperature values measured by the four FOPs. The FOP data was
logged during 50 consecutive MR acquisitions. The flow apparatus provided excellent
stable fluid temperatures for all repeated MR measurements.
Temperature changes (∆TFOP) obtained by the four FOPs are listed for all different cases
investigated in Tab. 9.2. The temperature changes of the reference phantom were in the
order of 1 K (Tab. 9.2). These changes were considered in the data evaluation of the PRF
temperature phase maps.
As a measure for the accuracy the rmsd was calculated similarly as in the double pipe heat
exchanger experiment (see Eq. (8.1)) between the FOP data and the MR temperature data.
The mean of T1,in, T1,out, and T1,top (see Tab. 9.2) was considered in the rmsd calculation.
Therefore, ∆TFOP was 15.079 K and 14.995 K for the stretched case and non-stretched case,
respectively. MR data of the pin fin array was included from the first row of pins to the last
row of pins. The rmsd of roughly 1 K was generally lower (up to ∼ 15%) for the stretched
than the non-stretched gradient scheme (Tab. 9.3).
Fig. 9.5a and Fig. 9.5b show transverse views (equal to X-Y planes) of PRF temperature
phase maps which were acquired with the stretched and non-stretched gradient scheme
and averaged over 10 repetitions. Homogeneous spatial temperature distributions are
clearly observed apart from the inflow and outflow sections of the pin fin array where the
flanges were located (see Fig. 9.1).
For each slice depicted in Fig. 9.5a and Fig. 9.5b, ∆T values were averaged in cross-
streamwise direction (equal to voxel columns). The resultant mean values are presented

∆TFOP [ K ] = T40◦C − T25◦C or 12◦C

Tflow 1 = Tflow 2 Tflow 1 > Tflow 2

stretched non-stretched stretched

T1,in 14.975±0.011 14.892±0.006 0.040±0.003
T1,out 15.125±0.009 15.044±0.007 1.577±0.003
T1,top 15.136±0.011 15.049±0.007 0.527±0.004
Treference phantom 1.096±0.003 1.064±0.004 0.747±0.003

Table 9.2: Temperature changes of the fiber optical probes (mean± standard deviation of
the mean) are listed. They were measured at the four distinct locations: inlet temperature
and outlet temperature of flow 1 (T1,in, T1,out), the temperature locally at the top of the pin
fin array (T1,top), and the temperature of one of the reference phantoms.
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(a) Tflow 1 = Tflow 2: stretched gradient scheme
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(c) Tflow 1 > Tflow 2: stretched gradient scheme

Figure 9.5: Transverse PRF temperature phase maps are shown for all the different cases
investigated. Three different slices (slice 1 to slice 3 from left to right) are depicted for each
case acquired either with Tflow 1 = Tflow 2 or Tflow 1 > Tflow 2. The direction of flow 1 is from
right to left (corresponding to negative Y). Note, different color scales are used.

in Fig. 9.6. The voxel number counts the voxel columns of a slice from left to right (i.e.
voxel 1 corresponds to the very left side of a slice). At the central section of the pin fin array
the temperature varies by ∼0.5 K, whereas towards the first row of pins (i.e. voxel 273 to
284) and last row of pins (i.e. voxels 70 to 81) the mean ∆T decreases. The locations of the
8 equidistant rows of pins can be detected in Fig. 9.6. In addition, substantial temperature
changes are observed at the inflow and outflow sections of the pin fin array. These changes
are assumed to be artifacts caused by susceptibility issues related to the flanges.
PRF temperature phase maps (three transverse slices) for the case with Tflow 1 > Tflow 2 are

rmsdTflow 1=Tflow 2
[ K ]

stretched non-stretched

slice 1 1.09 1.28
slice 2 0.93 1.09
slice 3 0.86 0.96

Table 9.3: The rmsd values are listed for all slices which were acquired with the stretched
and non-stretched gradient schemes and the case considering a homogeneous spatial tem-
perature distribution.
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Figure 9.6: Homogeneous spatial temperature distribution: ∆T values were averaged in
cross-streamwise direction and are depicted for all three slices acquired with the stretched
and non-stretched gradient scheme, respectively. Error bars are not included for clarity
reasons.

shown in Fig. 9.5c. An inhomogeneous spatial temperature distribution and a decrease
of ∆T from right to left is observed in each slice. Again distortions due to the flanges are
visible, however, less pronounced as in Figs. 9.5a and 9.5b.
To investigate the temperature changes in flow 1, mean ∆T values of voxel columns were
calculated for each slice in a similar manner as for the homogeneous case before. Firstly,
the middle of the pin fin array was considered to obtain Fig. 9.7a. It represents the aver-
age change in temperature primarily caused by the four centered full pins in streamwise
direction of flow 1 (right to left). The location of the four full centered pins are indicated
by the four equidistant minima at the voxel ≈ 250, 190, 130, and 70. An overall decrease
of the mean ∆T is observed from ∼ 0 K (begin of first pin row at ≈ voxel 284) to ∼ −1.6 K
(end of eighth pin row plus ∼1 cm at ≈ voxel 60). After the first central pin a clear de-
crease in temperature is observed. The decrease becomes less pronounced as further pins
are passed. This could be related to mixing effects due to increased turbulence. Artifacts
occur at voxels . 60 and &290 which may be caused by the flanges connecting the pin fin
flow model to the bends.
Secondly, because of artifacts which occurred in the PRF temperature phase maps due to
air bubbles at the top of the pin fin array, the lower half of the pin fin array was considered
in the data evaluation presented in Fig. 9.7b. Similar as before, mean ∆T values in cross-
streamwise direction were calculated for each slice. Because of the axial symmetry of the
temperature distribution, the shape of the curve in Fig. 9.7b, should not be altered if the
upper half of the pin fin array would have been also considered (prerequisite: temperature
data is not corrupted by artifacts). In total eight equidistant minima (first at voxel≈280,
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(a) Middle part (b) Lower half

Figure 9.7: Inhomogeneous spatial temperature distribution: ∆T values were averaged in
cross-streamwise direction. The mean and the standard deviation of the mean are depicted
for all three slices and (a) the middle part of the pin fin (section between two copper pipes),
as well as (b) the lower half of the pin fin array. Voxel 284 corresponds to the beginning of
pin row one, and voxel 70 corresponds to the end of pin row eight.

∆T 60,284 [ K ]

slice 1 -1.303±0.012
slice 2 -1.316±0.012
slice 3 -1.371±0.012

Table 9.4: The average changes in temperature are listed for the case with Tflow 1 > Tflow 2

for all three acquired slices. The corresponding temperature decrease determined by the
fiber optical probe between T1,in and T1,out was -1.537±0.004 K.

last at voxel≈70) are distinguishable which correspond to the eight rows of pins. An over-
all decrease of the mean ∆T by ∼ −1.4 K, ∼ −1.7 K, and ∼ −1.8 K is observed (beginning
of first pin row to about the end of eighth pin row which corresponds to the range of voxels
between ≈ 284 and 60). As expected, rows containing two full pins lead to a substantially
larger temperature change than the rows consisting only of a single full pin. The mean
temperature decrease ∆T 60,284 was calculated for each slice individually and are listed in
Tab. 9.4. All voxels located in the lower half of the pin fin array and in the voxel range
from 60 to 284 were averaged.
Furthermore, to estimate the uncertainty of the PRF temperature measurements, the stan-
dard deviation of 50 consecutively acquired PRF temperature phase maps was determined
(Fig. 9.8). For the majority of the data, the standard deviation is .0.5 K. However, it can
be substantially larger in certain areas, as in the vicinity of air bubbles at the top of the pin
fin array. To obtain the voxel-wise standard deviation of the mean, the standard deviation
maps (Fig. 9.8) have to be multiplied by 1/

√
50. Therefore, temperature uncertainties are

up to .0.14 K. This approach provides a spatially resolved map of uncertainties, and thus
accounts for local fluctuations e.g. due to turbulent flows.
Fig. 9.9 shows velocity magnitude maps and velocity vector fields for two distinct tem-
perature settings. Clearly visible is the typical symmetric flow pattern around the pins
and the approximately zero velocity at the back of the pins. In the zoomed vector image
(Fig. 9.9d) two flow vortices with very small velocities are depicted at the back of the pins.
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local standard deviation of 50 temperature maps; Tbulk = 40◦C, Tpins = 12◦C
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Figure 9.8: Inhomogeneous spatial temperature distribution: Voxel-wise standard devia-
tion σlocal was calculated from 50 PRF temperature phase maps. Slice 1, slice 2, and slice 3
are shown from left to right.

Overall, velocities are very similar in magnitude and direction for the different tempera-
ture settings. The flow in this setup is mainly 2D and described by in plane (equal to X, Y)
velocity components as shown in Fig. 9.10.
Due to the orientation of the pin fin array (length axis of pins ‖ B0), gravitational force
plays a role in inhomogeneous temperature distributions leading to temperature induced
buoyancy forces. To estimate the influence of these forces, a Richardson number Ri = 0.04
of flow 1 was estimated by the project partner. This estimation suggests that temperature
induced buoyancy forces on the flow pattern are negligible in this setup. The measured
symmetric velocity fields, and thus acceleration fields support this result. In particular, the
mean velocity values calculated for each vertical column and drawn along the direction of
flow 1 (Fig. 9.11) depict clearly that the velocity component vx (parallel to the gravitational
force) is approximately 0 m/s which indicates that buoyancy forces are not important.
The Re numbers of flow 1 and flow 2 for the cooled acquisition with Tflow 1 = 40 ◦C and
Tflow 2 = 12 ◦C are 3000 and 7200, respectively (determined by the project partner).
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(a) Velocity magnitude at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
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(b) Velocity magnitude at Tflow 1 = 40 ◦C, Tflow 2 = 40 ◦C
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(c) Velocity vector field at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
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(d) Velocity vector field at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C (zoom to lower right part of Fig. 9.9c)
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(e) Velocity vector field at Tflow 1 = 40 ◦C, Tflow 2 = 40 ◦C

Figure 9.9: The magnitude of the velocity and the velocity vector fields are shown for the
case with Tflow 1 > Tflow 2.
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velocity vector field component: Ux
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(a) Velocity vx at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
velocity vector field component: Uy
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(b) Velocity vy at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
velocity vector field component: Uz
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(c) Velocity vz at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C

Figure 9.10: The individual velocity components of one slice (velocity component maps)
are depicted for the temperature setting with Tflow 1 > Tflow 2. Note, the different colormap
scale for the Z component.
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Figure 9.11: Mean velocity values of the velocity components vx, vy, vz and the standard
deviation of the mean were determined for each cross-streamwise column of voxels. The
three slices acquired for each individual velocity component had been averaged before.
The X axis here is identical to the X axis shown in Fig. 9.6 and Fig. 9.7. Therefore, voxel
284 corresponds to the beginning of pin row one, and voxel 70 corresponds the end of pin
row eight.
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Based on the velocity data, acceleration fields and magnitudes could be derived by ap-
plying Eq. (8.6) and are shown in Fig. 9.12. Additionally, individual components of the
acceleration are shown for one temperature setting in Fig. 9.13. The fluid decelerates be-
fore the pin, and it is accelerated towards the side walls of the pin. As in the case of the
velocity data, there are only minor differences in the acceleration which occurs inside flow
1 at temperature settings Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦ or Tflow 1 = 40 ◦C, Tflow 2 = 40 ◦.
Locally, acceleration differences are ∼ 0.8 m/s2.
The measurements with an additional flow model, to analyze the impact of acceleration on
the PRF temperature phase maps, revealed no relevant increase or decrease in temperature
at the vicinity of the wall of the barrier (Fig. 9.14a) where high velocity gradients occurred
(Fig. 9.14b). The rmsd at the barrier between the voxels outside and the average temper-
ature inside the barrier (∆Tbarrier = 14.7171 ± 0.0007 K) revealed 0.6 K. Furthermore, the
PRF temperature phase data was normalized by Tbarrier. ∆T values along a horizontal line
crossing through the middle of the barrier are shown as red triangles in Fig. 9.14c. The av-
erage temperature inside the barrier was used for normalization to make the comparison
independent of temperature offsets e.g. due to field drifts. Fig. 9.14c shows that normal-
ized temperature values located inside and outside the barrier are close to 1. Hence, the
forced convection flow and in particular the convective acceleration occurring at the bar-
rier does not cause relevant artifacts in the PRF temperature phase maps. The increasing
deviation towards decreasing voxel numbers in Fig. 9.14c is likely caused by air bubbles
which were stuck to the wall of the flow channel. Furthermore, normalized PRF ∆T data
acquired with the non-stretched gradient scheme is included in Fig.9.14c since this gradi-
ent scheme was expected to be less prone to acceleration effects. However, both gradient
schemes perform similarly well.
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(a) Acceleration magnitude at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
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(b) Acceleration magnitude at Tflow 1 = 40 ◦C, Tflow 2 = 40 ◦C
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(c) Acceleration vector field at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
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(d) Acceleration vector field at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C (zoom to lower right part of Fig. 9.12c)
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(e) Acceleration vector field at Tflow 1 = 40 ◦C, Tflow 2 = 40 ◦C

Figure 9.12: The magnitude of the acceleration and the acceleration vector fields are shown
for the case with Tflow 1 > Tflow 2.
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(a) Acceleration ax at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
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(b) Acceleration ay at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C
acceleration vector field component:
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(c) Acceleration az at Tflow 1 = 40 ◦C, Tflow 2 = 12 ◦C

Figure 9.13: The individual acceleration components are depicted for one temperature
setting with Tflow 1 > Tflow 2.
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the barrier. Additionally, data of the non-stretched gradient scheme is depicted for comparison.

Figure 9.14: A superposition of the PRF temperature phase map and the corresponding
velocity vector field is presented for the rectangular flow channel with a barrier located
inside the flow. Additionally, a velocity magnitude map is shown. The direction of the
forced convection flow is from bottom to top. The left side of e.g. the magnitude image
corresponds to the top of the flow channel and the right side corresponds to the bottom
of the flow channel. The location of the flange connecting the flow preparation section to
the inflow section of the flow channel is clearly visible as artifact in the PRF temperature
phase maps (red stripe).
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9.3 Discussion

This case study presents a more complex MR compatible flow model than the counter cur-
rent double pipe heat exchanger and was again developed in close cooperation with the
fluid mechanical project partner. As in the case of the double pipe experiment velocity as
well as temperature were determined from MR phase images. Thus, the MRI methods es-
tablished for the double pipe setup to obtain accurate results were transferred to study the
pin fin array. The entire experimental setup provided very stable experimental conditions
to study the velocity as well as temperature fields.
The pin fin flow model provided an axial symmetric 2D temperature and velocity distri-
bution since flow parallel to the pipes was small and buoyancy forces were found to be
negligible. In contrast, the buoyancy forces played an essential role in developing 3D tem-
perature and velocity fields in the double pipe flow model. Furthermore, the flow was
more turbulent in the pin fin array compared to the double pipe heat exchanger (Reynolds
number of the pin fin array with 3000 is about a factor of 1.7 larger). Hence, contribu-
tions due to acceleration might be of greater importance in this setup. For this reason,
the two different gradient schemes implemented to acquire PRF temperature phase data
were studied in this setup (case with Tflow 1 = Tflow 2) since they were expected to be dif-
ferently susceptible to acceleration errors. A summary about this comparison and major
outcomes were already shown and discussed in section 6.1. Generally, the two gradient
schemes revealed similar PRF temperature phase maps, however, the rmsd values for the
non-stretched gradient scheme were higher than for the stretched gradient scheme (devi-
ation up to 15%). The rmsd between the MR data and the fiber optical probes was in the
order of 1 K. The major contribution to this error was expected to arise from insufficient
first and higher order background phase errors since the position of the reference phantom
allowed solely a constant offset correction.
Overall, the case considering Tflow1 = Tflow2 (Figs. 9.5a and 9.5b) provides evidence of the
accuracy of the MRT measurements since the PRF temperature distribution was highly
homogeneous. The temperature changes in the pin fin flow model of this case could be
accurately measured with . 1 K (see rmsd values of stretched gradient scheme in Tab. 9.3,
and see also Fig. 9.6). This value included several errors originating from noise, suscepti-
bility effects, displacement, acceleration, and field drifts and were discussed in detail for
the pin fin flow model below. Additional evidence for the accuracy of the inhomogeneous
maps is provided by the decrease of the mean ∆T values by approximately on average
1.6 K (Fig. 9.7, voxel ≈60 to voxel ≈285) which is in close agreement to the temperature
decrease measured by the fiber optical probes (1.537±0.004 K). However, to determine the
outlet temperature changes exactly, a complete homogeneous mixing of the temperatures
is required. For this the connection due to the flange would need to be moved further away
from the flow model to prolong the outlet channel where the mixing could take place and
to avoid artifacts being induced in the PRF temperature phase maps.

9.3.1 Possible sources of error

The majority of possible error sources discussed in detail for the double pipe setup are
of the same order of magnitude in this setup. Since the uncertainty on the temperature
phase or velocity phase is indirectly proportional to the SNR, averaging was performed
to account for possible reduction of SNR due to higher turbulent flow and also because of
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the 2D instead of 3D data acquisition.
Temperature dependent susceptibility effects were observable at the flanges connecting
the pin fin model to the bends. Whereas, no artifacts due to the flanges arose in MRV data
(remember, both acquisitions to determine velocities are performed at the same tempera-
ture, p. 107). To avoid these kinds of image artifacts in PRF temperature phase mapping,
connections to the flow model have to be designed differently or if possible moved far
outside the region of interest. Additionally, structures where air can be trapped should
be avoided in the design of flow models. To perform acquisitions with hot fluid passing
though the copper pipes, the fluid providing flow 1 would need to be degased to avoid
generation of air bubbles at the surface of the copper pipes.
Furthermore, errors due to spin displacement are still within the spacial resolution of the
MR data, and thus not expected to contribute to substantial image distortions. Also in this
setup, the motion of the spins follows layers with slowly varying velocities, and heat con-
duction across this layers is assumed to be of minor influence on the overall temperature
distribution. Therefore, velocity or temperature averaging through spins traveling along
steep temperature or velocity gradients within TE are not expected.
The estimation of acceleration differences revealed an up to four times larger value than
in the case of the double pipe setup leading to an estimated temperature error of ∼ 0.56 K.
This error value would transform to values depicted at 1.04 or 0.96 in the normalized plot
(Fig. 9.14c). However, values determined from temperature data acquired at even a four
times larger flow rate were close to 1 (range within 0.995 and 1.02) and thus, the contribu-
tion of acceleration errors on the PRF temperature phase maps is expected to be negligible
in this setup. The same applies for the MRV data since the velocity error related to accel-
eration was estimated to be in the order of ∼ 0.003 m/s (derived in a similar manner as
described in subsection 8.3.1 of the double pipe setup). A shorter TE (reducing accelera-
tion effects) could be applied in the MRV acquisition of the pin fin flow model since no
severe higher order distortions occurred as in the case of the double pipe heat exchanger
(see subsections 6.1 and 8.3.1). To correct for eddy currents an additional acquisition with-
out any flows was used since the distribution of the reference phantoms would not allow
for first order corrections.
As in the case of the double pipe heat exchanger, the field drift is expected to contribute
substantially to the overall uncertainty of the PRF temperature phase maps since other
sources of error were found to be small compared to the values measured. In particular
since the reference phantoms could only be placed on top of the pin fin setup, the zeroth
order correction became less reliable. However, the half pins could be designed in a simi-
lar manner as the obstruction in the flow model (Fig. 9.3) consisting of a thin shell and the
inside filled with the same fluid as used for the MR measurements. Thereby, the reference
phantoms would be integrated into the setup and allow monitoring of the field drift at
various locations along the flow model. Of major importance, however, is that the tem-
perature change at each of these phantoms need to be known. Thus, this would be only
practical for the case investigating homogeneous temperature distributions with known
temperature changes monitored by the fiber optical probes. For the inhomogeneously
heated case, the temperature of flow 2 inside the copper tubes could be used for refer-
ence if monitored with fiber optical probes and if the copper pipes are replaced by ceramic
pipes (pp. 67 ff.). Additionally, fluctuations are likely to occur in the flow of the pin fin
array contributing to the overall uncertainty. To account for this, standard deviation maps
of the PRF temperature phase data were determined to estimate the local uncertainty in
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the temperature data. In a similar way a spatially resolved uncertainty map of the velocity
data could be determined to obtain an estimate on the measurement uncertainty in higher
turbulent flows (see also Bruschewski et al.[195]).
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Chapter 10

Free convection inside a horizontal
cylinder

In addition to PRF temperature phase mapping another approach was investigated in this
work to monitor temperature distributions by MRI. It was based on PRF spectroscopy and
applied on a free convection flow inside a horizontal cylinder. PRF spectroscopy allows for
the measurement of absolute temperatures, and thus does not require a pair of acquisitions
in order to calculate the phase differences. Furthermore, reference phantoms to monitor
field drifts between the two acquisitions are not required.

10.1 Methods

10.1.1 Flow model design

The flow model was constructed by the project partner. It consists of a closed cylinder
(referred to as a cell; ID = 80 mm, length of the cylinder = 80 mm) made of acrylic glass
(Figs. 10.1a and 10.1c). The cell can be heated or cooled via two separate additional cylin-
drical cavities attached to each end of the cell. Each cavity is part of a closed flow circuit.
Therefore, two separate closed flow circuits (denoted flow 1 and flow 2) provide the pos-
sibility of heating or cooling the cell. The fluid (in this case, water) of flow 1 as well as of
flow 2 enters the cavities through the inlets and leaves them through the outlets. The inlet
and outlet connections were made from PA using direct laser-sintering. The temperature
of flow 1 and flow 2 are monitored at the center of the cylindrical cavities by temperature
sensors.
The cell contained a 20 mM solution of DSS (4,4-dimethyl-4-silapentane-1-sulfonic acid)
and double distilled water. Copper sulfate (1 g/l) was added to improve SNR for phase
mapping methods such as MRV, in the case that such experiments are performed in fu-
ture studies. The spectra of this solution provided two predominant peaks: one corre-
sponding to water and one corresponding to DSS (Fig. 10.2). DSS is frequently used
in NMR spectroscopy as a water-soluble NMR reference compound with a very small
temperature-dependent chemical shift dependence [199, 200]. It is therefore assumed that
the temperature-dependent chemical shift of this solution is dominated only by the shift
of the water signal peak.
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(a) Picture showing the main parts and features
(top view)

(b) Cylindrical flow model and its positioning on
the table of the MR system

(c) 3D CAD drawing cut along the long axis
of the cylinder

Figure 10.1: Various views of the cylindrical flow model are depicted. Fiber optical probes
were inserted into the two inlets to measure the temperature of flow 1 (Tflow 1) and flow 2
(Tflow 2) at each side of the cell. The long axis of the cylinder was aligned parallel to B0.
CAD drawing was provided by the project partner.

10.1.2 Experiments

Chemical shift imaging (CSI) was performed using a stimulated echo acquisition mode
(STEAM) sequence [201] with the applied CSI imaging parameters summarized in Table
10.1. The STEAM sequence was used instead of a point-resolved spectroscopy (PRESS)
sequence [202] since it is less susceptible to chemical shift displacement artifacts due to
the larger bandwidth of 90◦ RF pulses compared to 180◦ RF pulses.
Spectroscopy was performed with two different temperature settings for flow 1 (Tflow 1)
and flow 2 (Tflow 2).

1. Homogeneous spatial temperature distribution i.e., Tflow 1 = Tflow 2. A CSI acquisi-
tion with flow 1 and flow 2 both at 25.2 ◦C was conducted. Flow 1 and flow 2 were
generated by the immersion heater and the HC-pump, respectively (see section 7.1.3
for specifications of the pumps).
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CSI parameters MRT

TE/TR/TM (mixing time) [ms] 20.0/1430.0/10.0
flip angle [◦] 90
bandwidth [Hz] 1801.8
nominal spectral resolution [Hz] 0.9
nominal spatial resolution [mm3] 3.1× 3.1× 10.0
CSI matrix 32× 32× 1
CSI slice orientation transverse
water suppression weak

Table 10.1: MR sequence parameters used for 2D MRT acquisitions of the cylindrical flow
model. The total acquisition time of one CSI measurement was approximately 17 minutes.

2. Inhomogeneous spatial temperature distribution i.e., Tflow 1 > Tflow 2. A CSI acquisi-
tion with flow 1 at a higher temperature than flow 2 (Tflow 1 = 30 ◦C, Tflow 2 = 15 ◦C)
was conducted twice to check for reproducibility. As in the homogeneous case, flow
1 and flow 2 were generated by the immersion heater and the HC-pump, respec-
tively.

The homogeneous spatial temperature distribution was applied to determine the equation
for converting the temperature-dependent chemical shift into absolute temperatures (Eq.
(4.5)). The second experiment (case with Tflow 1 > Tflow 2) was performed to show that the

Figure 10.2: Example of a spectrum of one voxel acquired at a temperature of 25.2 ◦C.
Clearly visible are the two separate peaks of water and DSS. The separation between both
peaks (distance from maximum to maximum) is dependent on temperature.
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Figure 10.3: The 2D spatial temperature distribution is shown for the case with Tflow 1 =
Tflow 2 at the center of the cylindrical flow model.

applied PRF spectroscopy method is capable of measuring spatially inhomogeneous, 2D
temperature distributions in fluid flow. The 2D temperature distribution was assumed to
remain constant during the MR data acquisition.
The flow rate for flow 1 and flow 2 was according to the maximum possible supply pro-
vided by the two Julabo systems during all CSI acquisitions. Fiber optic probes were
positioned into the inlets to measure Tflow 1 and Tflow 2. Since absolute temperature val-
ues were considered in the experiments, it was of high importance to account for the B0

dependency of these probes (see section 7.2).
The spectroscopy data was evaluated using an in-house built software tool. The magni-
tude of the spectra were evaluated to avoid sensitivity to phase errors (see subsection 1.6).
The water peak and the DSS peak were clearly non-overlapping and distinct (Fig. 10.2).
The chemical shift between the two maxima of the peaks was determined to evaluate tem-
perature. Zero filling was applied to the data to increase the nominal spectral resolution
(by a factor of two) for a more accurate determination of the maxima of the peaks.

10.2 Results

The case with the homogeneous spatial temperature distribution was studied to deter-
mine the relationship between the chemical shift difference σwater,DSS of the two spec-
tra peaks and temperature. In a central transverse slice the average chemical shift of
all voxels in the cell was determined to be 4.80130 ± 0.00013 ppm at a temperature of
Tflow 1 = Tflow 2 = 25.27±0.07 ◦C (average temperature measured by the fiber optic probes
± standard deviation of the mean). With the value of α determined in subsection 7.1.2, the
temperature dependent chemical shift offset was determined according to

4.80130 [ppm] = −0.009706 [ppm/◦C] · 25.27 [◦C] + offset [ppm]. (10.1)

Thus, the temperature dependency of the chemical shift was

σwater,DSS [ppm] = −(0.009706± 0.000014)[ppm/◦C] Tabs + (5.0466± 0.0008) [ppm]. (10.2)
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(a) Central slice (first acquisition) (b) Central slice (second acquisition)

Figure 10.4: Absolute temperature maps (transverse views) are shown for the case with
Tflow 1 > Tflow 2. They were acquired consecutively at the center of the cylindrical flow
model.

Note that, for simplification and since solely temperatures of the fluid above 0 ◦C were
considered the temperature scale ◦C instead of Kelvin was considered to obtain Eq. (10.2).
Thus, Tabs has to also be in units of ◦C.
For comparison, similar CSI measurements performed with a 10 mM solution of DSS and
double distilled water revealed σwater,DSS [ppm] = −(0.0100 ± 0.0003)[ppm/◦C] Tabs +
(5.049±0.007) [ppm]. Eq. (10.2) can be rearranged such that Tabs is obtained for each voxel
for a given σwater,DSS (similar to Eq. (4.5)).
Fig. 10.3 shows the spatial temperature distribution of the CSI data acquired with Tflow 1 =
Tflow 2 = 25.27 ± 0.07 ◦C. The distribution is quite homogeneous with a small slope from
top left to bottom right. The variations, however, are of the order of the error arising
from the nominal spectral resolution of the data acquisition. This resolution sets the lower
boundary on the accuracy of the temperature measurements and thus, the temperature can
not be determined better than ±0.8◦C (determined with 1

0.009706 [◦C/ppm] · 0.9 [Hz]
123.19499 [MHz] ).

The case with Tflow 1 > Tflow 2 was studied at the center of the cylindrical flow model and
used for comparison of fiber optical probe temperatures and CSI data. The consecutively
acquired 2D temperature maps at the central position (Figs. 10.4a and 10.4b) depict a
warmer fluid at the top than at the bottom, as expected, because of the existing free con-
vection flow inside the cell. A slightly more pronounced top-bottom asymmetry of the
temperature profile is observed for the first acquired data (Fig. 10.4a) than for the second
data set (Fig. 10.4b) indicating that the first acquisition might have been performed before
a stable temperature distribution was reached. Central temperature gradients from top to
bottom as well as from left to right are presented in Fig. 10.5. The vertical temperature
gradients are approximately linear, whereas, the horizontal ones are equal to ≈ 0. Hence,
a constant average temperature of approximately 23.5 ◦C occurs along the horizontal sym-
metry axis. The average temperature along the horizontal symmetry axis is expected to be
equal to 0.5 · (Tflow 1 +Tflow 2) corresponding to a temperature of 22.4± 0.3 ◦C according to
the fiber optical probes with Tflow 1 = 30.0±0.2 ◦C and Tflow 2 = 14.7±0.2 ◦C (temperatures
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Figure 10.5: Average temperature gradients occurring from top to bottom (denoted with
vertical) and from left to right (denoted with horizontal) are shown for the case with
Tflow 1 > Tflow 2. The mean and standard deviation of the mean is depicted by averag-
ing voxels inside the cell either along a horizontal line (to obtain the vertical temperature
gradient) or a vertical line (to obtain the horizontal temperature gradient).

measured by the fiber optical probes remained constant during all acquisitions).
In addition to the central slice, CSI slices positioned approximately 1 cm away from the
cold and hot side of the cylindrical flow model were acquired and are shown in Fig. 10.6.
The spectral peaks were corrupted at locally connected voxels of the 2D cross-section and
showed two or even multiple maxima per peak. This results in erroneous chemical shift
and temperature determination.

10.3 Discussion

This study presents an MR-compatible flow model that provides a natural convection flow
if the two sides enclosing the cell are at different temperatures. It was developed in close
cooperation between the project partner who focussed on the fluid mechanical questions,
while this work addressed the MR aspect. This flow model was particularly suited for the
application and testing of NMR spectrocopic methods for temperature mapping in fluid
flows because it offers the ability to generate slow natural convection flow in a closed
cavity of a given size. Slow flow in combination with slowly spatially varying temperature
gradients are required in order to minimize temperature averaging in one voxel, since
voxel sizes are typically in the order of 2-3 mm for NMR acquisitions. Spatial encoding
of the CSI data occurs within 30 ms and displacement errors caused by the slow flow are
not expected to be substantial compared to the CSI spatial resolution. Furthermore, a long
read out time (approximately 1.1 seconds in this work) is required for CSI data acquisition
to achieve an acceptable nominal spectral resolution, and thus, acceptable temperature
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(a) Slice towards cold side (b) Slice towards hot side

Figure 10.6: Absolute temperature maps (transverse views) are shown for the case with
Tflow 1 > Tflow 2. They were acquired for slices positioned more closely towards the cold
and hot side, respectively. White colored voxels inside the cell correspond to temperatures
≤ 15◦C.

accuracy. Hence, spatially encoded fluid flows have to remain within the region where the
signal can be detected completely. This is the case in a closed cavity as used in this work.
The case with Tflow 1 = Tflow 2 was used to obtain the conversion of the temperature-
dependent chemical shift to temperature. The determined conversion equation was simi-
lar to the one obtained for pure water. The value of 0.0100± 0.0003 for pure water agrees
excellently with literature values (see section 4.1), which provides evidence that the exper-
imental procedure applied in this work yielded correct results. The copper sulfate added
to the flow model caused only small alterations of the temperature coefficient (approxi-
mately 3%) as well as that of the chemical shift offset (approximately�1%) if compared to
pure water. Furthermore, the case with homogeneous 2D spatial temperature distribution
offered the possibility to check for distortions which may occur locally, and for example
corrupt the water peaks such that two maxima appear per peak. Thus, problems arising
from components of the setup such as the choice or shape of the materials may be detected
and eliminated in this way. However, no severe distortions of the spectra were observed
in the case with Tflow 1 = Tflow 2 acquired at the center of the cylindrical flow model. Ad-
ditionally, comparing the spectra of the case with Tflow 1 = Tflow 2 to the spectra of the case
obtained with Tflow 1 > Tflow 2 may help to detect heat-and flow-related issues. For exam-
ple the FWHM of the water peaks and the DSS peaks was determined for both cases. On
average, a small increase of the FWHM of both peaks (approximately 4%) for the inhomo-
geneously heated case was observed which might be due to the intra-voxel temperature
gradients.
For the inhomogeneously heated case, the cross-sectional stable temperature profile
showed a symmetric profile at the center of the Cylindrical flow model. This heat distri-
bution was expected due to the free convection flow in this kind of heating and assuming
that the energy exchange between the cylindrical flow model and its surrounding air is
negligible. Furthermore, since the central cross-sectional slice was considered, the average
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temperature along the horizontal central line of the 2D slice can be compared with the av-
erage temperature of the fiber optical probes. The average temperature of the fiber optical
probes agrees well with the average temperature along the horizontal central line (within
approximately 1 ◦C). This comparison gives evidence that the NMR spectrocopy methods
are reliable. The observed constant offset towards higher temperature could be related
to an overestimation of the temperature inside the cell during the calibration acquisition
(case with Tflow 1 = Tflow 2). The calibration acquisition might be performed before a stable
homogeneous temperature distribution was achieved.
The cross-sectional stable temperature profiles measured in the vicinity of the hot and
cold side attached to the cylindrical flow model showed severe distortions of the water
as well as of the DSS peaks affecting larger areas. The distortions were considered to be
most likely because of B0 inhomogeneities in combination with the weak water suppres-
sion. At the vicinity of the hot and cold side of the flow model B0 inhomogeneities are
likely to occur because of the geometric complexity which no longer offers a cylindrical
symmetry. Careful shimming might reduce these distortions of the spectra. Furthermore,
measurements at these locations with Tflow 1 = Tflow 2 might help to clarify the origin of
the distortions.
Overall, NMR spectrocopy could be applied in order to measure 2D temperature profiles
with an accuracy of approximately ±1 ◦C in free convection flow at the central section of
the cylindrical flow model. The absence of additional reference phantoms to monitor field
drifts was beneficial due to the reduction in the complexity of the setup, and thus suscep-
tibility related issues could be reduced. However, major shortcomings of this tempera-
ture mapping technique were the considerably long acquisitions times (2D slice: ∼17 min
versus ∼11 s) and the poor spatial resolution (factor of three difference in the presented
measurements) compared to PRF temperature mapping. Nonetheless, NMR spectroscopy
can be useful for the determination of temperature coefficients, since for this method field
drifts are not relevant. In contrast, field drifts were considered to be the main source of
uncertainty in the PRF temperature maps, and thus affect the temperature coefficient mea-
surements as presented by Peter et al. [77]. Furthermore, temperature errors might be
more easily identified in the spectra of NMR spectroscopy than in the phase images of the
PRF temperature phase mapping method.
The focus of the study performed was to investigate the feasibility of measuring tempera-
ture using PRF spectroscopy in fluid flow. As of yet however, PRF temperature phase map-
ping for comparison was not performed because unlike PRF spectroscopy, this method
requires insulated reference phantoms to be placed next to the flow model. In doing so,
this may have affected the spectroscopic results, leading to a loss of accuracy. As a next
step, PRF temperature phase mapping will be performed and compared to the PRF spec-
troscopy results in order to analyze the potential sources of error in the two methods.
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Part IV

Summary and Outlook
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The feasibility of measuring reliably high spatially resolved 2D and 3D temperature distri-
butions in the same measurement session like velocity fields in fluid flows using MRI was
demonstrated in this thesis. MRT data acquisition strategies were developed and success-
fully implemented to provide accurate and precise results.
These required modifications of the MR imaging sequence in addition to thorough adjust-
ments of imaging parameters to minimize systematic measurement errors. In particular,
phase contrast methods use phase accumulation to measure velocity by the motion along
a magnetic field gradient. However, changes in temperature or susceptibility also man-
ifest as phase variations, and therefore confound any desired velocity measurement. To
prevent these errors, the temperature was kept constant during MRV measurements and
for MRT measurements a velocity compensation was implemented.
To account for magnetic field inhomogeneities, a careful examination and selection of ma-
terials was done. Flow model designs which revealed on the one hand accurate and pre-
cise velocity maps can on the other hand cause severely distorted PRF temperature phase
maps. The distribution can be due to temperature dependent changes of susceptibilities
between the reference acquisition and the actually heated or cooled acquisition. This made
it necessary to thoroughly investigate possible artifacts that could affect MRT measure-
ments. The studies lead to a set of design rules that allow measurement of temperature
fields in a variety of flow scenarios, thereby demonstrating that MRT has potential as a
tool for fluid engineering.
To establish heating or cooling, copper pipes have been incorporated into thermofluid
models. To the author's knowledge, such thermofluid models are investigated for the
first time using MRT and MRV. Metal components were positioned next to the region of
interest in the field of view without causing substantial measurement errors (if certain
precautions concerning shapes and orientation were considered). As previously stated,
copper is important for the flow models because of its high thermal conductivity and be-
cause of its good susceptibility matching to the measurement fluid. Furthermore, copper
pipes prevent artifacts in the MR data which could arise from the flow inside the pipes.
It was clearly shown that sensor inlets can cause substantial temperature errors in the
PRF temperature phase maps. Therefore, the placement of temperature sensors for ref-
erence through inlets has to be selected with care. Moreover, as presented in this thesis,
the temperature measurement system used to provide the reference temperature has to be
checked for possible magnetic field dependencies of the temperature results. This will be
especially important if these sensors are placed into strong static magnetic fields.
Further main tasks of this thesis were first, the selection of an appropriate temperature
sensitive MR parameter which is applicable in fluid flows and second, the corresponding
individual post processing of the temperature data. The MRT method based on phase
contrast was selected, since it is known that this method is capable of precisely measur-
ing small changes in temperature in static applications. In this thesis, PRF temperature
mapping was successfully extended in order to acquire high spatially resolved temper-
ature distributions in fluid flows as demonstrated in various thermofluid flow models.
Accurate and precise acquisition of 3D velocity and temperature fields inside the double
pipe heat exchanger showed 3D temperature maps with unprecedented detail and also
demonstrated the coupling of these two fields. Moreover, measurements of 2D velocity
and temperature fields inside a pin fin array heat exchanger demonstrated that the estab-
lished method can be used in more complex models.
Compared to PRF spectroscopy, PRF temperature phase mapping provided a higher spa-
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tial resolution within a substantial shorter measurement time. The high spatial resolution
is important in order to resolve small features such as the thin structure of the plume inside
the annulus of the double pipe heat exchanger. A 2D temperature map in free convection
flow acquired with PRF spectroscopy represents a possible alternative method that could
be used for a different set of engineering scenarios.
In conclusion, the case studies presented in this thesis clearly show that MRI excellently
extends the possible conventional experimental temperature and velocity measurement
tools, which are applicable to engineers and many other fields of science.
Regarding post processing, the quality of the temperature maps was substantially im-
proved by considering single coil phase data. The data acquisition was performed with
multiple receiver coils to yield a higher signal to noise ratio. Furthermore, the correction
of field drifts was essential to obtain accurate temperature results, since they were a major
source of error, corrupting the PRF temperature maps acquired in this thesis. Insulated
reference phantoms positioned in the vicinity of the flow models to estimate these drifts
worked well as the accurate temperature results indicate. Additionally, also other possi-
bilities to detect field drifts were tested and were discussed in this thesis with respect to
their advantages and challenges compared to the approach used.
The flow models covered in this thesis establish important foundations in order to address
more complex questions in the fields of fluid mechanics and thermodynamics. However,
exchanging the flow model also requires a thorough consideration of the MR imaging pa-
rameters and flow parameters to ensure that possible sources of error are minimized with
respect to the underlying velocity or temperature distribution. For example, the sensitivity
to temperature changes increases with a longer echo time. However, a longer echo time
increases the sensitivity to displacement artifacts or acceleration induced phase errors. An
increase of the signal to noise ratio can be achieved by using a lower bandwidth of the re-
ceiver. This may lead to displacement errors. Acceleration compensation is not currently
included in the MR imaging sequence applied in this thesis. Nonetheless, in some circum-
stances it could be important to compensate for higher orders of motion. As presented
in this thesis, the imaging parameters represent a general trade-off between these various
effects.
The application of the developments in this thesis were in the context of engineering. Nev-
ertheless, there are also possible medical applications. For example, a better estimate of
the thermal dose during thermal interventions is desirable to ensure an efficient treatment
of a tumor while leaving surrounding healthy tissue unaffected. The heat transport via
blood flow is of great interest in the vicinity of large blood vessels, and flow models could
be designed to address this question using MRV and MRT.
Since velocity and temperature fields are closely coupled for a vast majority of cases in
fluid flows, the ability to measure both quantities is of great interest. It especially im-
proves the understanding of processes involving heat transfer. Currently no other com-
mon measurement technique exists which could non-invasively measure 3D temperature
and velocity distributions with comparable performance and speed. Therefore, the results
of this thesis open up the possibility to gain new insights into fundamental heat transfer
phenomena.
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