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1 Introduction

The Standard Model of particle physics (SM) describes the physics of elementary
particles, leptons and quarks, and their interactions. It provides insight into the
matter of our universe, its constituents and also its properties. There are four
different forces through which elementary particles interact: the electromagnetic,
weak, strong and gravitational interaction. In 1960, Glashow, Weinberg and Salam
established an electroweak theory, that unifies the electromagnetic and weak inter-
action. The electroweak and strong interaction form the SM, whereas gravitation is
presently not included in a unified and consistent quantum field theory with the
other interactions. SM interactions of elementary particles are mediated via gauge
bosons and a large number of SM predictions have been precisely confirmed by
current measurements at LEF[[] Tevatron or the LHCP| The predictive power of the
SM has recently been demonstrated by the discovery of the Higgs boson at CMS
and ATLASﬂ based on 2011 and 2012 data [I} [2]. The Higgs boson was predicted by
Englert, Brout and Higgs already in 1964 [3H5]. The corresponding analyses exploit
various Higgs boson production modes and its decay modes into gauge bosons.

The Higgs boson is an important part of the SM and is the result of a mechanism
called electroweak symmetry breaking. The SM is based on the concept of local
gauge invariance, which initially requires that the gauge bosons mediating the
interactions are massless. However, electroweak gauge bosons are observed to
be massive. By breaking the electroweak symmetry, masses of the gauge bosons
and also of the fermions are generated. The resulting Higgs boson couples to all
massive fermions and gauge bosons with a coupling strength proportional to the
corresponding particle masses. The mass of the Higgs boson itself is not predicted
by the SM and needs to be determined experimentally. The measured mass value
of the Higgs boson is about 125 GeV based on combined analyses by CMS and
ATLAS [6]. So far, all measurements of the Higgs boson properties such as cross
sections, couplings and quantum numbers are consistent with the SM prediction.

The first part of the thesis presents the search for the SM Higgs boson in the fully
leptonic decay mode H — 777~ — {7/~ 4v, where both 7 leptons are required to
decay into electrons or muons, based on the /s = 8 TeV dataset with an amount of
[ Ldt =20.3 fb~!. Such di-lepton signal events can be reconstructed very precisely
in the detector due to the characteristic lepton isolation. The corresponding lepton
neutrinos are detected indirectly in terms of missing energy in the detector. The

'Large Electron-Positron Collider
?Large Hadron Collider
3Compact Muon Solenoid and A Toroidal LHC ApparatuS.



2 1 INTRODUCTION

confirmation of fermionic Higgs boson couplings beside of the already observed
couplings to vector bosons would further complete the picture of the SM Higgs
sector. The analysis is based on multivariate analysis techniques and provides a
measurement of the Higgs boson signal strength normalised to the SM prediction.
In the second part of the thesis, a study of the charge-parity (CP) structure of
Higgs boson couplings to vector bosons is presented. This test of CP invariance in
vector-boson fusion production of the Higgs boson is also based on the 8 TeV dataset
and the decay channel H — 777~ — £*{~4v, using CP-odd observables such as the
Optimal Observable method. The CP analysis provides central confidence intervals
for the CP-mixing parameter d, which enables CP-odd contributions to the CP-even
coupling structure of the Standard Model HV'V interaction within the framework
of an effective field theory. In the SM, Higgs boson couplings to vector bosons are
thus expected to be CP conserving. If CP violating anomalous coupling structures
were observed, this could give explanation to currently unsolved questions of physics
such as the origin of the imbalance of matter and anti-matter (baryon asymmetry)
in the observable universe.

The thesis will proceed as follows. Chapter [2] gives an introduction to the theory of
the SM, its limitations and anomalous Higgs boson couplings. Chapters [3] and [4]
provide an overview of the experimental setup of the ATLAS experiment at the LHC
and the reconstruction and identification of physics objects at ATLAS. The analysis
of the search for the SM Higgs boson in the decay channel H — 777~ — {7/~ 4v is
presented in chapter Based on the same decay channel, chapter [0 presents a
test of CP invariance in vector-boson fusion production of the Higgs boson. In the
chapters [7] and [§] the estimation of background processes at the LHC, in particular
the estimation of Z/v* — 777~ via the Embedding method [7], and systematic
uncertainties are discussed. The statistical methods that are applied to extract the
Higgs boson signal, are explained in chapter [0] Chapter [10] provides the final results
of both analysis, the search and the CP analysis. Finally, chapter [[1] summarizes the
results of the ATLAS analyses, that combine the decay mode H — TiepTiep, presented
in this thesis, with the modes H — TiepThad and H — ThaqThad for 7 TeV and
8 TeV data in case of the search analysis [§] and with the mode H — TiepThaq for
8 TeV data in case of the CP analysis [9]. The search for H — 777~ — (T{~4v and
the test of CP invariance in vector-boson fusion Higgs boson production as well as
the studies on the Embedding method presented in the context of this thesis have
been published in Ref. [§], [9] and [7].



2 Theory

This chapter provides an overview of the Standard Model of particle physics. The
SM describes the physics of elementary particles and their fundamental interactions.
In section the particle content as well as basic information about quantum
electrodynamics, the electroweak theory and quantum chromodynamics is presented.
Furthermore, the breaking of the electroweak symmetry is explained, a phenomena
that is responsible for generated masses of the electroweak gauge bosons by introduc-
ing a new scalar field called Higgs field. Although the SM is confirmed by a large set
of measurements, open questions are specified that cannot be explained by the SM.
Section provides information about the production mechanism, the decay modes
and the properties of the SM Higgs boson. Recent theoretical and experimental
constraints on Higgs boson properties are also mentioned. In addition, non-SM
couplings of the Higgs boson are also discussed in section that violate the CP
invariance of the SM. Such CP violating Higgs boson couplings might contribute to
the baryon asymmetry of the observable universe, that cannot be explained by the
SM.

2.1. Standard Model of Particle Physics

The SM is a relativistic quantum field theory, based on the principle of local gauge
invariance. Predictions by the SM are confirmed very precisely by a large set of
experiments.

2.1.1. Elementary Particles

Elementary particles are grouped into fermions and bosons. Fermions of the SM
follow the Fermi-Dirac statistics with spin 1/2. There are leptons and quarks, which
are divided into three generations with different flavour. Leptons are electrons,
muons and 7 leptons (e, u and 7) each with a negative charge of —1E] and the
corresponding electrically neutral neutrinos (ve, v, and v,;). Quarks are divided
into up, charm and top quarks (u, ¢ and t) each with the charge of +2/3 and
down, strange and bottom quarks (d, s and b) with the charge of —1/3. For every
lepton and quark, there is a corresponding anti-particle with the complementary
charge. The division into three generations of leptons and quarks stems from the

!The charge of particles is given in units of the elementary charge g. = 1.602177 - 10~1° C.
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difference in the particle massesﬂ Matter consists of electrons and quarks of the
first generation.

The fundamental interactions between elementary particles are based on the ex-
change of gauge bosons. These gauge bosons are vector bosons with spin 1. Three
of the four known fundamental interactions are described by the SM: the electro-
magnetic, the weak and the strong interaction. Gravitation as a fourth interaction
is negligible for small distance interactions, when compared to the three SM inter-
actions, and is neglected in the SM.

The electromagnetic force acts on charged particles by exchanging photons 7. Since
photons are massless, the electromagnetic interaction has infinite range. The weak
force acts on all fermions via the exchange of W and Z bosons. These gauge bosons
are heavy, which manifests in the short distance of the weak interaction. The
strong force acts on quarks by exchanging gluons. Gluons couple to the color charge
of quarksﬂ Quarks do not occur as free particles since final state particles have
to be colorless. With increasing distance, quarks are combined into multi-quark
bound states called hadrons (confinement). Such hadrons consist either of a quark
anti-quark pair (meson) or of three quarks (baryon). Mesons and baryons are color
neutral and can be directly measured in the detector in contrast to single quarks.
However, quarks behave like quasi free particles at short distances (asymptotic
freedom) as assumed in proton proton collisions at the LHC. Tables and
summarize the properties of the fundamental elementary particles and the gauge
bosons of the SM.

2.1.2. Quantum Electrodynamics

The theory of quantum electrodynamics (QED) is an example of local gauge
symmetry [I4), [I5]. It assumes invariance of the Lagrange density £ under local
phase transformations of the field v (z)

Y — ey, (2.1)
The Lagrange density of a free fermion field 1 is given by

L = P() ("0 —my)(x), (2.2)

where m; is the fermion mass. Based on Hamilton’s principle, the Euler-Lagrange
equations of motion (Dirac equation) for free fermion fields can be deduced from

equation [2.2]

(i7" —my)ip(z) = 0. (2.3)

2Fermions of the first generation include the lightest leptons or up- and down-type quarks whereas
third generation fermions are rather heavy. In the SM, neutrinos are assumed to be massless.
However, the observation of neutrino oscillation hints to small non-zero masses [T0HIZ].

3The color charge of quarks can be red, blue or green.
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Leptons (Spin 1/2) ‘

Generation | Flavour Charge [ge] Mass [MeV]
First e  Electron -1 0.511
T v. Electron neutrino 0 <2-1076
p# Muon -1 105.7
Second v, Muon neutrino 0 < 0.2
. T 7 lepton -1 1777.0
Third vy 7 lepton neutrino 0 < 18.2
’ Quarks (Spin 1/2) ‘
Generation | Flavour Charge [ge] Mass [MeV]
. u Up 2/3 1.7-31
Fist 13 Down -1/3 4.1-5.7
Second ¢ Charm 2/3 1290
s  Strange -1/3 80-130
. t Top 2/3 172900
Third 15 Bottom -1/3 4190

Table 2.1. Elementary particles of the SM: leptons and quarks [135].

Gauge bosons (Spin 1)

|

Interaction Vector boson Charge [¢ge] Mass [MeV] Distance [m)]
Electromagnetic | + Photon 0 0 00
W+ Charged boson *1 80.4 15
Weak Z Neutral boson 0 91.2 <10
Strong g 8 gluons 0 0 ~ 10~

Table 2.2. Elementary particles of the SM: gauge bosons of the fundamental interac-
tions [13)].
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However, the Dirac equation is not invariant under local gauge transformations.
Local phase transformations in QED are defined by

b o @)y (2.4)

according to transformations of the unitary group U(1). Here, @ is the charge
operator and x = x(z) a gauge phase. To assure local gauge invariance of the Dirac
equation, the covariant derivative D, = 0,, + iQA, and a vector field A, = A,(x)
are introduced. The vector field must transform according to

Ay = Ay = Oux. (25)

to preserve the local gauge symmetry. Replacing the derivative in equation by
the covariant derivative and choosing a vector field, that fulfills equation [2.5] results
in the QED Lagrange density

Larp = (@) ("D — mp)b(a) — 3 Fu P, (26)

which is invariant under local gauge transformations. The field tensor F),, is defined
by F,, = 0,A, — 0, A,.

In summary, the invariance of the QED Lagrange density can be restored by
introducing the photon field A,(x) in terms of a covariant derivative D, and
corresponding additional kinematic terms iFWF’“’ of the photon. The fermions
couple to the photon via the electrical charge @, which also determines the strength
of the coupling. The photon must be massless (m., = 0) since a mass term, typically
in terms of %m%AHA“ for massive vector fields, would spoil the invariance under
local gauge transformations. The equation of motion for free fermions in QED is
then given by

(i7" 0y = mp)() = gy Aip(a) (2.7)

QED is a renormalisable theory, that is able to make high precision predictions of
the electromagnetic processes of elementary particles [16].

2.1.3. Electroweak Theory

In 1967, Glashow, Weinberg and Salam presented a unified electroweak gauge theory,
which combines the QED and the weak interaction [I7HI9]. The electroweak theory
divides the fermions into left- and right-chiral fields

=9+ dr=3(1= W+ (1 +7) (28)

The fermion fields in the electroweak theory are summarized in multiplets according
to the weak isospin quantum number I3 as shown in table [2.3] Left-chiral fermions
are ordered in isospin doublets ¥ 1 and couple to neutral and charged currents by
exchanging W+ and Z bosons or photons. Neutrinos occur only in the left-chiral
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’ Fermions ‘ Q ‘ Y ‘ I3 ‘

(), (), 5
w), \7), | -1 | -1 |-12

c t +2/3 | +1/3 | +1/2
s), \b), | 13| +1/3 | ~1/2

ER MR TR -1 -2 0
UR CR tr +2/3 | +4/3 0
dR SR bR —1/3 —2/3 0

Table 2.3. Left- and right-chiral fermion fields and the corresponding quantum
numbers: @ is the electrical charge, Y the hypercharge and I3 the configuration of the
weak isospin [1)]. Quarks with isospin Is = —1/2 are not the quark mass eigenstates.
They correspond to the electroweak mixed eigenstates, which can be extracted using the
CKM matriz according to the Cabbibo-GIM scheme [15, [20, [21).

state, due to their vanishing mass. Right-chiral fermions form isospin singlets ¥'g
and couple to neutral currents.

The electroweak theory is based on the symmetry groups SU(2);, x U(1)y. The
group U(1)y contains all unitary transformations of dimension one analogous to
the QED theory. The hypercharge Y is the quantum number of the group. It is
defined by the Gell-Mann-Nishijima relation

R=I15+Y/2. (2.9)

The local phase transformation of U(1)y for the left-chiral doublets ¢ and the
right-chiral singlets ¥ is

v — Ty (2.10)

v — e TYX@yp (2.11)

The local gauge transformation of SU(2)y, acts on left-chiral doublets and is defined
by

g — ey, (2.12)

The vector 7 consists of the Pauli matrices while 3(x) represents the three rotation
angles. The factors g and ¢’ are the coupling constants of the gauge groups U(1)y
and SU(2)r. As explained in case of the QED theory, gauge invariance under local
phase transformations cause the existence of additional gauge fields. The gauge
fields of the electroweak theory are B, and W, = (Wﬁ, Wﬁ, WS) The covariant

derivative in case of the electroweak theory is then defined by

T Y
D, =0+ zg§Wu + 29’53“. (2.13)
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Replacing the derivative in equation by the covariant derivative of equation [2.13
yields the electroweak Lagrange density

— . ‘T
Lew = Yy* (Zau—g2

Y
. W“ — gl2Bu> wL
_ ) Y
4y (10, ~ o5 By ) o

1 1
—ZWMV ° WMV - ZBuuBuyv (214)

that includes couplings of the left and right-handed fermion fields 47, g to the
gauge fields. Kinematic terms of the gauge fields needs to be added to ensure
the invariance of the Lagrange density under local gauge transformations. These
kinematic terms Lg;, = —iWWW“” - iBWB“” contain the tensors W, =
OuW, —0, W, +igW, x W, and B, = 0,B, — 0,B,,. The tensor W, for SU(2)
is more complex than than B, for U(1) due to the non-Abelian structure of the
interaction.

To identify the well-known charged W-bosons, the gauge fields need to be rewritten
in terms of eigenstates of the charge operator

4 1
W, = 7
The charged vector bosons act only on left-handed fermions. The Z boson couples
also to right-chiral fermion fields and can therefore not identified with Wg’, since it
only couples to left-chiral fields. In addition, the gauge field B, can not be identified
with the photon, because photons do not couple to neutrinos due to their chargeless
nature. By mixing both fields WE and B,

Ay [ cosB, sinby,\ [ B,
(Zu> o <— sin 0, cos@w> (Wff) ’ (2.16)

the known physical fields can be constructed. The Z-boson corresponds to the
vector field Z,, and the photon to A,,. The coupling constants can then be expressed
as g = e/sinf,, and ¢’ = e/ cos 6, with 6, being the weak mixing angle.

(W, FiWy) . (2.15)

To guarantee gauge invariance and renormalisation of the electroweak SU(2)r x
U(1)y theory, no mass terms can be included in Lgy for the fermion and gauge
boson ﬁeldsﬂ However, experiments show that fermions and gauge bosons do
have mass. Electroweak symmetry breaking provides a solution in terms of the
Englert-Brout-Higgs-Guralnik-Hagen-Kibble mechanism (hereafter called the Higgs
mechanism) [3H5] 22] 23]. This mechanism generates mass terms of the electroweak
gauge boson while assuring gauge invariance and renormalisation. It is explained in

section 2.1.41

4As an example, the cross section of vector boson scattering WW — WW diverges in case of
massive gauge bosons due to additional longitudinal components of the vector fields, which
would violate unitarity.
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2.1.4. Electroweak Symmetry Breaking

The Higgs mechanism has already been proposed by Englert, Brout, Higgs, Guralnik,
Hagen and Kibble in 1964 [3H5] 22] 23] and introduces a new isospin doublet of the
charged scalar field ®* and the neutral complex scalar field ®° with a hypercharge
quantum number of Y =1

o = (g) (Y =1). (2.17)

The Lagrange density of the Higgs doublet is defined by
EHiggs = (8M(I))T(8“(I)) - vHiggs((I)Ty (I)) (218)

with Vi (®F, @) = —p20T® + \2(®T®)2 being the Higgs potential. The SU(2), x
U(1)y gauge invariant Lagrange density for the Higgs fields and the kinematic terms
of the electroweak gauge bosons is then defined by

['EW’ = LHiggs + »Ckin
(DH®)1 (D) + p2dTd — N2 (0T d)?
1 1
W W = B B (219)

The vacuum expectation value ®@,,,;,, of the Higgs doublet (minimum of the Higgs
potential) is non-zero under the assumption p? > 0. Since this ground state is
degenerate, it can be chosen as

1 {0
Bpin = % <v> . (2.20)

This specific choice breaks the electroweak symmetry spontaneously from SU(2)y, x
U(1l)y into U(1)g [24]. The charged complex Higgs field, which would add mass to
photons, and the imaginary part of the scalar field vanish. Thus, the four degrees of
freedom of the initial complex Higgs isospin doublet are reduce to one non-vanishing
degree of freedom, a real scalar Higgs field. Spontaneous symmetry breaking of
the electroweak theory is illustrated in figure for a complex Higgs field. The
fluctuations H(z) around the ground state ®,,;,

1 0
o) = -5 (U . H(:@) (2.21)

are then interpreted as Higgs boson. Massless scalar fields that result from elec-
troweak symmetry breaking from the Nambu-Goldstone theorem are absorbed into
the longitudinal degrees of freedom of the W+ and Z gauge bosons via unitary
transformations. Equations and lead to the Lagrange density

1 1 1
Lpwn = SO"HOH — p*H? — W W — 2By, B
2,2 2
gv _ g _
+ (W2 + W 2) + SWIW T (20H + H)

1 g 2 2
L A A 20H + H?). 2.22
8 cos2 0, 2" (v° +2vH + H) (2.22)
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Figure 2.1. Potential of a complex Higgs ¢ field with a degenerate ground state. The
symmetry is broken by choosing the specific ground state Im(¢p) = 0 [25].

The electroweak Lagrange density after symmetry breaking includes interaction
terms of the Higgs boson with gauge bosons, Higgs self-coupling terms and mass
terms of the vector bosons and the Higgs boson itself. The mass of the Higgs boson
and the vector bosons are given by

myg = V2u=uvV2\, (2.23)
v

My = % : (2.24)
My

M, = . 2.25

Z cos 0y, ( )

The photon remains massless. The Higgs vacuum expectation value is

V2 ([ g
Gr="2(_2 ) = (v/2,2)! 2.26
r=2(32) = (V3 (2:20)
with G the Fermi constant of electroweak interactions. Measurements of G yield
a vacuum expectation value of v ~ 246 GeV.

Spontaneous symmetry breaking of the electroweak theory generates mass terms
of the gauge bosons. However, it cannot explain the observed fermion masses. To
achieve such mass terms for fermions, ad-hoc contributions for the couplings of
the Higgs boson to fermions need to be added to the SM Lagrange density. These
contributions to the Lagrange density are called Yukawa couplings Ly ykawa- The
Yukawa terms for the first generation of leptons (¢r, = Ly, and ¥ = eg) and quarks
(v, = Qr and Y = ug,dR) are defined by

EYuk:awa = gezL(I)eR + gd@Lq)dR + gu@L(i)uR + h.c. ) (227)

where g are the coupling strength parameters between the Higgs boson and fermions
and ® = ioy®* the charge conjugate Higgs field. Analogous to the first generation,
there are Yukawa couplings for generating mass terms for all generations of the
fermions. The coupling parameters g; are proportional to the masses of the fermions

V2
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That is, the coupling strength of the Higgs boson to heavy leptons and quarks is
enhanced compared to lighter ones.

Thus, the electroweak symmetry breaking is based on the presence of an additional
scalar Higgs field in terms of a complex isospin doublet. The Higgs potential has
a non-zero vacuum expectation value. By breaking the symmetry spontaneously,
mass terms are generated for the W and Z gauge bosons by absorbing three of the
four degrees of freedom of the Higgs field into the longitudinal components of these
vector bosons. The remaining degree of freedom can be interpreted as Higgs boson.
The mass of the Higgs boson is an unknown parameter and can only be determined
by measurements. In addition, ad-hoc Yukawa couplings of the fermions to the
Higgs boson are introduced to generate mass terms also for the fermions.

2.1.5. Quantum Chromodynamics

The strong interaction between quarks is based on quantum chromodynamics
(QCD) [26, 27] and acts on the color charge, a special property of quarks. There
are three different color charges (red, green and blue), which are described by the
vectors

1 0 0
xr=10], xg= 1|11, xo=|[0]. (2.29)
0 0 1

The quark wave function V¥ is then defined by ¥ = 1) - x,. 4 where 1) denotes the
wave function with respect to space, spin and flavour. Local phase transformations
in QCD are based on the SU(3) symmetry group and are given by

VIS DION (2.30)

These transformations act on the color charge of the quarkﬂ The SU(3) trans-
formation generators can be represented by the eight Gell-Mann matrices A;. To
guarantee gauge invariance in QCD, the gauge field G is introduced via the
covariant derivative .
Dt = 0" +if 3 NG (2.31)
i=1
The QCD Lagrange density for a specific quark flavour is then defined by

_ 138 .
Locp = V(i D' —m)¥ — 1 ; Gi G . (2.32)

The kinematic terms of the gauge fields contain the tensor G = O*GY — 9" G —
gsfjleﬁG;’, where fjj; are the anti-symmetric structure constants of the SU(3)¢c
group. SU(3)¢ is non-Abelian, which leads to couplings of different quarks to gauge

®The color charge is indicated by the labeling SU(3)c.
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fields with the same coupling strength gﬂ Similar to the lepton flavour changing
W= bosons of the electroweak theory, different linear combinations of the QCD
gauge fields leads to the actual gauge bosons, the gluons. There are eight gluons:
six of them carry color charge, which change the color of the interacting quarks,
and two of them are neutral in color, leading to color charge conserving currents.
Due to the color charge of the gluons, they are self-interacting in terms of three or
four gluon vertices. The coupling constant of the strong interaction is referred to as
as = g2 /4.

2.1.6. Standard Model Lagrange Density

In summary, the SM is described by the gauge groups SU(3)c x SU(2)r x U(1)y,
corresponding to the strong and the electroweak interaction. Complex scalar Higgs
fields generate the masses of the electroweak gauge bosons via spontaneous symmetry
breaking. The breaking of the symmetry leads to the existence of the scalar Higgs
boson. Fermion masses are generated by specific Yukawa couplings to the Higgs
boson. The SM includes nineteen free parameters: nine fermion masses (e, p,
7-leptons and six quarks), three mixing angles and a CP-violating phase of the
quark mixing matrix (CKM-Matrix), the coupling constants of the QED and QCD
(agep and «y), the Fermi constant G, a CP-violating phase of the QCDEI, the
mass of the Z boson and the mass of the Higgs boson. The overall Lagrange density
of the SM consists of the individual contributions

Lsyv = Lewr + Ly ukawa + LocD (2.33)

2.1.7. Limitations of the Standard Model

Although high precision measurements agree well with the SM predictions, there
are fundamental questions that cannot be answered by the SM. Moreover, the SM is
expected to be an effective theory at the current scales of accessible energies. Open
questions are:

e Unification of Gauge Couplings
The choice of SM symmetry groups SU(3)¢c x SU(2)r, x U(1)y seem to be
rather unnatural. A more fundamental underlying symmetry is expected,
called Grand Unified Theory (GUT) [28]. However, extrapolating the coupling
strength parameters of the SM gauge groups towards higher energies does not
result in a single crossing point as GUT would predict.

e Dark Matter
Approximately 25% of the energy of the universe consists of non-baryonic

5This is analogous to the electroweak theory, where the SU(2), group is also non-Abelian and
the coupling strength g between fermions and W= bosons is identical.
"This phase tends to be small since no CP-violation has been observed in QCD so far.
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matter. This component is referred to as dark matter, which shows non-
relativistic behavior [29]. Potential dark matter candidates are for example
weakly interacting massive particles (WIMPs), which do not take part in the
electromagnetic interaction. The SM does not contain candidates for dark
matter.

e Hierarchy Problem and Fine Tuning

The mass of the Higgs boson is subject to large quantum corrections that are
quadratically divergent. If the SM is required to be valid up to high energies,
these corrections are magnitudes of order larger than the energy scale of the
electroweak theory. To keep the Higgs boson mass at a reasonable energy level
of 100 GeV, the parameters of the theory needs to be fine-tuned. However,
such adjustments are rather unnatural, which is usually referred to as the fine
tuning problem [30-32]. Furthermore, the vacuum expectation value of the
Higgs field (~ 246 GeV) is many orders of magnitude lower than the energy
scale of GUTs (101716 GeV), called the hierarchy problem.

The theory of supersymmetry (SUSY) provides a possible solution to these open
questions. SUSY predicts a large set of new elementary particles, that differ in
spin by 1/2 compared to the SM particles. Thus there exists a SUSY boson or
fermion for every SM fermion or boson particle [33, 34]. The evolution of the
coupling strength parameters in a SUSY theory to higher energies results in a single
point of interaction for the three couplings of the electromagnetic, weak and strong
interaction at ~ 10'® GeV. The introduction of a discrete symmetry called R-parity
ensures the conservation of the baryon and fermion numbers. Due to R-parity,
the lightest SUSY particle is a stable, electrically neutral, massive and weakly
interacting particle. Thus, the neutralino is a dark matter candidate. Furthermore,
divergencies in the Higgs boson mass due to higher order corrections cancel due to
counter terms of the SUSY particles. SUSY theories could also include gravitation,
which is not considered in the SM theory. So far, no SUSY particles have been
observed and large regions of parameter space are meanwhile excluded. SUSY
particles are expected to have large masses based on symmetry breaking. With the
upcoming LHC operation at its design luminosity, SUSY at higher energy scales
might become accessible.

e Baryon Asymmetry
Baryonic and anti-baryonic matter in the observable universe is not balanced.
There is no reason for preferring a specific charge over the other and equal
amounts of matter of both types should have been produced in the big bang
as expected in the SM. A possible source of baryon asymmetry is the violation
of charge (C) and charge-parity (CP) conservation. The SM quark-mixing
(CKM) matrix, which describes the transformation of a quark into a quark
with different flavour by exchanging a W boson, includes a complex phase
that causes CP-violation. However, the effect of the CP-violating complex
phase in SM is found to be too small for explaining the baryon asymmetry in
the early universe. A potential additional source of CP-violation is discussed
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in section which deals with anomalous non-SM CP-violating couplings of
the Higgs boson to gauge bosons.

2.2. Higgs Boson of the Standard Model

2.2.1. Production and Decay at the LHC

The mass of the Higgs boson is not predicted by the SM and needs therefore to be
determined by measurements. Once the Higgs boson mass is known, the production
cross sections and the branching ratios of the Higgs boson decay modes can be
extracted. At the LHC, SM Higgs bosons are produced mainly via gluon fusion
(GGF), vector-boson fusion (VBF) and vector boson (VH) or top quark (ttH)
associated production modes, as illustrated in figure The cross sections of the
different Higgs boson production modes as function of its mass at /s =8 TeV are
shown in figure (a). Gluon fusion is the dominant process amongst all production
modes followed by vector-boson fusion. The branching ratios of the various decay
modes as function of the mass are shown in figure (b). For small Higgs boson
mass values, the dominant decay modes are H — bb and H — 77 while for high
masses the Higgs boson decays predominantly into vector bosons H — WW/ZZ.

\RQQQQQ, ,

<y
<y

Figure 2.2. Examples of tree-level diagrams for the production of a Higgs boson: gluon
fusion (a), vector-boson fusion (b), vector boson associated (c) and top quark associated
(d) Higgs boson production.
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Figure 2.3. Standard Model Higgs boson production cross sections at /s = 8 TeV
(a) and decay branching ratios (b) as function of the Higgs boson mass [35].

2.2.2. Theoretical and Experimental Constraints

The mass of the Higgs boson is a free parameter in the SM. However, it is constrained
by certain theoretical arguments.

The electroweak symmetry breaking introduces a mass term for the W gauge boson.
Such longitudinal degrees of freedom for massive vector bosons cause divergencies in
the cross section of vector boson scattering processes (WW — WW), that depend
on the mass of the Higgs boson. That is, the corresponding cross section increases
with the center of mass energy, leading to violation of unitarity for high mass values.
Since unitarity must not be violated, bounds on the Higgs boson mass can be
derived. The mass of the SM Higgs boson is predicted to be approximately less
than 1 TeV [36].

The requirement of vacuum stability leads to further theoretical constraints on
the Higgs boson mass. In the limit of high energy scales up to the Planck scale,
the quartic Higgs coupling /\EL which depends strongly on the mass of the SM
Higgs boson and the top quark, tend to become negative. This would lead to
instabilities of the electroweak vacuum. Lower limits on the Higgs boson mass
can then be determined by requiring the vacuum to remain stable in the regime
of high energies. Using a measured top quark mass of 173.1 + 0.7 GeV (average
of measurements from Tevatron, CMS and ATLAS), Higgs mass values below
126 GeV are excluded at 98% confidence level based on next-to-next-to leading

8The quartic Higgs coupling at tree level is A = m% /2v?, where v is the vacuum expectation
value and my the mass of the Higgs boson.
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order calculations in QCD [37]. Current LHC measurements of the Higgs boson
mass hints at a meta-stable electroweak vacuum state as shown in figure 2.4

180
> i
(5]
&) L
8 175
=
g .
E [ 22" -
g 1o ]
2 E 12
A Stability 1
165 L L 1
115 120 125 130 135

Higgs mass M;, in GeV

(a)

Figure 2.4. Regions of stability and instability of the SM vacuum in the (mg,m;)
plane. The experimentally preferred region in terms of 1,2 and 3 o contours is indicated
by the gray areas [37].

Higher order corrections of electroweak observables (such as masses or decay widths
of the electroweak vector bosons, the top quark mass or weak mixing angle) depend
on the mass of the Higgs boson due to corresponding loop diagrams. The Higgs
boson mass can therefore be estimated indirectly by performing a combined fit
to precision data of these electroweak observables. The observables were mainly
obtained from measurements at LEP and Tevatron [38, 39]. Figure shows the
x? of the combined electroweak fit of the observables as a function of the my. The
best-fit Higgs boson mass value is found to be 943?1 GeV with an upper limit of

mpy < 152 GeV at 95% one-sided confidence level [40].

While the Higgs mechanism was suggested by Higgs, Englert, Brout, Guralnik and
Kibble already in 1962, it took 50 years until experimentalists were able to claim
the discovery of the Higgs boson in direct searches at the LHC. The discovery was
achieved by measurements from CMS [I] and ATLAS [2] using /s =7 TeV and
Vs =8 TeV data recorded until July 2012. Figure shows the local p-value as
function of the mass of the Higgs boson measured with the ATLAS experiment. At
a mass of approximately 125 GeV, an excess is observed with the significance of
5.9 . Since then, both experiments provide evidence for the Higgs boson in the
decay channels vy, WW  ZZ and 77 and further search analysis for the decay into
bb, pp and Zv [A1]. The ATLAS measurement of the overall Higgs boson signal
strengtkﬂ results in u = 1.187513, using the full 2011 and 2012 dataset with an
integrated luminosity of 4.7 fb~! and 20.3 fb~! respectively. This is fully consistent
with the SM prediction (u = 1) [41]. The combined and individual signal strength
values are shown in figure The measured mass of the Higgs boson is found to

9Signal strength p is defined as the obtained cross section divided by the expected SM cross
section including a SM Higgs boson. If the measured cross section is consistent with the SM,
u =1 is expected.
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be 125.09 & 0.24 GeV based on the combination of results from ATLAS and CMS
in the decay channels H — vy and H — ZZ [6] and is thus consistent with the
electroweak fit in the SM.

After the discovery of the Higgs bosons, the properties of the Higgs boson have
also been investigated, such as the spin and parity quantum numbers as well as
the structure of the tensor coupling. Based on ATLAS and CMS measurements
in the decay channels H — ZZ, H — WW and H — ~v, alternative non-SM
Higgs boson hypotheses with respect to the corresponding parity and spin quantum
numbers such as spin 2 models have been excluded at the confidence level of more
than 99.9% [42] 43]. Furthermore, the tensor structure of the Higgs boson to vector
bosons has been studied in the decay channels H — ZZ and H — WW. The results
are compatible with SM expectation and constraints on non-SM tensor couplings
have been derived. In summary, no deviations of the phenomenology of the Higgs
boson from the SM prediction have been observed so far.

2.3. CP-Violating Higgs Boson Couplings

Baryon asymmetry (see section , the imbalance of baryonic matter and anti-
matter in the early universe, cannot be explained by the SM, where neutrinos are
assumed to be massless. Based on the Sakharov conditions [44H46], the violation of
the C- and CP-invariance is needed to cause baryon asymmetry. In the SM, the

6 H
1 Aaga =
5 — 0.02750+0.00033
---- 0.02757+0.00010
4 «+ incl. low Q° data
«N?'< 3
> _
2 —
14
| Excluded e,
40 100 200

m,, [GeV]
(a)
Figure 2.5. Ax? as a function of my performing a global fit of the SM to electroweak

precision data (black solid line). The blue band represents the theoretical uncertainty
due to missing higher order corrections [£0].
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only source of CP-violation stems from a complex phase of the CKM-matrix [20} 21].
However, the measured size of this complex phase in the SM [47, [48] is too small to
explain the baryon asymmetry in the observable universe [49]. Since CP-violation is
not expected in the SM Higgs sector, any CP-violating mechanism in the production
or decay of the Higgs boson is a strong hint of new physics that could explain
the imbalance of matter and anti-matter. Such sources of CP-violation might for
example stem from small CP-odd contributions to the SM Higgs boson coupling
structure (CP mixed scenarios), which is one of the topics of this thesis.

Current ATLAS and CMS measurements of Higgs boson production cross sections,
branching ratios as well as its spin and CP quantum numbers and the HVV
tensor structure in bosonic decay modes do not show any deviations from SM
couplings [42, [43]. Figure shows corresponding distributions of the test statistic

for various non-SM Higgs boson spin and parity scenarios in comparison to the
SM scenario. The measured value of the test statistic is consistent with the SM
expectation in each of the comparisons and the alternative hypotheses are excluded
at 99.9% confidence level. In addition, specific measurements of Higgs boson CP
properties in the decay mode H — ~~ performed at the ATLAS experiment provide
limits on CP-violating couplings to massive vector bosons in the VBF Higgs boson
production mode, based on an effective field theory approach [50]. Absolute event
rates are used in the corresponding analysis as well as CP-even observables, that
are not directly sensitive to CP mixed coupling structures. No significant deviations
of the investigated tensor structure of Higgs boson interactions from the Standard
Model predictions are observed in this case. In the present thesis, the CP-invariance
of Higgs boson couplings to vector bosons is studied based on CP-odd observables.
These observables are directly sensitive to the CP coupling structure of the Higgs
boson to vector bosons. More about CP sensitive observables can be found in

section [6.1.1]

The following sections discuss anomalous CP mixed Higgs boson couplings to vector
bosons in the framework of an effective field theory. The effective Lagrange density
for anomalous HV'V couplings can be constructed in a model independent way by
adding higher dimensional operators to the dimension-four SM Lagrange density,
that preserve the SU(2)r, x U(1)y gauge symmetry [51) 52]. The effective Lagrange
density is expanded in powers of 1/A with A being the scale of new physics.

Lepr = Lsy + %51 + %52 + ... (2.34)
While there is only one dimension-five operator in £ that violates lepton number
conservation, a large set of dimension-six operators in L2 can be constructed, based
on scalar, vector and fermion fields. The dimension-five operator would lead to
massive neutrinos and neutrino mixing, which can be neglected in the present use
case of physics at the electroweak scale. Thus, only dimension-six operators are
considered, that give rise to small deviations from the SM CP-conserving Higgs

10T e test statistic ¢ is based on a maximum likelihood approach as explained in chapter @
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Figure 2.8. Test statistic distributions for different spin and parity J© Higgs boson
hypothesis (red dashed line) compared to the SM 0% signal hypothesis (blue solid line):
SM vs. non-SM spin-0 CP-odd (a), SM vs. non-SM spin-0 CP-even (b), SM wvs.
non-SM spin-2 with universal couplings (¢), SM vs. non-SM spin-2 with non-universal
couplings (d). The observed value of the test statistic is consistent with the SM prediction
(black line). The corresponding p-values are indicated by the blue shaded area. The
alternative hypotheses are rejected at more than 99.9% confidence level [17)].
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boson couplings to vector bosons [53]. The effective Lagrange density is therefore
defined by
1
Lepp = Lsm+ ﬁEQ

Ly = 9+ fawwOww + 505 (2.35)
where fzp, fiiyw and fz are dimensionless Wilson coefficients. The relevant
dimension-six operators include the Higgs doublet ® and the electroweak gauge
fields B* and W% (i = 1,2,3). Only CP-odd operators are considered in Ly in this
case, that do not preserve the CP invariance of the SM Higgs boson couplings to
vector bosons

Opp = OB, B"0, (2.36)
O = OTW,WHo, (2.37)
O = (D,®)"B"D,®. (2.38)

VW denotes the field-strength tensor and VW = %GWPUV”” the dual field strength
tensors With BW + ij = i%/BW + i%aaWﬁy. The covariant derivative is given by
Dy =0u+ 59'B,+ig%5Wjio,.

Op contributes to the CP-violating charged triple gauge boson couplings &~ and

2

fz. These couplings are related by &, = —cot? Oy iy = ZLTV‘Q’ [z and are highly
constrained by LEP measurements [54H56]. Thus, the contribution from operator
Op is not further considered here. The effective Lagrange density can then be

re-written in terms of mass eigenstates of the Higgs boson H, the weak gauge bosons
Z and W* and the photon A after breaking the electroweak symmetry [57]

Lepf = Lom+guanHA, A" + guagHA,, Z"
+drzzH 2, Z" + gaww HW [, W (2.39)
The different couplings HWW , HZZ, HZ~vy and H~vyy contribute to the VBF
Higgs boson production mode. Requiring invariance of the Lagrange density under

SU(2)r, x U(1)y transformations involves constraints on these couplings. Therefore,
only two of the couplings are independent with the relations

JHAA = L(cfsirﬁ O + dp cos® Ow ) (2.40)
2mW
JHAZ = QTTng sin 20y (d — dp) (2.41)
Guzz = —2—(dcos® 0w + dpsin?fy) (2.42)
2myy
dmww = ——d, (2.43)
my

where both dimensionless parameters d and dp are defined by
2

= m
= Ty (2.44)
~ m2

dp = W tan? Ow fap- (2.45)

AT



22 2 THEORY

Since the couplings of the Higgs boson to the different vector bosons cannot be
distinguished in the experiment, the CP analysis of this thesis is based on the
assumption d = dp. The parameter dp is related to the couplings parameter % gy w
viadp = —Fgww /ks tan «, which has been used in the CP analysis performed by
ATLAS in the decay channels H — WW and H — ZZ [42]. The specific choice of
CZB in the context of this thesis can be translated into the relation Agww = Rgzz
as agssumed in the CP analysis by ATLAS. That is, the results of both analysis, the
one presented in this thesis and the one by ATLAS, are fully comparable.

The choice d = dp results in the following relations for the gy couplings from

equation [2.39

~ - 1. 5 _
9HAA = JHZZ = 5YHWW = g and guaz = 0. (2.46)
2 2mW

The tensor structure for Higgs boson couplings to two identical or charge conjugated
gauge bosons in the effective Lagrange density is then given by

nv Qm%/ Nz 29 3 pvpo
TH (pr,pa) = Y —g" + > —=—d """ piypa, (2.47)

v myy

\%4 \%4

where p; and po are the four momenta of the vector bosons V. =W, Z, ~. The
first term includes CP-even contributions of the SM and the second term CP-odd
contributions due to the dimension-six operators and the assumption d = dg. Thus,
the matrix element for VBF Higgs boson production

Mg = Mgy +d - Mcpooad (2.48)

is the sum of the CP-even SM contribution Mgy and the CP-odd part Mcp_oqq and
therefore causes CP-violation in the couplings of the Higgs boson to gauge bosons.
The CP-violating contribution is linear in the parameter dg. The differential cross
section is given by the squared matrix element

Mgl = [Msul® +d- 2Re(MéyMcepodd) + d° - [Mcp-oaal®  (2.49)
dad = dogym + d- docp-odd + d?- doCp-even- (2.50)

|Mgm|? and d? - |Mcp-oad|? are CP-even contributions to the differential cross
section and do not cause any CP violation. CP violating Higgs boson couplings are
solely based on the CP-odd interference term Re(Mg,;Mcp-odd), which contributes
linearly in dp to the differential cross section do j- In contrast to the differential cross
section, the total cross section o; does not depend on the interference term, since
integrating over a CP-even phase space erases CP-odd contributions. Moreover, it
is the squared CP-odd matrix element contribution, that leads to an increase in the

predicted event yield. The corresponding dependence on this term is quadratic in
d.



3 Experimental Setup

3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) [58] is the most powerful particle collider at
present and aims to explore physics at the TeV scale. It was built by the EFuropean
Organization for Nuclear Research (CERN), starting in 1998, and is located near
Geneva in Switzerland.

The LHC is a synchrotron accelerator, that enables proton-proton or heavy ion
collisions at high energies. On 10 September 2008, CERN successfully managed to
force protons to travel the full length of the LHC for the first time. The collider
is placed in the former tunnel of the Large Electron-Positron Collider (LEP) [59]
50 to 175 meters underground with a circumference of 27 kilometers. 1232 dipole
magnets, each with 15 meters in length, bend the beams on its circular path and
392 quadrupole magnets, each with 5 to 7 meters, focus the beam. In total, about
9600 magnets are installed in the LHC machine with more than 1600 of them
being superconducting electromagnets. The peak magnetic dipole field reaches a
value of 8.33 T. There are two separate beam pipes, each hosting one of the two
particle beams, which travel in opposite directions. The beam lines intersect at
four interaction points, where the main LHC experiments are located. Additional
magnets squeeze the beams at these interaction points with intent to increase the
instantaneous luminosity. The LHC is designed to collide protons at beam energies
up to 7 TeV with an instantaneous peak luminosity of £ = 103* em?s~!. Such high
beam intensities exclude the use of anti-proton beams, which have for example been
used in the proton-anti-proton collider Tevatron [60]. Within the beam, protons
are accumulated in proton bunches, containing about 1.1 x 10! protons per bunch.
There can be up to 2808 proton bunches in the accelerator simultaneously, separated
with a nominal bunch spacing of 25 ns, which corresponds to roughly 7 meters. First
collisions in all four experiments took place in November 2009 with a center-of-mass
energy of 900 GeV. The high energy physics program of the LHC started on 30
March 2010 in the proton-proton mode with a center-of-mass energy of 7 TeV.

The CERN accelerator complex [61] is shown in figure and consists of several
accelerator systems, which increase the energy of protons or ions successively before
they are injected into the LHC main ring. The proton source is a bottle of hydrogen
at one end of the linear particle accelerator Linear Accelerator 2 (LINAC2) [62) [63].
Electric fields ionize the hydrogen atoms before they enter LINAC2, which accelerates
the protons to the energy of 50 MeV. The protons then enter the Proton Synchrotron

23
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Booster (PSB) [62], 63], which consists of four superimposed synchrotron rings and
increases the energy to 1.4 GeV. LINAC3 [64] is the first step in the accelerator
chain for heavy ion collisions and provides accelerated lead nuclei for LHC and
fixed target experiments. Before the lead nuclei from LINAC3 are fed into the
LHC main ring, they have to be further accelerated by The Low Energy Ion Ring
(LEIR) [65]. Protons from PSB and heavy ions from LEIR are injected into the
Proton Synchrotron (PS) [62, [63]. The PS produces bunch trains and increases
the energy up to 25 GeV before the injection into the Super Proton Synchrotron
(SPS) [66]. The SPS is the second largest machine in the LHC accelerator complex
with 7 kilometers in circumference and provides a further gain in energy of up
to 450 GeV. Bunches from SPS can then be transferred to the LHC and other
experiments. Within the LHC, proton bunches can be accumulated and accelerated
to a maximum energy of 7 TeV, which lasts approximately 20 minutes, and can
circulate for several hours under normal operating conditions.

CERN Accelerator Complex

LHCDb
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» ion  » neutrons » p[antiproton) ——— /antiproton conversion  » neutrinos  » electron
LHC Large Hadron Collider SPS Super Proton Synchrotron  PS  Proton Synchrotron
AD Antiproton Decelerator CTF3 Clic Test Facility CNGS Cern Neutrinos to Gran Sasso  ISOLDE Isotope Separator Online DEvice
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Figure 3.1. CERN accelerator complex. Various pre-accelerators are needed to achieve
the design center-of-mass energy of 14 TeV in LHC proton-proton collisions. The four
main LHC experiments are marked with yellow points [67].
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There is one experiment located at each of the four LHC interaction points: AT-
LAS [68], CMS [69], ALICE [70] and LHCb [71].

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are
general-purpose detectors, targeting precision measurements of Standard Model
processes, which include QCD, electroweak and flavor physics and measurements
in the Higgs sector. Furthermore, their aim is to discover new physics such as
supersymmetry or models, including spatial dimensions. The ATLAS detector is
currently the largest-volume detector at a collider. The analysis in this thesis uses
data, obtained with the ATLAS experiment, which is discussed in detail in the
sections below. CMS is based on a different design than ATLAS. In comparison
to ATLAS, which uses two magnet systems (one solenoid, surrounding the inner
detector, and one toroidal field in the outer muon spectrometer), CMS is constructed
around a large superconducting solenoid, which achieves magnetic field strengths
of up to 4 T, allowing the precise measurement of muon trajectories. In contrast
to those general-purpose detectors, ALICE (A Large Ion Collider Experiment) is
constructed for analyzing lead-ion collisions and for studying the quark-gluon plasma,
whose properties are important for understanding QCD. LHCb (Large Hadron
Collider beauty) specializes in b physics and constructed as a forward spectrometer.
It addresses fundamental questions of the matter-antimatter asymmetry of the
universe by measuring CP violation in b hadron interactions. Further smaller LHC
experiments are MOEDAL [72], which searches for exotic states such as magnetic
monopoles, LHCf [73], which detects particles very close to the beam axis, and
finally TOTEM [74], measuring the effective size of the proton at the LHC.

3.2. The ATLAS Detector

The ATLAS detector, shown in figure [3.2] is the largest-volume detector at a collider
at present. It is forward-backward symmetric with respect to the interaction point,
46 meters long, 25 meters high and 25 meter wide with a total weight of 7000
tonnes. It is located at LHC Point I about 100 meters underground. ATLAS
is a general-purpose detector, which aims to perform precision measurements of
the Standard Model and to search for new physics phenomena. On 4 July 2012,
the ATLAS collaboration announced the discovery of a new elementary particle,
being consistent with the hypothetical Higgs boson at that time. The discovery
of a Higgs boson within relatively short time of early data taking demonstrates
the extraordinary performance of the experiment including grid computing and
its potential to extend frontiers of high energy physics in the upcoming years of
operation. The high LHC instantaneous luminosity, which results in many additional
inelastic scattering events per bunch crossing, and the dominant QCD jet production
cross section at the hadron collider make high demands on the ATLAS detector
in order to reach its physics goals. Fast and radiation-hard electronics and high
detector granularity are needed to resolve overlapping events and physics objects
such as reconstructed particles. Furthermore, a large acceptance in pseudorapidity
and the azimuthal angle is required for a high geometrical coverage, which is for
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example crucial for the reconstruction of missing transverse momentum. Important
requirements are also excellent momentum resolution, pattern recognition and high
reconstruction and identification efficiencies of particles to measure their properties
precisely. Additionally, a sophisticated trigger system, which is the first step in
the chain of selecting events, is necessary to reduce the rates of events collected
to a reasonable level. The innermost part of ATLAS hosts the Inner Detector
(ID) within a radius of 1.15 m, which consists of semi-conductor pixel (Pixel),
strip (SCT) and transition radiation (TRT) detectors for momentum and vertex
measurements. The ID is embedded into a magnetic field of 2 T, generated by a
superconducting solenoid. The calorimetry is placed within an outer radius of 4.25
m and provides energy and position measurements of particle showers, based on
liquid-argon technology for the electromagnetic (ECal) and parts of the hadronic
(HCal) calorimeters and scintillator-tile technology for the bulk of the hadronic
calorimeter. The muon spectrometer (MS) is located in the outermost part of the
ATLAS detector in an air-core toroid system with a radius of 12.5 m and contains
three layers of tracking and additional muon trigger chambers. This section describes
each individual component of the ATLAS detector [68]. The design resolution of
each sub-detector part is given in table [3.1]

25m

Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

Toroid magnets LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor fracker

Figure 3.2. Cut-away view of the ATLAS detector [68].

3.2.1. Nomenclature

In this section, the ATLAS coordinate system is defined and important variables,
typically used in data analysis, are introduced. The z-axis lies in beam direction,
whereas the x-axis, which points to the center of the LHC ring, and the y-axis span
the transverse plane. The coordinate system is right-handed and the y-axis points
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’ Detector component ‘ Target resolution ‘ Coverage
Inner Detector (ID) opr/pr = 0.05% & 1% In| <2.5
Electromag. Calorimeter (ECal) op/E =10%/VE ®0.7% In| < 3.2
Hadr. Calorimeter (HCal)

Barrel & Hadr. End-Cap (HEC) | og/E = 50%/VE © 3% In| < 3.2
Forward Calorimeter (FCal) op/E =100%/VE ®10% | 3.1 < |n| < 4.9
Muon Spectrometer (MS) opr/PT = 10% In| < 2.7
at pr =1 TeV

Table 3.1. Target resolution and measurement coverage region in n of the ATLAS
detector for each component individually [68]

upwards. The point of origin is equal to the interaction point, where both beams
intersect. The polar angle ¢ and the azimuthal angle ¢ are measured relative to
the z-axis and around the beam direction respectively. The scalar quantities of
energy and momentum and the vector quantity of missing energy in the transverse
plane are denoted as Ep, pr and EJ. They are typical variables at hadron
colliders, since they do not depend on the boost of the hard scattering rest-frame
in beam direction. The rapidity is defined as y = %ln( gfgi), where py, is the
longitudinal momentum component of the corresponding particle in beam direction.
For relativistic or massless particles the rapidity coincide with the pseudorapidity
n = — In(tan g), which only depends on 6 and not on the individual particle energy.
Rapidity and pseudorapidity differences Ay and An are Lorentz invariant (in the
limit £ >> m) and do therefore not depend on any frame choice unlike Af. For this
reason they are preferred variables to describe the direction of particle trajectories
with respect to the beamline. The transverse and longitudinal impact parameters dg
and 2y are specified as the transverse distance to the beam axis and the z-position
at the point of closest approach of particle trajectories with respect to a specific
interaction vertex.

3.2.2. Inner Detector

The ATLAS Inner Detector (ID) is responsible of measuring charged tracks above
a nominal threshold of pr > 0.5 GeV within 1 < 2.5. It achieves an excellent
pattern recognition, momentum resolution and the measurement of primary and
secondary vertices from heavy flavor or 7 lepton decays. Furthermore, it provides
electron identification within 1 < 2.0 over a wide range of electron energies. The ID
has an approximate length of 6.2 m and consists of three sub-detectors, which are
arranged cylindrically around the beam axis inside the radius of 1.15 m: the pixel
detector (Pixel), semi-conductor tracker (SCT) and transition radiation detector
(TRT). Figure [3.3(a) illustrates the ID setup and [3.3[(b) gives a detailed side view,
including proportions of the individual components. The ID is located in a 2 T
magnetic solenoid field for momentum and charge measurements.
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Pixel Detector

The detector part with the highest granularity, achieving an excellent vertex resolu-
tion, is the silicon pixel detector, which is located in the innermost part of ATLAS.
The pixel detector covers the region |n| < 2.5 and is composed of three layers of
identical pixel sensors. It is divided into a barrel and two end-cap regions with a
minimum pixel size of R — ¢ x z = 50 x 400 um?. Secondary vertex measurements
are also performed, where the layer closest to the beam called b-layer plays an
important role. In the barrel part, the layers are arranged cylindrically around
the beam axis, whereas they are installed perpendicular to the beam axis in terms
of end-caps in the forward regions. The intrinsic accuracies in the barrel and the
end-caps are 10 um (R — ¢) and 115 pm (2) or (R) respectively. In total, the
pixel detector has approximately 80.4 million readout channels. For adequate noise
suppression, the silicon sensors operate at low temperatures of approximately -5 to
-10°C.

Semi-Conductor Tracker

Subsequent to the pixel detector, there is the SCT with a coverage of |n| < 2.5. It
consists of four double silicon micro-strip layers for space point measurements in
the barrel region. Within each double layer, one set of strips is aligned axially with
respect to the beam axis and one set slightly aligned with a small stereo angle of
40 mrad to enable measurements of z-coordinates of the track. The strip modules
in each layer are made of two 6.4 cm long daisy-chained sensors with a strip pitch
of 80 pym. In forward direction, nine additional double end-cap layers on each side
with strip modules radially to the beam and a stereo angle of 40 mrad are installed.
The intrinsic accuracies per module are 17 ym (R — ¢) and 580 pm (z) in the barrel
and 17 ym (R — ¢) and 580 pum (R) in the end-caps. The SCT has approximately
6.3 million readout channels.

Transition Radiation Tracker

The TRT forms the outer part of the ID and reconstructs tracks within n < 2.0.
It is a combination of a straw and a transition radiation tracker and consists of
straw tubes with a diameter of 4 mm and a length of 144 cm parallel to the beam
axis in the barrel region and 37 cm long radially arranged straws in the end-cap
wheels. Only R — ¢ position information is provided by the TRT. Charged particles,
crossing the straws, ionize a gas mixture of Xe/CO2/0O2 and generate a current in
the tungsten wire in the middle of each straw. Transition radiation of minimum
ionizing particles can enhance the signal amplitudes significantly, which improves
the electron identification capabilities. The intrinsic accuracy is 130 um (R — ¢)
per straw. Despite the lower precision of straw tubes compared to silicon sensors,
the TRT contributes substantially to the combined measurement of the ID, because
of its high number of measurement points per track (typically 36 hits per track)
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and the longer track length. The TRT operates at room temperature and has a
total number of about 351.000 readout channels.

3.2.3. Calorimetry

The calorimeters are designed to perform precise energy and position measurements
of physics objects such as electrons, photons and hadrons. A full azimuthal coverage
in ¢ around the beam axis and coverage up to n < 4.9 in pseudorapidity is provided.
The calorimeters have a sampling structure with alternating thin layers of absorbing
and active material, which accurately measures the evolution of electromagnetic
or hadronic showers. The sampling calorimeters in ATLAS are based on various
technologies and are capable of measuring the full variety of physics objects, produced
at the LHC. An important feature of the calorimetry in ATLAS is the prevention of
a punch-through into the muon system. Therefore the thickness of the calorimeter
has to be sufficiently large to confine the deposited energy of showers within the
calorimeter volume, which is also crucial for an adequate measurement of missing
transverse energy. The ATLAS calorimeter system is shown in figure [3.4]and consists
of an inner part, the electromagnetic calorimeter (ECal), an outer part, the hadronic
calorimeter (HCal), and forward calorimeters (FCal).

Tile barrel Tile extended barrel

Lditdd,

LAr hadronic
end-cap (HEC)

LAr electromagnetic y
end-cap (EMEC) !

\N

LAr electromagnetic

barrel
LAr forward (FCal)

Figure 3.4. Cut-away view of the ATLAS calorimetry system [65].
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Electromagnetic Calorimeter

The ECal is composed of a barrel part within |n| < 1.475 and a forward part in the
region of 1.375 < |n| < 3.2, which is divided into two end-cap wheels perpendicular
to the beam axis on each side. Liquid Argon (LAr) is used as active detector
sampling material and the absorbing plates are made of lead and stainless steel. An
accordion structure of the calorimeter modules is chosen, illustrated in figure for
barrel modules, to avoid gaps and to ensure therefore full ¢ symmetry of the detector
response. Each barrel module consists of three layers of different thickness and
segmentation. The first layer is relatively thin but segmented very finely along the
71 direction, whereas the middle layer is much thicker with a coarser segmentation
and collects the largest energy fraction. The third layer is segmented quite coarsely,
because it only collects tails of the electromagnetic showers. The end-cap sampling
modules are constructed similar to the barrel ones, using three layers in the region
of 1.5 < |n| < 2.5 and two layers elsewhere. An extra thin sampling layer of LAr is
installed in front of the first layer in the region |n| < 1.8, which provides shower
sampling measurements to correct for energy loss due to the material budget of the
ID and the solenoid. Overall, the ECal has a particularly high granularity, especially
in the acceptance region of the ID to increase for example the precision of measuring
electrons and photonsEL with a minimum calorimeter cell size of 2.5 x 2.5 cm? (n— ¢).
The number of readout channels is approximately 170.000.

Cells in Layer 3
ApxAn = 0.0245x0.05

IR
/A (AN//AN
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An = 0,025 f

Layer 2

0.0245
®

Strip cells in Layer 1

Figure 3.5. ECal Barrel module with its three layers in ¢ direction and the corre-
sponding granularity in (n — ¢) [68].

!Electrons and photons are fully absorbed by the ECal.



32 3 EXPERIMENTAL SETUP

Hadronic Calorimeter

The HCal system consists of the tile calorimeter (Tile), the LAr hadronic end-caps
(HEC) and the LAr forward calorimeter (FCal).

The Tile is a sampling calorimeter in “sandwich” design, which uses scintillator
tiles as active material and steel plates as absorber. It forms the central part of
the HCal within the region |n| < 1.7 outside the ECal and has a cylindrical setup
with the inner radius of 2.28 m and an outer radius of 4.25 m. Its structure is
divided into an inner barrel (|n| < 1.0) with the length of 5.8 m and two extended
barrels (0.8 < |n| < 1.7) with the length of 2.6 m. Each barrel module contains 64
wedge-shaped modules with an azimuthal size of A¢ =~ 0.1. There are three radial
layers of different interaction lengths in the Tile with calorimeter cells of the size
An x A¢ = 0.1 x 0.1 in the first two layers and a cell size of An x A¢p = 0.2 x 0.1 in
the third layer. The profile of the Tile including the different layers in n direction
is shown in figure In comparison to the ECal, it is feasible for the HCal to
have a lower granularity, because of a wider spread of hadronic showers. The Tile
calorimeter has approximately 10.000 readout channels.
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Figure 3.6. Segmentation in depth and eta of the tile calorimeter modules in the
central (left) and extended (right) barrels [68].

The hadronic end-cap calorimeters (HEC) consist of two independent wheels on
each side, covering the region of 1.5 < |n| < 3.2. They are placed behind the ECal
end-caps, with whom they share common LAr cryostats. The HEC uses copper as
absorber and LAr as the active material. Each wheel is made of 32 wedge-shaped
modules perpendicular to the beam axis with an inner radius of 0.474 m and an outer
radius of 2.03 m. The wheels contain two layers in depth with calorimeter readout
cells of the size Anp x A¢p = 0.1 x 0.1 in the region |n| < 2.5 and An x A¢ = 0.2 x 0.2
for larger n values.

The forward calorimeters (FCal) cover a range of 3.1 < |n| < 4.9. The FCal is
based on LAr as active material and is composed of three modules in each end-cap.
The first module uses copper as absorber and measures electromagnetic showers.
The second and third are made of tungsten as the absorbing material and are
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hadronic calorimeters. The FCal is located in the cryostats of the HEC, keeping the
calorimeter system compact, while reducing potential crack regions and radiation
background sources, which might reach the muon spectrometer.

3.2.4. Muon Spectrometer

The muon spectrometer (MS) is designed to detect charged particles passing the
calorimeters, which are mainly muons. It is located in the outermost part of the
ATLAS detector within large superconducting air-core toroid magnets and measures
muon momenta, based on the bending of trajectories. Figure shows the layout
of the spectrometer. The momenta can be determined standalone by the MS over
a wide range, from a few GeV up to a few TeV with reasonable resolution. The
MS covers an acceptance region of |n| < 2.7 for momentum measurements and of
In| < 2.4 for triggering on muons. The number of readout channels is approximately
800.000.

The magnet system is divided into a barrel, eight air-core toroids in the region
In| < 1.4, and two smaller end-cap toroids in the region 1.6 < |n| < 2.7, which are
inserted in the barrel toroid and fall into line with the solenoid. In the transition
region, the deflection is provided by a combination of both fields. The overall
magnetic field, which is continuously monitored by 1800 Hall sensors, is about 4
T and mostly orthogonal to the trajectories of the muons. The light structure
of the magnet system minimizes multiple scattering effects and therefore avoids
degradation of momentum resolution.

The layout of the precision muon chambers follow the symmetry of eight octants of
the toroids. In the barrel region, three cylindrical layers of chambers are installed
at radii of approximately 5 m, 7.5 m and 10 m. Four wheels perpendicular to the
beam axis form both end-caps respectively and are located at distances of about
7.4 m, 10.8 m, 15 m and 21.5 m from the interaction point in front of and behind
the small toroid magnets. At n =~ 0, a gap in the coverage of the chambers exists,
because of services to the ID, the solenoid and the calorimeters. There are also crack
regions due to detector support structures in the region of n ~ 1.2 and additionally
at ¢ = 2400 and ¢ = 3000 due to the feet which support the barrel part of the
detector.

Precision momentum measurements are performed by Monitored Drift Tube chambers
(MDTs), which cover the full acceptance range of |n| < 2.7. These drift tubes operate
with Ar/CO2 gas at a pressure of 3 bar and provide a resolution of 35 um per
chamber. Within the forward region of 2.0 < |n| < 2.7, the innermost MS tracking
layer contains Cathode-Strip Chambers (CSCs) instead of MDTs, which are multi-
wire proportional chambers with cathodes segmented into strips. In contrast to
MDTs, the CSCs have a high-rate capability and a low neutron sensitivity, which
is necessary especially in forward directions. The CSCs provide a resolution of 40
pm in the bending plane and about 5 mm in the transverse plane per chamber.
To achieve these resolutions, an excellent knowledge about the alignment of the
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chambers within the MS is required (typically at the level of 30 pum), which is
accomplished by an optical alignment system, monitoring all chamber positions.

In addition to the tracking chambers, fast trigger chambers are installed, which
provide information about tracks within a few tens of nanoseconds and which are
able to identify bunch-crossings. In the barrel region (|n| < 1.05), Resistive Plate
Chambers (RPC) are chosen, which are gaseous parallel electrode-plate detectors,
having a good spatial resolution and moderate-rate capability. In forward region
within 1.05 < |n| < 2.4, Thin Gap Chambers (TGCs) are mounted for triggering,
which are multi-wire proportional chambers, providing a higher-rate capability.
Beside of trigger information, the RPCs and TGCs complete the measurements of
the precision tracking chambers by adding a second orthogonal coordinate to each
hit of the trajectory.

Thin-gap chambers (TGC)
y Cathode strip chambers (CSC)

| '
Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Barrel toroid

Figure 3.7. Cut-away view of the ATLAS muon system [65].

3.2.5. Forward Detectors

Three smaller detectors are installed in the forward region of the ATLAS detector.
The first two detectors provide a measurement of luminosity, which is delivered to
ATLAS. LUCID (Luminosity measurement using Cerenkov Integrating Detector) is
placed at a distance of +17 m from the interaction point and measures inelastic
proton-proton scattering. ALFA (Absolute Luminosity For ATLAS) is located at
a distance of £240 m from the interaction point very close to the beam (down to
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approximately 1 mm) and is made of Roman pots, which contains a scintillating
fiber tracker. The third detector is the Zero-Degree Calorimeter (ZDC) at +140 m
from the interaction point. Its function is the determination of the centrality of
heavy-ion collisions.

3.2.6. Trigger and Data Acquisition

The trigger system provides a first threshold of background suppression and reduces
the rate of the incoming data record to a feasible amount. The system consists
of three trigger levels: Level 1 (L1), Level 2 (L2) and the event filter (EF). L1 is
hardware based while L2 and EF are performed offline using computing farms.

L1 uses a limited amount of detector information to trigger events within a very
short time. It reduces the rate to approximately 75 kHz. Figure illustrates
the L1 work-flow. The L1 selection searches for high- 1 calorimeter objects like
electrons, photons, jets, 7 leptons, missing transverse energy or the scalar sum of
transverse energy and for high-pr muons, triggered in the MS. The Central Trigger
Processor (CTP) decides if an event is accepted, based on the multiplicity of trigger
objects, passing certain energy and momentum thresholds. The identification of
events to pass one to higher trigger levels is a fundamental but challenging task at
the nominal bunch spacing of 25 ns, and the L1 trigger must arrive at a decision
within 2.5 us. In addition, the detector information has to be kept additionally in
memory for further processing, since the typical time-of-flight for muons to reach
the MS exceeds the time interval between bunch-crossings.

Subsequently, the L1 output serves as seed for L2 with so-called Regions-of-Interest
(ROIs), depending on 7 and ¢, employing the full detector granularity and precision
of the ID, MS and calorimeters to provide a further rate reduction down to 3.5 kHz
with an average processing time per event of 40 ms.

For events passing L2, the full detector information is assembled in an event-building
procedure and is sent to the EF. The EF is based on offline techniques, using fully
built events and thus extends the object and event selection. It further reduces
the rate finally to approximately 200 Hz, which is a manageable rate size to record
permanently at the CERN Tier 0 computing center for offline analysis. The average
event processing time of the EF is about four seconds.

The data acquisition (DAQ) system manages the movement of data between the
various trigger levels. The DAQ stores for example data from L1 in local buffers and
sends event information, associated to ROIs, to the L2. Additionally, it manages
configuration, control and monitoring tasks of software and hardware components.

3.3. Data Conditions

LHC Runl data taking can be divided into datasets for the year 2011 and 2012.
While in 2011, the center-of-mass energy was 7 TeV, the LHC was operating at
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Figure 3.8. Work-flow of the Level 1 trigger system [68].

8 TeV in 2012. Data taking in 2011 started in March and ended in October,
corresponding to an integrated luminosity of [ Ldt = 5.08 fb~!, which has been
recorded with the ATLAS detector. From this, 4.57 fb-1 have been assessed with
good data quality and can be used for physics analysis. From April to December 2012,
data at the center-of-mass energy of 8 TeV were collected. An integrated luminosity
of 21.3 fb~! has been recorded, providing an amount of 20.3 fb~! suitable for physics
analysis. This high data taking efficiency for good quality data emphasizes the
outstanding performance of the ATLAS experiment. The total integrated luminosity
versus time is illustrated in figure |3.9] The official luminosity uncertainty is +1.8%
for 2011 and +2.8% for 2012 data and is derived, following the methodology in
[75, [76]. The bunch spacing was adjusted to At = 50 ns in both years. In August
2012, the instantaneous peak luminosity reached a maximum of 7.562 1033 cm—2s~!.
Table [3.2] provides an overview of the relevant conditions of data taking during 2011
and 2012.

Due to the high instantaneous luminosity and high event rates in 2012, the rate
of events recorded by the trigger system exceed the nominal rate of 400 Hz at
the EF level [78]. With increasing rates, the number of inelastic proton-proton
interactions per bunch crossing p is enhanced, which leads to additional tracks and
calorimeter energy deposits in the hard scattering events of interest. This source of
background is often referred to as pile-up (PU) and can have a significant impact
on object reconstruction, as explained in chapter [dl It is common to differentiate
between in-time and out-of-time PU. The first type contains PU within the same
bunch crossing, whereas the latter one addresses PU contributions from neighboring
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Figure 3.9. Cumulative luminosity versus time delivered by the LHC (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue) during stable beams and
for pp collisions at 7 and 8 TeV center-of-mass energy in 2011 and 2012 [T7).

bunch crossings. Figure [3.10] shows a comparison of PU conditions in 7 TeV and
8 TeV data. The high luminosity in 2012 leads to a mean value of PU interactions
of (i) = 20.7 per bunch crossing.

The analysis, presented in this thesis, uses the full 8 TeV dataset, which has been
recorded in 2012 with an integrated luminosity of [ £dt = 20.3 fb~!. The amount
of 7 TeV data, recorded in 2011, is not included in the main analysis here due to its
marginal impact on the final results. Chapter [I1] will additionally summarize the
results of the combined analysis, using both 7 TeV and 8 TeV datasets.

| Year \ 2011 2012
Center-of-mass energy 7 TeV 8 TeV
Integrated luminosity (good quality data) 4.57 b1 20.3 fb~ !
Instantaneous peak luminosity 3.848 1033 cm—?s~! | 7.562 10%3 cm—?s~!
Bunch spacing 50 ns 50 ns
Luminosity uncertainty 1.8% 2.8%

Table 3.2. Summary of Runl data taking conditions in 2011 and 2012.
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Figure 3.10. Luminosity-weighted distribution of the mean number of interactions
per bunch crossing for the 2011 and 2012 data. The mean number of interactions per
crossing corresponds the mean of the Poisson distribution on the number of interactions
per crossing calculated for each bunch. It is calculated from the instantaneous per
bunch luminosity as p = Lyunch X Ginet/(fribunch) where Lyynchn @s the per bunch
instantaneous luminosity, o is the inelastic cross section, which we take to be 71.5
mb for 7TeV collisions and 73.0 mb for 8 TeV collisions, Nyyncn S the number of
colliding bunches and f, is the LHC revolution frequency [T7].

3.4. Event Simulation

Apart from observed events of real particle collisions in a detector, one also relies on
simulated events, which represent the knowledge of the underlying physics. Event
simulation is fundamental for making predictions in high energy physics. Therefore,
the simulated events should contain as accurate and detailed physics information as
possible. The ingredients of generating complete simulated events with high final
state particle multiplicities, which are comparable to the observed data at the LHC,
are explained in this section. Since full event simulation is complex, its evolution
is factorized into several sub-tasks. At first, there is the description of the hard
scattering process. In addition, initial (ISR) and final state radiation (FSR) has to
be considered, causing multiple particle event topologies. An important task is the
simulation of multiple parton soft interactions and beam remnants, called underlying
event (UE). Furthermore the hadronization of final state quarks and gluons, based
on QCD fragmentation and confinement, is described by phenomenological models.
All these steps are implemented in software programs called event generators, which
produce simulated high energy physics events, using Monte Carlo techniques. Figure
illustrates the full complexity of the event description by an event generator.
Once events are produced at generator level, a simulation of the detector has to be
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applied to simulate the response of the detector such as efficiencies, misidentification
or momentum and energy resolution. In the following sections, the theoretical
background and the evolution of the generation of simulated events is presented

[79-81].

Figure 3.11. [llustration of top quark associated Higgs boson production in the
SHERPA [82] event generator. Initial partons (blue) take part in the hard interaction
(big red blob), which results in two top quarks and the Higgs boson (solid and dashed
red lines) and their subsequent decays (small red blobs). Further hard QCD radiation
takes place in the event (red). Beam remnants are left over (light blue blobs) and an
underlying event is produced (purple blob). Partons in the final state hadronize (light
green blobs) and can decay (dark green blobs). QED photon radiation is included in

addition (yellow) [83].

3.4.1. Hard Scattering and PDFs

Scattering at the LHC can be divided into hard and soft processes, both based on
the theory of QCD. Hard processes, such as the Higgs boson production or more
generally events with high pr objects, can be described using perturbation theory.
However, soft processes are dominated by non-perturbative effects of QCD. The
hadronic cross section o ap of proton A colliding with proton B can be formulated
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as

OAB—X = /dxadxbfa(xmﬂF)fb(xbaMF)Uab%X(xa-xb\/ga KR)s (3.1)

where o4y x (TaTp\/3, UR) = 00 + as(pr)o1 + a2(jug)o2 + ... is the partonic cross
section of the parton-parton interaction ab — X, which can be calculated as a
perturbation series in as (here next-to-next-to-leading order), using matrix elements
at a given center-of-mass energy ,/s. The renormalisation scale ur has to be
introduced in the renormalisation step e.g. via dimensional regularization to solve
problems with divergent integrals, so-called ultra violet divergencies (UV), when
calculating Feynman graphs, which include loop contributions such as the gluon self
energy. These UV divergences can be absorbed in terms of the running coupling
as(pr), whose scale dependence can be determined by renormalisation group
equations (RGEs). z; is the momentum fraction of the corresponding parton a
and b with respect to the proton. f;(z;, ur) is called parton distribution function
(PDF) of the proton, describing the non-perturbative structure of the hadron.
Problems arise in the calculation of the hard scattering partonic cross section, when
perturbative corrections of collinear emitted partons are taken into account. Such
corrections cause infra-red divergencies (IR), which can be regularized, introducing
the factorization scale up. The IR divergent parts in the cross sections can then
be written in an universal form of splitting functions, which gives the probabilities
of radiating additional partons, connected to the vertices ggg and qqg, and can be
re-summed to all orders. These splitting functions are part of the DGLAP [84186]
equations

dfs (e, 1p) w1 da
“dlog 2 2n Zk | S Pea/a) 1y ar), (3.2)

where P;_, ;i (%) are splitting functions for the process i — jk, being ¢ — qg, ¢ — 94,
g — qq or g — gg, with the momentum fraction z of particle j with respect to
particle .. DGLAP is a set of integro-differential equations, whose solutions are the
PDFs fi(z;, pr) as function of pp, which can then be used in the partonic cross
section to absorb IR divergencies. The PDF dependence on z; is taken from fits to
observed data such as data from deep inelastic and hard scattering. That is, the PDF
is finally measured at a given energy scale while its evolution is predicted by theory.
There are several sets of PDFs available, provided from different collaborations
(NNPDF [87], CTEQ [88], MSTW [89]) and depending on various input data. An
example of a PDF at different scales from the MSTW collaboration is shown in
figure [3.12] which can be interpreted as the probability density for a certain parton
within the proton to have a longitudinal momentum fraction x at a specific scale Q).
The uncertainties on PDFs mainly arise from uncertainties on the input data, the
functional form of the PDF parametrization and uncertainties on a.

In this way the UV and IR divergencies are absorbed by the running coupling
ag and the PDFs respectively and the problem of combining hard and soft scale
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Figure 3.12. MSTW 2008 NLO PDFs at Q*> =10 GeV? and Q* = 10* GeV? [89]

processes in the calculation of the hadronic cross section can be fully factorized.
This is a general feature of hard scattering processes in this context, which is often
referred to as factorization theorem [90]. Formally, the hadronic cross section does
not depend on both scales to all orders of perturbation theory. In practice, the
more orders are included in the calculations, the smaller is the scale dependence
of the cross section prediction. A usual choice of the scales is ugp = pp = Cﬂ
and the theoretical uncertainties on cross section calculations are estimated from
corresponding scale variations.

3.4.2. Parton Shower

Parton showers are an alternative approach to describe collisions in high energy
physics based on perturbative QCD calculations. It is an “all order” approach
in contrast to the order-by-order calculation of matrix elements. Parton showers
relate partons taking part in the hard scattering to additional partons radiated at
lower pr scales down to the QCD cutoff scale Aqcp, which is typically chosen at
~ 1 GeV. They describe collinear and soft parton radiation to all orders of QCD.
Below the cutoff scale, physics has to be described by non-perturbative processes
such as hadronization (see section |3.4.3)). The method of parton showers is based on
the DGLAP [84H86] formalism and uses splitting functions, which were introduced
in the previous section. The splitting functions Pj_,;x(2) can be re-written in terms
of a Sudakov form factor

T Q ZLmin

Q Tmax
MQ.Qu =52 [ QY [ daPij(a). (33)
0 ]k

2@ is the hard scale, which characterizes the parton parton interaction.
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where the integration over momentum fraction = has to be restricted to an allowed
range to avoid singularities, corresponding to very soft gluon production. This
factor describes the probability of the evolution of a quark or a gluon from a higher
scale Qg to a lower scale (Q without radiating a parton. Equation describes
the no-branching probability for final state partons. The Sudakov form factors for
initial state radiation can be constructed in a similar way but includes an additional
dependence on the parton density in terms of a PDF weighted sum. Due to its
probabilistic nature, it is convenient to realize parton showers by Monte Carlo

simulation (see section [3.4.5)).

3.4.3. Hadronization

QCD effects cannot be calculated perturbatively at long distances. Therefore, the
process of hadronization, which describes the transformation of colored partons into
colorless hadrons due to an increase in strong interaction with distance (confinement),
is based on phenomenological models. One example of such a model, called string
fragmentation, is implemented in PYTHIA [81], where a string, reflecting a color
fluz tube, connects two quarks. The potential energy, stored in the string, is
assumed to depend linearly on the distance of the quarks. Once a string breaks
down with increasing distance, new color singlet quark pairs are produced. The
remaining partons are combined into mesons and baryons within the scope of allowed
possibilities. In this model, the hadronization process stops when only on-shell
hadrons are left. Since many of the produced hadrons are unstable, the masses
and decay properties of these particles, such as decay modes and corresponding
branching ratios, have to be included properly.

3.4.4. Multiple Interactions

Due to the composite structure of the proton, there can be additional softer parton
interactions in a proton-proton collision on top of the hard scattering process, which
is referred to as underlying event (UE). The understanding of such effects is crucial
especially for precision measurements of hard interactions, where such underlying soft
processes are non-negligible. In addition to the UE, proton remnants are left, which
are color connected to the partons, taking part in the hard scattering, and which are
part of the overall fragmenting system. The modeling of these multiple interaction
effects is typically based on non-perturbative or semi-perturbative phenomenological
models. There are also approaches to describe multiple interactions using real data
such as the Perugia Tunes [91].

Furthermore, contributions from pile-up effects have to be considered as well due
to parton interactions in the same or neighboring bunch crossing, as explained in
section
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3.4.5. Event Generation

Simulations are needed to compare theory predictions to measured data. In high
energy physics, one is interested in simulated events, which have the same structure
as the actual measured data in real collisions. Such simulated events are produced
with event generators, software libraries containing the implementation of theory,
in a standardized format.

The challenge of these programs is the combination of hard and soft scale physics,
as discussed in the previous sections. An event generator typically combines the
best of the two worlds, namely matrix element calculations for the hard scattering
process with parton showers, which describe the soft regime of parton emission and
the subsequent hadronization. Nevertheless, the naive combination may lead to
double-counting of cross section contributions in regions, which overlap kinematically.
There are different techniques that can be implemented to avoid double-counting,
such as the CKKW [92] or MLM [93] matching procedure, which are based on
a phase space division into regions of small angle and low energy emissions for
parton showers and large angle and high energy kinematics for matrix elements
calculations. Furthermore, the parton shower is an important ingredient for hadron
collider events, because of large final state multiplicities, which are observed in real
events. For example in PYTHIA [81], parton showers are realized, using forward
evolution in time for the FSR description, and backward evolution in the case of ISR.
The evolution is applied subsequently until a certain cutoff scale of the branching is
reached.

The event generators employ Monte Carlo (MC) techniques for hard scattering, par-
ton showers and hadronization, based on random number generation and acceptance-
rejection methods to calculate cross sections or differential distributions and to
generate simulated events. Some examples of event generators, which are used in
this analysis, are the multi-purpose leading order generators PYTHIA [81] and
HERWIG [94] and the multi-leg leading order generators with leading order ma-
trix element and parton shower matching SHERPA [82] and ALPGEN [95]. The
packages PYTHIA, HERWIG and SHERPA include implementations of parton
shower, hadronization and UE in addition and can be interfaced with other pro-
grams. The program ACER [96] specializes in the production of W and Z bosons
in association with several jets, including jets from b-quarks. POWHEG [97] and
MC@NLO [98] are examples of generators for next-to-leading order calculations
with next-to-leading order matrix element and parton shower matching. Examples
of further interfaces are PHOTOS [99] for QED radiative corrections in decays of
resonances and TAUOLA [100] for simulating decays of T leptons, including spin
correlations.

3.4.6. Detector Simulation

The simulated events, using MC event generators, are produced at particle level. A
sophisticated detector simulation is needed on top to transform the generated events
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into a format, which is comparable to real data, obtained with the ATLAS detector.
The simulation is based on GEANT4 [101], which describes the different detector
components and its complex geometry and response precisely. First, the simulation
program transforms the output of the event generators in terms of four-vectors
of particles into trigger information, simulated hits in the tracking system or the
muon spectrometer and energy deposits in the calorimeters. In a second digitization
step, the detector response is simulated to what is expected from the output of
readout electronics of the ATLAS detector in real collision events. This includes an
estimation of noise and of pile-up and detector conditions, corresponding to real
data taking periods. Since the detector simulation output is standardized, it can
be fed into the ATLAS reconstruction procedure, which is explained in the next
chapter @ The full ATLAS simulation software and infrastructure, which allows for
applying each of the above steps subsequently, is described in detail in [80} 102].

The samples for simulated events, which are used in the analysis, are summarized
in section and [5.2] They are produced with various event generators and passed
through the full detector simulation.



4 Object Selection

A good performance of the reconstruction and identification of physics objects such
as leptons, jetsﬂ or missing transverse energy is essential to investigate many of
the interesting physics processes at the LHC. Starting from raw data or simulated
events, passing the detector simulation, information at the level of hits in the
tracking system and energy deposits in the calorimeters needs to be converted
into physics objects suitable for analysis. The reconstruction of physics objects
consists of various algorithms, which are implemented in the ATLAS reconstruction
software [102]. Many of these algorithms use high-level detector information from
the ATLAS Inner Detector (ID) the calorimeters (ECal and HCal) and
the muon spectrometer (MS) such as reconstructed tracks and clusters of
calorimeter cells instead of single hits in the tracking system and energy deposits in
individual cells. Several identification criteria, based on track and hit information,
exist for reconstructed objects, resulting in various working points with respect to
different selection efficiencies and background rejection. Differences in energy scales,
momentum resolution and identification efficiencies between reconstructed objects
in data and simulated events have to be corrected in each analysis (see chapters
and @ More information about corrections and the corresponding systematic
uncertainties can be found in [§

In the search for H — 777~ — [Tl 4y, electrons and muons as well as jets
need to be considered. Due to the four neutrinos in the final state, which cannot
be detected directly in the experiment, the reconstruction of missing transverse
energy El_lﬁiss plays an important role. This chapter will provide an overview of
the algorithms and techniques concerning reconstruction, identification and also
calibration of the relevant physics objects.

4.1. Tracking

The reconstruction of tracks of charged particles takes place in the ID, using a
sequence of algorithms [103]. Tracks are a fundamental ingredient for the recon-
struction of many other physics objects, which are discussed in sections below. In
a first step, three-dimensional representations of the silicon detector (Pixel and
SCT) measurements serve as seeds for track reconstruction. This so-called inside-
out algorithm adds hits successively, using a combinatorial Kalman filter, moving

! Jets are bundles of hadrons as explained in section

45
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outwards from the interaction point. Ambiguities in track candidates are removed,
based on the presence and number of hits of the tracks in the detector layers, and
the remaining tracks are extended into the TRT. The inside-out algorithm requires
reconstructed track transverse momenta higher than pr > 400 MeV. If no seed has
been found to initialize the inside-out algorithm, the consecutive outside-in algo-
rithm starts from TRT track segments, which are extrapolated to the ID by adding
silicon hits. While the inside-out approach specializes to find primary particles,
which are directly produced in the hard scattering, the outside-in approach targets
mainly secondary particles, which originate from the decay of primary particles and
which might therefore lead to missing silicon hits. Tracks are then refitted in both
algorithms. At least 9 silicon hits are required to minimize the impact of fake tracks
due to high pile-up conditions [104]. Furthermore, regions of inactive modules must
be avoided. The track reconstruction efficiency ranges from approximately 70 % for
low track pr and high 7 to 90 % for higher py in the central part of the detector.
The dependence of the efficiency on the pile-up conditions is less than 1% [105].

4.2. Vertexing

The vertex reconstruction employs an iterative vertex finding algorithm [106]. A
vertex seed is based on the z-position of closest approach to the beam spot center
of reconstructed tracks, which have to fulfill certain track quality criteria to ensure
their compatibility with the interaction point. Such seeds and additional nearby
tracks are used in an iterative x? fit, called adaptive vertex fitting algorithm, to
determine the vertex position. Each associated track carries a weight depending on
the fitted x?, which reflects the level compatibility with the corresponding vertex. If
the track is displaced by more than 7 o with respect to its x? probability, it serves
as seed for a new vertex fitting procedure. Reconstructed vertices must contain
at least two tracks. If several vertices are found in an event, the one with the
highest > p%track is denoted as primary vertex. The vertex reconstruction efficiency
for a single reconstructablef] interaction is approximately 90 %. With increasing
number u of interactions per event the efficiency decreases to approximately 50 %
for p =41 [105].

4.3. Electrons

The selection of isolated prompt electrons suffers from significant background
contamination due to misidentified hadrons, leptons from heavy-flavour decays and
electrons from photon conversions. For this reason, it is important to efficiently
reconstruct and identify isolated electrons within the full detector acceptance,
while at the same time ensuring high background rejection. The measurement of

In a reconstructable event, at least two charged particles with n < 2.5 and pr > 400 MeV are
required.
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reconstruction and identification efficiencies is based on tag-and-probe methods,
using electrons from the decays Z — ete™, J/¥ — ete"and W — ev, [107, [108§].

4.3.1. Trigger

This section provides an overview of the trigger strategy for electrons. The general
ATLAS trigger system is introduced in section At L1, the transverse energy
Er of electromagnetic showers is computed within windows of An x A¢ ~ 0.1 x 0.1
in the calorimeters. If a certain Ep threshold is exceeded, these energy deposits
serve as seeds for the simplified L2 reconstruction, which combines information from
calorimeters and the tracking system. In the next step, triggered objects are passed
to the EF, which uses offline software to continue reconstruction. L2 and EF form
the so-called High-Level Triggers (HLT). In the analysis, presented in this thesis, a
combination of single lepton and combined lepton triggers is used.
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Figure 4.1. L1, L2 and EF Trigger efficiencies as a function of Ep and n of
reconstructed electrons for the trigger combination of e24vhi_mediuml and e60_medium1
in 2012 [109].

To select electrons with medium or high Er, a trigger combination of e2/vhi_medium1
and e60_medium1 is choserﬂ An electron transverse energy threshold of 24 GeV and
60 GeV at EF level is required respectively. The overall trigger efficiency in this case
reaches a plateau of 97% at Er = 60 GeV. Figure[4.1]shows the efficiency dependence
of the trigger combination on E7 and 7. Concerning the trigger nomenclature, v
indicates an 7 dependence of the Er threshold at L1 level, h a requirement on
hadronic leakage at L1 level and ¢ a relative track isolation at EF level. Furthermore,
both triggers require medium identification criteria at HLT level. In the analysis,
these triggers are combined with the di-electron trigger 2e12Tvh_loosel and the
combined electron-muon trigger el2Tvh_mediumI_mu8 with an Er threshold for
electrons of 12 GeV at EF level, to exploit also the low Er region. Both triggers

3The trigger e60_mediuml recovers an efficiency loss of e24vhi_mediuml in regions of high electron
energies.
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increase the efficiency for di-lepton final state events, that is important for the
analyses presented in the thesis. T denotes a separation of L1 and HLT thresholds
to ensure that the HLT is in the turn-on efficiency region of L1. The triggers hold
the lowest possible thresholds without trigger pre-scaling within the period of 2012
data taking.

4.3.2. Reconstruction

The acceptance region for reconstructed electrons in the analysis lies within n < 2.47,
where combined measurements of the ID (Section and the ECal (Section
allow for track-to-cluster association, excluding the crack region 1.37 < |n| < 1.52
between the ECal barrel and end-caps. The electron reconstruction in ATLAS has
been evaluated, using proton-proton collision data, which has been recorded in 2011
and 2012 [107, [108)].

In a first step, electromagnetic clusters in the ECal are defined, which are seeded
from energy deposits with Epr> 2.5 GeV, applying a sliding-window algorithm in
(n-¢) space. The electron track-fitting procedure then uses information about hits
in the tracking system and the distance in (17-¢) between ID track extrapolations
and regions-of-interest (Rols), based on properties of the ECal clusters. After a
first candidate is found, the track parameters are re-fitted using a Gaussian Sum
Filter [110], which accounts for bremsstrahlung effects and improves the performance
of reconstruction. If at least one track with more than three silicon hits matches
a cluster in the middle layer of the ECal within |An| < 0.05 and |A¢| < 0.05 or
0.1 E| an electron candidate is formed. For TRT-only tracks with less than 4 silicon
hits, the |An| and |A¢| thresholds are slightly adjusted. If more than one track
is matched successfully, tracks with hits in the pixel detector and a minimal AR
distance between the extrapolated track and the cluster’s barycenter are preferred.
To differentiate between prompt electrons and electrons from photon conversions,
information about close-by tracks and displaced vertices are considered.

The estimation of the total electron candidate’s energy consists of several contribu-
tions: the estimated energy in front of the ECal, within the ECal cluster, outside
the cluster and beyond the ECal. The energy loss of the electrons due to material
in front of the calorimeter, sampling material or leakage is mainly estimated from
simulation.

The measurement of the electron reconstruction efficiencies in (E7-7) bins is based
on a tag-and-probe method using Z — eTe™ events. The efficiency is about 97% for
electrons with E7 = 15 GeV and increases to 99% for Er = 50 GeV, averaged over
7. For electrons averaged over the range Ep > 15 GeV, the efficiency increases from
95% at low nto 99% at high 1. The corresponding uncertainties vary from 0.5% to
2% for low Ep and decrease below 0.5% for high E7. The differences in efficiencies
between data and simulation are smaller than 2% and need to be corrected for.

4The different values of |A¢| depends on the side of track bending with respect to the cluster to
take bremsstrahlung losses in azimuthal distance into account
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4.3.3. Ildentification

The electron identification efficiency measurements are based on proton-proton
collision data, collected in 2012 [I08]. There are different identification working
points of sequential cuts, called loose, medium, tight and multi-lepton.

In this analysis, the medium identification criterion is chosen. Typical variables,
which are used in this cut-based approach, depend on electromagnetic and hadronic
calorimeter quantities (e.g. fractions of energy deposits in different calorimeter
layers or the width of electromagnetic shower shapes) or track quality and track-
cluster-matching criteria (e.g. number of ID hits, impact parameters or distances
between clusters and their associated tracks in (1-¢) space). Such shower shape and
track variables of reconstructed electrons allow for high background rejection.

Averaged over 7, the identification efficiencies for medium ranges from 80% at
Er = 15 GeV to more than 90% for Er > 50 GeV, while its uncertainty is
approximately 5-6% below Er = 25 GeVand 1-2% above this threshold. The pile-up
dependency of the efficiencies is smaller than 4% in the range of 1 to 30 reconstructed
primary vertices.

To further reduce background due to misidentified hadrons or non-isolated electrons
from heavy-flavour decays, isolation criteria can be applied. The calorimeter-based
isolation E:CponeAR is defined as sum of transverse energy in calorimeter cells within
a cone of size AR around the electron cluster’s barycenter, while the track-based
isolation p%meAR is the sum of transverse momentum of tracks within a cone around
the electron’s track. All tracks have to be associated to the primary vertex, from
which the electron originates. The working points of relative isolation, which are
used in the analysis, are summarized in table In case of calorimeter based
isolation, corrections are applied, which account for electron energy leakage outside

the cone and pile-up effects, depending on the number of primary vertices.

In summary, the combined reconstruction and medium identification efficiencies vary
from approximately 78% at low E7 = 15 GeV to more than 90% for Ep > 50 GeV, as
can be seen in figure[4.2] Differences between efficiencies in data and simulated events
are corrected in the analysis to achieve a reasonable modeling of the simulation.
The correction factors (ratio of measured combined efficiencies for data divided
by simulation) are close to unity over a wide range in 7 and Er with a certain
deviation of a few percent in very high n or low Er regions.

’ Object ‘ Isolation

electron | ES"AR /Ee < 9% AR = 0.2
pneAR pe < 17%, AR = 0.4
muon | E$MeAR/EE< 9%, AR =0.2
pgneAR /ph< 18%, AR = 0.4

Table 4.1. Summary of the relative lepton isolation working points, which are used in
the analysis.
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Figure 4.2. Combined reconstruction and identification efficiency as a function of
Er (a) and n (b) for cut-based identification loose, medium, tight and multi-lepton,
measured in data in comparison to simulation for electrons from Z — eTe™ events.
The uncertainties are statistical (inner error bars) and statistical+systematic (outer
error bars) [108].

4.3.4. Energy Calibration

The ECal has been initially calibrated via test beam measurements. To further
improve the calibration and reduce its uncertainties, the known mass of the Z
boson resonance is used to adjust the energy scale in a data-driven way, using
Z — ete™ decays, which has been additionally cross-checked with J/¥ — ee
events as well [ITI]. An alternative strategy of studying the ratio E/p of the ECal
energy E divided by the ID track momentum p confirms the measurement of the
energy scale, assuming the ID momentum scale and alignment is well known.

The parametrization of a residual miscalibration is chosen as Eyye = Emeas(1 + ;)
for a specific detector region i. FEj,eqs 1S the measured energy in the calorimeter
at cluster level. The derived energy calibration correction factors « are shown in
figure for different calorimeter regions. The corrections have been determined
in a fit of the measured di-electron mass in data to the Z lineshape, minimizing a
negative unbinned log-likelihood after a simulation based energy correction due to
leakage outside the cluster and absorption in the passive calorimeter material. The
correction factors «; are within 2% in the barrel and 5% in forward regions. The
electron energy scale uncertainty ranges from 0.3% to 1.6% for central electrons
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within n < 2.47, depending on Er and 7. Sources of uncertainties arise for example
from the imperfect knowledge about material in front of the calorimeter, the pre-
sampler detector energy scale, non-linearities in readout electronics or background
and pile-up contribution, as well as the fit procedure in the a determination.

The electron energy resolution is determined from the Z — ete™ and J/¥ —
ete™ line shape. The resolution in data is found to be slightly worse than in
simulation. Therefore, an additional electron energy smearing correction is applied
to simulated events.

w2 0.08 [ e e e
0,06 [ATLAS Z->ee, Data 2010, Vs=7 TeV, [Ldt=40 po ]
0.04F + + -

E ¢ “#4 ]
07 + $ [} + I .
: t +}+’*"+¢.u W T .
-0.02[~ XA 3
C L ]
-0.04— +} + -]
-0.06 EMEC EMEC EMEC EMEC .
[ Fcac iwciowc EMBC EMBA OWA {IWA: FCalA ]
0,080 Lo il i b L L i i ea Lyl

4 3 2 4 0 1 2 3 4

Figure 4.3. Energy scale correction factors a depending on n of the electron cluster.
The correction factors are derived in a fitting procedure using Z — ete™ events from
data [T17).

4.4. Muons

For the detection of muons, information from the ID, the calorimeters and the
MS is used. Muons are minimum ionizing particles and interact minimally with
the calorimeter material, meaning they leave only a small fraction of energy in
the calorimeters in contrast to electrons, photons or hadrons. Therefore, muons
measured in the MS suffer only from a very low background contamination. The MS
provides momentum measurements with a relative resolution below 3% in the region
low and intermediate muon pr up to a few hundred GeV and of approximately
10% at pr ~ 1 TeV. The overall performance of the ATLAS MS is discussed in
section In the analysis, reconstructed muons within || < 2.5 are used,
covering the acceptance region of the ID and the MS, to allow for muon track
measurements in both detectors independently and for a subsequent track-matching
procedure.
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4.4.1. Trigger

The muon trigger system consists of the L1, L2 and EF muon trigger. The L1 is
formed by three layers of RPCs in the barrel region || < 1.05 and three layers
of TGCs in the end-cap regions 1.05 < |n| < 2.4 as described in section L1
muons need a coincidence of hits in two or three layers of RPCs or TGCs, depending
on the corresponding trigger threshold. L1 covers 99% of the detector acceptance
in the end-cap regions and about 80% in the barrel region, which is mainly due
to limited geometric coverage because of services and support structures at n ~ 0.
Regions-of-interest (Rols) with typical dimensions of 0.1 x 0.1 (0.03 x 0.03) in
An x A¢ within the RPCs (TGCs) are sent to L2, if L1 is passed.

At L2, information from the MDTs and CSCs in forward regions is consulted to
construct a stand-alone (SA) muon in the MS, which is then combined with an ID
track. The muon momentum is derived from the weighted average of the L2 SA
muon and the ID track.

In the EF step, two different approaches exist. The first one uses Rols, passing L1
and L2 requirements, and combines SA muons with ID tracks. If no combined muon
is found, ID tracks are extrapolated to the MS with an attempt to match track
segments. However if no muons are found by this Rol-based approach, a second
full-scan (FS) procedure is applied. It searches for reconstructed tracks in the full
ID and MS respectively without restrictions to Rols, trying to form FS muons by
combining tracks from both detector parts.

In the analysis, an asymmetric di-muon trigger mul8_tight_mu8_EFFS is used for
the corresponding di-lepton final states. This trigger requires two FS muons at EF
level with pr > 18 GeV and pr > 8 GeV respectively, after a combined EF muon
with pr > 18 GeV and passing a tight quality criterion with respect to the number
of hits in the RPCs and TGCs is found. Furthermore the electron-muon-trigger
e12Tvh_medium1_mu8 is added to the selection, using a single muon trigger mus§
with pr > 8 GeV for combined muons together with a single electron trigger.

The trigger efficiencies are measured from Z — p*p~ and J/¥ — putu~ de-
cays, using tag-and-probe techniques to cover the medium and low pr range of
pr < 100 GeV and pr < 10 GeV, respectively [112]. For efficiency measurements
in the high pr region, data samples with events from top quark and W+jet pro-
duction are used, where a muon originates from the decay of a W boson. These
events are selected by applying triggers, based on calorimeter properties such as
the missing transverse momentum E2. Figure shows the efficiencies of the
various analysis muon triggers as a function of pp in the barrel and end-cap regions.
The mul8 trigger reaches a plateau efficiency in data of about 70% (86%) in the
barrel (end-cap) region and the FS mu8 an efficiency of about 99% (98%). The mu8
trigger, which is used in the combined electron-muon trigger, provides an efficiency
of nearly 80% (85%) in the barrel (end-cap) region. Systematic uncertainties on
the trigger efficiencies arise mainly from the tag-and-probe or the trigger based
methodology and pile-up or muon pr dependencies. The overall uncertainties on
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the efficiencies for medium pr muons are below 1%. Differences between efficiencies
from data and simulation are corrected in the analysis, depending on 1 and ¢ of
the corresponding muons.
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Figure 4.4. Efficiencies measured in data for mul8 trigger (blue) in barrel (a) and
end-cap (b) region as a function of pr. Efficiencies measured in data in comparison to
simulation for the F'S mu8 trigger in barrel (¢) and end-cap (d) region as a function
of pr. Data efficiencies for low pr mu8 trigger (blue) compared to efficiencies from
simulation (green) in barrel (e) and end-cap (f) region as a function of pr [112].
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4.4.2. Reconstruction and ldentification

Several types of reconstructed muons exist, according to the combination of the
available information from the ID, the calorimeters and the MS [I13]. Muons,
based on reconstructed MS-only trajectories, are labeled as stand-alone (SA), where
at least two layers of MS chambers have to be traversed by the muon candidate.
The SA muon track is then extrapolated to the point of closest approach with the
beam line. An estimate of the energy loss within the calorimeters due to minimum
ionization is taken into account. The starting point of a segment-tagged (ST) muon
is an ID track, which has to match with at least one track segment in the MDT
or CSC chambers in the MS. Combined (CB) muons are formed by combining
independently reconstructed tracks in the ID and the MS. For the combination of
ID and SA tracks, a statistical procedure is used, based on various track parameters
and the corresponding covariance matrix. While there are different combination
strategies provided by ATLAS, the statistical combination is often referred to
as Chainl. For completeness, there is also the strategy Chain2, which performs
a global refit, using ID and MS hits. In the analysis, Chainl CB muons with
tight selection criteria [I14] are chosen. Additional identification quality criteria
with respect to ID tracks are applied, accounting for Inner Detector conditions:
at least 1 Pixel hit, at least 5 SCT hits, not more than 2 Pixel or SCT sensors
traversed by a muon track without hits and at least 6 TRT hits for muons within
the TRT acceptance region 0.1 < || < 1.9 of which less than 10% must be outlier{’|
The muon reconstruction efficiencies are measured via a tag-and-probe method in
Z = ptp, J/U — ptp” and T — ptpu~ events and are shown in figure 4.5 For
CB muons, the reconstruction efficiency is mostly above 96% as function of 1 and
pT, except for a significant efficiency loss in a few regions. For example at n = 0, the
MS is only partially equipped because of services for the ID and the calorimeters.
Furthermore, merely one layer of MS chambers has been installed in the region of
1.1 < |n| < 1.3 at the time of Runl data taking. Additionally, there is a decrease in
efficiency for very low pp muons, which tend to be absorbed in the calorimeters or
to be bent back before reaching the MS. Systematic uncertainties on the CB muon
efficiencies are well below 1% and stem mainly from the tag-and-probe methodology
(eg. dependence of the tag-and-probe efficiency on the muon isolation criteria).
Differences between the efficiencies from data and simulation are within 2% and are
corrected in the analysis.

As in the case of electrons, muons are required to be isolated to reduce background
contamination from for example non-isolated muons from heavy-flavour decays. The
calorimeter- and track-based isolation cuts are summarized in table EgoneAR cor-
rections are applied in the analysis to recover efficiency losses due to high pile-up

conditions.

5An outlier is a single measurement that is not consistent with the final fitted track and therefore
not user in the fit.
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Figure 4.5. Muon reconstruction efficiencies as function of n (a) for different muon
types of Chainl. The efficiencies for CB muons are shown in red for simulated
events and in black for data. The lower panel shows the ratio between efficiencies
measured in data and simulation, including statistical and systematic uncertainties
in the error bar, which are used as correction factors to simulation in the analysis.
In (b) the reconstruction efficiency, depending on prand integrated over 0.1 < |n| <
2.5, is dllustrated for CB muons of Chainl for different validation samples. The
errors of the ratio of data divided by simulation includes statistical only (green) and
statistical+systematic uncertainties (yellow) [1135).

4.4.3. Momentum Scale and Resolution

Since the estimated detector geometries and the material distributions, which are
used in the detector simulation (Section , are not perfectly aligned, corrections
of the momentum scale and resolution as function of pt, n and ¢ are applied to
further improve the modeling of simulated events. The determination and validation
of the momentum scale and resolution corrections, including its uncertainties, is
based on binned likelihood fits to di-muon invariant mass distributions in Z — u*™u~,
J/U — ptp~ and ¥ — ptp~ events [113]. The ID scale correction is less than
0.1% with an uncertainty of 0.02% in the central region and 0.2% for more forward
regions. Concerning the MS momentum scale, the correction is below 0.1% over
a wide range in 7 and increases to approximately 1% for low pr muons. The
momentum resolution needs to be smeared by a factor of 10% and 15% for simulated
ID and MS tracks. Figure [£.6] shows the significant improvement of the resonance
line shapes of simulated events for the different validation samples, after correcting
the momentum scale and resolution.

4.5. Jets

Single final state partons, quarks and gluons, cannot be observed directly. Colorless
hadrons are formed instead, due to long distance parton showering (see section |3.4.2)
and subsequent hadronization (see section [3.4.3). With increasing momentum of the
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Figure 4.6. Di-muon invariant mass in J/V — pTu= (a), ¥ — ptu~ (b) and
Z — pTu~ (c) events, selecting combined muons. The black points represent data and
the colored histograms the expected signal and background contribution from simulation.
The dashed line indicates simulated events without applying the momentum scale and
resolution corrections. The lower panel shows the ratio of data divided by simulation.
The yellow band reflects the systematic uncertainties on the corrections [I113].

primary quark or gluon, the outgoing hadrons are more and more colimated within
a certain cone, which can be detected in terms of energy clusters in the ATLAS
calorimeters. Such bundles of hadrons are referred to as jets and provide information
about the underlying short distance physics. It is important to define these jet
observables in a such a way, that predicted theoretical cross sections at parton level
can still be measured precisely and that the non-perturbative effects of long distance
physics are minimized. Therefore sophisticated jet reconstruction algorithms have
been developed, which have to satisfy certain requirements. First, the algorithm
needs to be infrared and collinear safe (ICR), meaning that the reconstruction of a
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jet must not depend on soft or collinear gluon radiation. The jet energy for example
must not change, if the primary quark radiates collinear or soft gluons. An ICR safe
algorithm should rather absorb such gluons within the reconstructed jet. Second,
the reconstruction algorithm has to be invariant under a boost along the beam
axis in case of hadron-hadron collisions. Therefore the transverse momentum pr,
the azimuthal angle ¢ or the pseudo-rapidity n have to be used as ingredients of
the algorithm. And third, effects from the underlying event (UE) should not
influence the jet reconstruction. In hadron-hadron collisions, only a small fraction
of the incoming partons take part in the hard scattering, which is typically related
to jets with high momenta. Most of the partons interact softly and form jets, which
are close to the beam axis. This geometrical characteristic can be used to minimize
UE effects. In the following sections, the jet reconstruction algorithm and the
corresponding jet energy calibration, which are actually used in the analysis, are
presented. Jet related quantities are very important observables for the analysis,
because jets are part of the final state topology of signal events, especially with
respect to the Higgs boson production in VBF mode (see section .

4.5.1. Topological Clusters

The jet reconstruction starts from topological clusters (topo-clusters), which are
reconstructed in the calorimeters [115], [116]. The topological clustering makes use
of the fine segmentation of the calorimeters and is able to dissolve the shower
topology by adding neighboring cells subsequently, starting from a single cell as
seed. The seed cell is required to exceed a certain absolute energy signal with a
signal-over-noise threshold of S/N = 4. Neighboring cells are iteratively added to
the seed to form a cluster, if they reach a signal-over-noise threshold of at least
S/N = 2. In a final step, all cells in the neighborhood of the growing cluster are
included in addition. The total noise in the cells consists of electronic noise and a
contribution due to pile-up effects, which is estimated from simulation. Figure [4.7
shows a significant impact of the average number of pile-up interactions p on the
calorimeter noise per cell as a function of |n|. The topo-cluster algorithm achieves an
efficient calorimeter noise suppression, which is crucial for data taking in 2012 with
(1) = 20.7. Furthermore, it includes a splitting step, which attempts to separate
showers of close-by particles by searching for local energy maxima in cells above
a threshold of 500 MeV. Its energy is defined as the sum of energy deposits in all
cells within the cluster and the direction as the energy weighted average of the cell
corresponding azimuthal angles and pseudorapidities. Each topo-cluster is assigned
a four-momentum based on its energy and direction measurement, assuming zero
mass.

4.5.2. Energy Calibration

Topo-clusters can be calibrated on the electromagnetic (EM) scale or via the local cell
signal weighting (LCW) method [I16]. The EM scale [I17HI25] provides an energy
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Figure 4.7. Cell noise on the EM scale as a function of |n| for data conditions in
2010 and 2011 with an average number of pile-up interactions of u = 0 and p = 8
respectively. The colors indicate the different parts of the ATLAS calorimeters [110].

measurement in the calorimeters, assuming that the shower is of electromagnetic
origin, whereas the LCW scale considers also hadronic contributions. The LCW
scale provides an appropriate cluster-by-cluster energy calibration and improves the
cluster resolution, by adding information about the cluster structure. The LCW
scale is the preferred calibration in the analysis. In the LCW calibration procedure,
topo-clusters are classified as originating from either electromagnetic or hadronic
showers, based on the energy density and longitudinal shower depths of the clusters.
This procedure takes the non-compensation of the calorimeters into account ﬂ In
addition, corrections are applied, which account for the energy loss in inactive
detector regions and for the loss of signal below certain noise thresholds during the
clustering [126]. The LCW calibration and correction factors depend on the cell
location and cluster properties and are determined via simulation of neutral and
charged pions.

4.5.3. Reconstruction

Jets are reconstructed with topo-clusters as input, using the anti-k; algorithm [127],
which is implemented within the FASTJET software package [128, 129]. The
following distances, used by the algorithm, need to be defined: the distance d;;
between clusters ¢ and j and the distance d;p between cluster ¢ and the beam B
with

dip = k7, (4.1)

A2

_ (2P 1.2p\ T

dij = min(ky ki) 7 (4.2)

SAll ATLAS Calorimeters are non-compensating, which means that electromagnetic interacting
particles e and hadronic particles h with the same kinematic energy deposit a different amount
of energy in the calorimeters such that the response ratio is % <1
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where A%j = (y;i — yj)* + (¢ — ¢;)? and ky; is the transverse momentum, y; the
rapidity and ¢; the azimuthal angle of cluster i. R is called distance parameter
and p regulates the relative power of the energy versus geometrical scales. The jet
reconstruction is based on the identification of the smallest distance d;; or d;p. If
d;j < d;g, then two clusters ¢ and j are combined by adding the individual cluster
momenta. This iterative process stops, if the requirement d;p < d;; is fulfilled.
Then, ¢ is called jet and removed from the list of all jet reconstruction input clusters.
For the anti-k; algorithm, p is set to -1, which means that clusters from soft particles
tend to be combined with clusters from harder ones. This approach provides circular
jet shapes with radius R in the case of hard jets and more complex shapes for
softer jets. In the analysis, a distance parameter of R = 0.4 is chosen. This jet
reconstruction algorithm can be applied to simulated particles (truth jets), to ID
tracks (track jets) and to energy deposits in the calorimeter (calorimeter jets), which
are used in the present analyses.

Besides the energy calibration at cluster level (EM or LCW), further calibration
corrections are applied to calorimeter jets to ensure that reconstructed energies
correspond to that of the stable parton energy [116]. The corrections account
for pile-up effects by subtracting an energy offset, depending on the number of
reconstructed primary vertices Npy and the expected number of pile-up interactions
1 in bins of pyr and n. Figure (a) shows the pile-up dependence of the calorimeter
jet pr as function of the number of vertices for various track jet pglfaCk Jt working
points. Furthermore, differences in the energy and pseudorapidity of calorimeter
jets in comparison to truth jets are taken into account. Figure[4.8[(b) and (c¢) shows
the average energy response REM/LCW — EJEBiVI /LeW / Ejtgt“th for different jet energies
as function of |nje;| at EM and LCW scale. The energy corrections are smaller
for high jet energies and depend strongly on the detector region. In addition, the
direction of each calorimeter jet is adjusted in a way, that it points back to the

reconstructed primary vertex instead of the detector origin.

The overall performance of the jet response can be improved significantly by using
the LCW instead of EM scale. The corresponding corrections are determined mainly
from simulation. Differences between reconstructed jets in data and simulated
events are estimated from in situ transverse momentum balance techniques between
the jets and corresponding reference objects, such as Z-bosons, photons or multiple
jet systems (see [I16]). The combined data-simulation correction factors are shown
in figure (d). The jet energy resolution (JER), which is measured directly from
data, is comparable to the resolution in simulated events. Residual effects are
well below 10% and therefore introduced as systematic uncertainty in terms of a
smearing factor, depending on the pr of the jet.

The total jet energy scale uncertainty as function of py is illustrated in figure [4.9]
It is composed of uncertainties, stemming from the in situ and pile-up corrections,
close-by jets and the jet response dependencies on flavour compositions. The
uncertainties are about 2% in the barrel region and increase to 6% in the end-cap
region for low pr jets. They are smaller for jets with higher prp.
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Figure 4.8. Transverse momentum of anti-k; calorimeter jets with R = 0.4, measured
in data in bins of track-jet pr as a function of the number of primary vertices (a).
Ratio of average jet response, measured in data and simulation, for jets within n < 1.2
as a function of pr for the different in situ techniques for anti-k; jets with R = 0.4
(b). Average response of reconstructed jets from simulation for EM (c¢) and LCW (d)
calibration, including corrections, as function of n for different jet energies [116].

In the region of || < 2.4, ID tracks can be associated to calorimeter jets. The
pile-up discriminating variable Jet- Vertex Fraction (JVF) [130] is introduced as

trk,m /.
(et , vix;
TVE (jet,, vingj) = mPr Ut v0%5) (4.3)
7 J trk,l /.
Yk 2pr o (jety, vixg)
giving the fraction of the scalar sum of transverse momenta pi* of tracks, matched

to jet ¢ and to the primary vertex (vtx) j, divided by the total scalar sum of pgfk

of tracks, matched to jet 7 and originating from all reconstructed vertices. Pile-
up tracks do typically not originate from the primary vertex and therefore JVF
reflects the probability of pile-up like contributions to the calorimeter jets. A cut
on JVF< 0.5 is used in the analysis for low pr jets with pr < 50 GeVand |n| < 2.4
to suppress jets stemming from pile-up.

To differentiate between jets from the hard scattering process and those from beam-
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Figure 4.9. Fractional jet energy scale uncertainties for anti-k; jets with R = 0.4
and LCW scale, including corrections, as function of n for low pr (a) and high pr (b)
jets. Several uncertainties are sample dependent and are included for semi-leptonic top
quark decays, using pile-up conditions from 2011 [116].

induced backgrounds (beam-gas or beam-halo), cosmic muons or calorimeter noise,
different jet quality selection criteria are provided [I31], which result in various
levels of jet selection efficiencies and rejection efficiencies of misidentified jets, so
called fake jets such as reconstructed jets from underlying photons. These selection
criteria are mainly based on variables, which depend on energy fractions in different
calorimeter parts. In the analysis, the Looser criteria are used. Figure [4.10| shows
the efficiencies for several criteria in specific detector regions. The efficiencies are
measured in di-jet events, using a tag-and-probe method [126]. For the very loose
selection criterion, the jet selection efficiency is above 99.8% in all n and pr ranges
for jet pr > 20 GeV. Differences between data and simulation are well within 1%.

4.5.4. b-Tagging

In the analysis, the signal process from VBF Higgs production mode is not expected
to produce jets, originating from b quarks (b jets). Processes including b jets typically
include top quarks, which decay in almost all cases into bottom quarks due to the
CKM matrix element Vi, =~ 1. Therefore background processes such as top quark
production, which include b jets in the final state, can be reduced by vetoing events
with b jets. In this section, the b-tagging algorithm MV1 [132] is introduced, which
allows for the discrimination between b jets and light flavoured jets. The MV1
algorithm is chosen in the analysis.

The MV1 b-tagging algorithm combines three independent algorithms IP3D, SV1
and JetFitter [I33], using an artificial neural network, which is trained with b jets
as signal and light flavour jets as background. IP3D uses information from track
impact parameters. The lifetime of hadrons containing b quarks is sufficiently large,
so that they can travel a certain distance, before they decay inside the detector.
Therefore a displaced secondary vertex can be observed and the impact parameters
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Figure 4.10. Jet quality selection efficiencies for anti-ky jets with R = 0.4 as function
of pr in a central region 0.3 < |n| < 0.8 (a) and a more forward region 2.8 < |n| < 3.6
(b) for the different selection criteria [I16]. The black points correspond to the very
loose criterion, which is chosen in the analysis.

of the corresponding b jets are expected to be larger, compared to light quark
jets, which originate directly from the primary vertex. The IP3D algorithm uses a
likelihood ratio approach, comparing two-dimensional input histograms of signed
transverse and longitudinal impact parameter significances dy/oq4, and zy/c,, with
pre-defined distributions of b quark and light quark hypotheses. Also SV1 employs
a likelihood ratio technique. However, it uses secondary vertex properties such as
the number of two-track vertices associated to the jet, the invariant mass of the
secondary vertex and the ratio of the sum of energies of jet tracks associated to the
secondary vertex and all tracks of the jet. JetFitter tries to resolve a flight path of
the b hadron and is capable to dissolve b and ¢ hadron vertices. This approach is
based on a likelihood approach as well and uses similar input variables than SV1
plus additional variables, such as the flight length significances.

Combining all three algorithms, MV1 provides a powerful discriminator in terms of a
tag weight for each jet, which reflects the probability of b or light quarks as jet origin.
An operating point, which corresponds to an overall b jet efficiency ¢, of 70%, is
chosen. Figure[£.11]displays the MV1 b jet efficiencies as function of jet pr, measured
in semi-leptonic top quarkevents [I34], and the corresponding correction factors,
accounting for residual data-simulation differences. The corrections factors range
from 0.965 to 1.008, depending on jet pr, with a total uncertainty between 1.8%
and 8.4%. The main systematic uncertainties stem from the modeling in simulation
such as the hadronization model, the underlying PDFs or parton showering, which is
introduced in section The misidentification rate, to tag light quark jets as b jets,
is measured in an inclusive jet sample and ranges from 0.5% to 2.5% depending on
jet pr and 7 for the chosen working point of €, = 70% [132]. Its correction factors
vary from 1.12 to 1.53 with total uncertainties between 15% and 43%.
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Figure 4.11. The b-tag efficiencies (a) and the corresponding corrections scale factors
(b) as function of jet pr for anti-k; jets with R = 0.4 at EM scale, measured in
semi-leptonic top quarkevents for an MV1 operating point of 70% b-tag efficiency [137)].

4.6. Tau Leptons

7 leptons can either decay hadronically or leptonically into an electron or muon
and corresponding neutrinos. The branching ratio of the 7 lepton decay into lighter
leptons is approximately 35%. Due to the mass of 1.777 GeV and a proper decay
length of 87 um, 7 leptons decay before reaching active detector material. Hadronic
decay modes have a branching ratio of 65%, in which 72% (22%) of all cases contain
one (three) charged pions, called one (three) prong decays. In most remaining cases,
the decay products consist of charged Kaons. 78% of these hadronic decay modes
include up to one neutral pion in addition.

Such hadronically decaying 7 leptons are reconstructed as jets in the calorimeters.
The anti-k; algorithm with R = 0.4 at LCW scale provides seeds for candidates in the
T reconstruction algorithm. Background contributions, which can be misidentified
as hadronically decaying 7 leptons, stem from quark or gluon jets. Electrons can
also appear in one prong decays as they are typically reconstructed with one track.
The 7 identification makes therefore use of shower shapes, charged particle track
information and displaced vertex properties. Several variables are combined in
terms of Boosted Decision Trees, which are also used in the analysis and introduced
in section as identification algorithm to reject jets and other charged leptons. It
is important to achieve a reasonably good energy resolution and small energy scale
uncertainties in case of resonance measurements such as Z/v* — 7777. Also a
precise measurement of the hadronically decaying 7 lepton identification efficiencies
is of much interest in case of searches such as the H — 77~ analysis. Since the
hadronic decay channels H — TiepThad and H — ThadThad are not the main subject
of this thesis, the reader is referred to the description of the 7 reconstruction and
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identification in [I35]. The fully leptonic decay channel H — 77~ — £~ 4v vetoes
hadronic 7 lepton decays based on the medium working point for identification
efficiency.

4.7. Missing Transverse Momentum

Non-interacting particles such as neutrinos (true missing energy) or particles, that
are not detected due low reconstruction efficiencies, underestimated energy scales or
PU and UE effects (fake missing energy), contribute to the total missing energy in
events. In proton-proton collisions, the exact momentum of the incoming partons
within the protons is unknown and the full missing energy four-vector cannot be
reconstructed. Hence, the missing transverse momentum four-vector EXS is defined
as the negative transverse four-vector sum of all detected objects, which reflects the
momentum imbalance in the event and which is invariant under boost along the

beam axis. The scalar energy component is denoted as E3SS = \/ (piiss)2 4 (piiss)2.

In the leptonic decay H — 777~ — [T~ 4v , four final state neutrinos are expected,
that leads to a significant amount of EF®S. In this section, the reconstruction
of E%liss and corresponding pile-up suppression methods are explained, which is
particularly important for the high pile-up conditions in 2012.

4.7.1. Reconstruction

All reconstructed and calibrated physics objects contribute in the EFS calcula-

tion [136]
E%iss _ E?iss’e + E?iss”y + E?iSS,T + E$iss,jet + E’?}iss,soft + E$isS,H7 (4.4)

where E?iss’type = — Y piP for a given object type (electrons e, photons v, T
leptons, jets, soft objects and muons ).

E%ﬁss’e, E?issﬁ, E?iss’T are calculated from calorimeter clusters, associated to cali-
brated electrons (Section , photons at the EM scale and 7 jets at LCW scale
(Section . The E7* term includes pile-up corrected anti-ky LCW jets with
R = 0.4 and pr > 20 GeV(Section . The soft EF**" term contains tracks and
noise suppressed topo-clusters (Section , which are not associated to any of
the high-pr objects from above. The overlap of topo-cluster and track contribu-
tions is removed. In addition, the parametrized energy loss in the calorimeters of
combined muons is subtracted from the soft term, to avoid a double counting of the

muon energy. E7™" contains energy contributions from combined and ST muons

(Section [4.4).
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4.7.2. Pile-Up Suppression

Pile-up effects have a significant impact on E?iss. Therefore pile-up suppression
requirements are applied to restore the E%iss response and resolution to values
similar to conditions obtained in the absence of pile-up [I37]. The jet and soft
term contribution are particularly affected by pile-up, since they mainly stem from
hadronic energy deposits. Reconstructed jets with pr > 20 GeV have already been
pile-up corrected during calibration.

Two pile-up suppression methods are provided to correct the soft term Emlss ssoft

The first approach is based on the event transverse momentum density and the
corresponding jet area, which is similar to pile-up corrections during jet reconstruc-
tion. In this analysis, a second approach is employed, which is based on the soft
term vertex fraction (STVF). It is defined as the fraction of tracks matched to the
soft term contribution and associated to the primary vertex compared to all tracks
matched to the soft term

PV
Ntrk soft Nytx Ntrk soft

STVF = Z trk soft, PV/ Z z trk soft k (45)

)

where PV denotes the primary vertex, Nytx the number of vertices, ptrk soft, vertex

the transverse momentum of a soft term track and Ny the number of soft
term tracks, associated to a specific vertex. The soft term E?iSS’SOft is finally
scaled by this STVF correction factor, which reflects the degree of pile-up in each
event. Figure 4.12] shows the E®S resolution as a function of the total sum of
transverse energy Z Er per event, measured in simulated H — 777~ events. An
improvement of the resolution is observed by applying STVF pile-up suppression.
Compared to simulated events from the Z/y* — ¢4~ decay, the improvement in
H — 7777 events is smaller because of a higher jet multiplicity, where the jet term
dominates the soft term. In figure the STVF ER linearity, defined as the
mean value of (ERiss — pisstruthy jpisstruth o ows o positive bias for small values
of EIsS | due to limitations in the resolution measurements, and a negative bias of
about 5% at higher E{Fiss values. In case of signal events from VBF Higgs boson

production, the linearity is even improved.

Uncertainties, related to the EX'S reconstruction, depend on the various physics
objects, which are used to build the final ER! term. For this reason, all individual
systematic variations are propagated and combined in the E%ﬁss calculation. In
addition, systematic uncertainties on the resolution and the scale of the soft term
E?iSS’SOft are evaluated, which stem from the modeling of simulated event and
pile-up effects. The uncertainties are derived from data and simulation comparisons,
using Z — puTpu~ events without final state jets. The scale and resolution uncer-
tainty of E]rnlss Soft are measured to be 7.9% and 4.8% respectively in the STVF

approach [136] .
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5 Search for the Higgs Boson in
H — 777~ — £7£~4v Decays

The discovery of the Higgs boson by the ATLAS and CMS collaborations in 2012
has proven that the new particle with the mass of approximately 125 GeV couples
to vector bosons. The Standard Model additionally predicts Higgs boson couplings
also to fermions. The search for the Higgs boson in the decay mode H — 7777 is
a key analysis for confirming these fermion couplings due to the corresponding
large branching ratio predicted by the Standard Model. This chapter describes the
analysis of the search for the Standard Model Higgs boson in the fully leptonic final
state H — 777~ — {T¢~4v. This specific final state provides a clean signature in
the detector. The signal topology is characterized by two reconstructed leptons,
electrons or muons, with opposite charge, jets and a significant amount of transverse
missing energy due to the four final state neutrinos, which appear in the 7 lepton
decays. The reconstruction and identification algorithms to select such objects are
discussed in detail in chapter The analysis is based on basic event selection
and signal topology specific categorization criteria and applies multivariate data
analysis techniques. The full 8 TeV dataset with an amount of [ Ldt = 20.3 fb™!
used, which has been recorded in 2012 with the ATLAS detector. The first two
sections and provide an overview of the relevant signal and background
processes in the analysis. Section presents the event selection in order to
enhance the signal-to-background ratio and to suppress background events, which
mimic the signal final state topology. In section the analysis categories (VBF
and Boosted category) are defined, which are applied in addition to the event
selection to separate signal events from different Higgs boson production processes
and to enhance the sensitivity. Section deals with methods to reconstruct
the invariant mass of the Higgs boson, using information from its decay products.
The reconstructed mass of the Higgs boson candidate is an important variable to
separate the different signal and background components. Section is dedicated
to Boosted Decision Trees (BDTs), which are used in the analysis to combine several
background discriminating variables into a single one-dimensional variable. The
BDT classifier achieves a powerful separation between signal and background events.
The results of the analysis are presented in section [10.1

67
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5.1. Signal Processes

The different Higgs boson production modes in the Standard Model have been
introduced in section In figure (a—c), examples of leading-order diagrams of
the different productions modes are illustrated: gluon fusion (GGF), vector-boson
fusion (VBF) and vector boson associatedE] (VH) production. The subsequent decay
of the Higgs boson into 7 leptons is also shown. The Standard Model branching ratio
BB of the Higgs boson decay into two 7 leptons is 6.32 % with a relative uncertainty
of +5.71%/ — 5.67%, assuming a Higgs boson mass of 125 GeV [138]. Figure [5.1{(d)
shows the Born level diagram of a leptonic 7 lepton decay into an electron or a muon,
and neutrinos. The branching ratio for this is 35.24% [13]. Thus, the branching ratio
of the fully leptonic di-7 decay is 12.42%. Higgs boson decays into vector bosons are
treated as background as mentioned in section Table summarizes the event
generators and the predictions of the cross section times branching ratio (o x B)
at 8 TeV, which have been used for simulating and normalising the signal samples.
All cross sections are quoted for /s = 8 TeV conditions at the LHC. In the present
analysis, a Higgs boson mass of 125 GeV is assumed. Theoretical uncertainties on
cross sections and differential distributions are discussed in chapter

Q9990904 - -
¢ q q

H 14 H T
tA -o-- -
T Vv T

E
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G
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Figure 5.1. Ezamples of tree-level diagrams for the relevant signal processes in the
analysis of the search for H — 777~ — (Y0~ 4v : Gluon fusion (a), vector-boson fusion
(b) and vector boson associated (c) Higgs boson production, including the subsequent
decay into T leptons. The leptonic decay of the T lepton at tree-level is shown in (d),
where | = e, .

The vector boson associated Higgs boson production is usually referred to as Higgs Strahlung.
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5.1.1. Gluon Fusion Higgs Boson Production

The GGF Higgs boson production cross section is already proportional to a2 at
leading-order (LO) due to the heavy quark loop. QCD radiative corrections increase
the GGF cross section significantly and are therefore essential for Higgs boson
searches at the LHC. The state of the art cross section prediction for GGF has
been calculated at fixed next-to-next-to-leading order (NNLO) plus next-to-next-to-
leading logarithmic (NNLL) accuracy for soft-gluon contributions [I39H145]. Next-
to-leading order (NLO) electroweak (EW) corrections are included as well [146), [147].
The total GGF Higgs production cross section calculation results in 19.27 pb with
relative uncertainties of +7.2%/ — 7.8 % due to renormalisation and factorization
scale variations [I38]. Parton distribution function (PDF) and «; uncertainties are
about +7.5%/ — 6.9%. In addition, the pp spectrum of the Higgs boson, produced
in the GGF mode, is corrected by re-weighting the simulated events [§], based on
NNLO and NNLL calculations by HRES2.1 [169]. The GGF mode is the dominant
Higgs boson production process at the LHC. GGF Higgs boson events are simulated
with PowHEG [97] at NLO QCD, which is interfaced to PyTHIA8 [81], 148] for
subsequent parton shower, hadronization and underlying event effects as explained in
section The CT10 [88] set is chosen as the PDF for the POWHEG generator.

5.1.2. Vector-boson fusion Higgs Boson Production

Although its production cross section is more than one order of magnitude smaller
than in the GGF mode, Higgs boson production via VBF plays an important role
at the LHC, since the topology of VBF-like processes is quite unique. Due to
the EW coupling of the incoming quarks to the vector bosons, there is no color
exchange between the partons, which results in two well separated jets with high
transverse momenta in forward direction and low hadronic activity in the central
part of the detector. Such characteristics can be utilized to tag VBF-like events and
thus enhance signal by applying a specific set of VBF cuts, which will be explained
in section The VBF cross section is calculated at the level of full NLO QCD
and EW corrections [I49HI51]. An additional correction is applied, which accounts
for NNLO QCD effects [170]. The total cross section for the production of a
Higgs boson is 1.578 pb with relative uncertainties of +0.2%/ — 0.2 % due to scale
variations and +2.6%/ — 2.8 %, reflecting PDF and «; uncertainties. VBF Higgs
boson events are simulated at NLO QCD with POWHEG and PYTHIAS using CT10
PDFs in an analogous manner as for GGF events. Since NLO EW corrections affect
also the transverse momentum of the Higgs boson p¥ , VBF signal events generated
with POWHEG plus PYTHIA are re-weighted accordingly based on comparisons of
pi with Hawk [I71) [172], which takes EW corrections into account.
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5.1.3. Vector Boson Associated Higgs Boson Production

The cross section for the VH production mode is calculated with NNLO accuracy in
QCD [152], including NLO EW corrections [I53]. Concerning W boson associated
production, the total cross section amounts to 0.7046 pb with relative QCD scale and
PDF plus o, uncertainties of +1.0% and +2.3% respectively [138]. The cross section
for the Z boson associated production mode is 0.4153 pb with relative uncertainties
of £3.1% for scale variations and £2.5% due to PDF and «; uncertainties [I3§].
VH processes are simulated at LO with PYTHIAS8, using CTEQG6L1 [173] PDF sets.
VH processes play a minor role in the analysis because of their relatively small
production cross sections.

5.1.4. Top Quark Associated Higgs Boson Production

The top quark associated Higgs boson production (ttH) is neglected in the analysis
due to the very small production cross section of 0.1293 pb with relative uncertainties
of +3.8%/—-9.3 % due to scale and +8.1%/—8.1 % due to PDF and a variations [138].
Furthermore, specific VBF selection criteria are applied in the analysis, which
suppress events from the ttH mode per definition, as explained in section

and (.4

5.2. Background Processes

The relevant background processes with two final state leptons are the production
of Z bosons with the subsequent decay into electrons, muons or 7 leptons and
di-boson processes, which include two vector bosons WW, WZ/~* or Z/v*Z/~*.
In addition, the production of top quark pairs has to be considered. Events with at
least one mis-identified (fake) lepton appear typically in QCD multi-jet, single top
quark or W boson plus jets processes. Information about the corresponding cross
section predictions and the event generation of background processes is summarized

in table

5.2.1. Z Boson and Di-Boson Production

The dominant background source includes events from the production of a Z/~*
boson in association with jets, which decays into a pair of leptonically decaying
7 leptons Z/v* — 777~ — (*{"4v. An example of the production of a Z/v*
boson in association with one additional jet is illustrated in figure (a). The decay
Z/~v* — 777 is an irreducible background process because its final state topology is
similar to the signal process. In the analysis, Z/7* — 777~ events are estimated in a
data-driven way to reduce the dependency on simulation. The estimation procedure
is referred to as the Embedding method and is based on the kinematic properties of
the Z/~* boson in Z/v* — ptu~ data events. Z/v* — putpu~ events from data are
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modified in a way, that the original muons are replaced by 7 leptons, whose decay
is simulated, using the TAvuoLA [I00] program. Tracks and calorimeter deposits of
the muons are then removed from the original data event. The information about
Z/~* boson kinematics, jets, pile-up, underlying event and detector noise in the
final hybrid event is thus directly taken from data. The Embedding technique is
justified by lepton universality and explained in section [7.1

Further important background sources are Z/v* — ete™ and Z/v* — ptpu~. Two
prompt isolated leptons with opposite electric charge mimic the same flavour decay
modes of the fully leptonic H — 777~ — ¢T{~4v signal process. Nevertheless,
these prompt decays are easier to suppress compared to Z/vy* — 7777, as no
neutrinos appear in the final state. The various Z/y* — ¢T¢~ samples have
been simulated with ALPGEN [95], including Z/v* — 777~ for cross-checking the
Embedding approach (see section . The ALPGEN program has been interfaced
to HERWIG [94] for parton shower, hadronization and underlying event in a low
invariant di-lepton mass region (10 GeV < my < 60 GeV) and to PYTHIAS [148)]
in a high one (60 GeV < my <2 TeV). LO matrix elements for up to five partons
and the MLM matching scheme [93] for matrix element and parton shower matching
are used for generating events. CTEQG6L1 [173] is chosen as PDF parametrization.
The inclusive cross section for the production and decay of Z/y* — T4~ ({is e, u
or 7) in the range of 10 GeV < myy < 2 TeV is 5.50 nb, calculated at NNLO QCD
level, with relative uncertainties of 1% for QCD scales and +4% for PDF and
uncertainties [154} (155 [I74]. The cross section is used for normalising the individual
simulated final state samples. No EW corrections are taken into account in the
corresponding cross sections and the generated events for the background processes.
However, since the VBF Higgs production mode is of particular importance for this
analysis, additional Z/~* samples are used that include vector-boson fusion diagrams,
as this processes represent an important background production mechanism that
is not included in the standard PYTHIA8 background samples. These events are
simulated with SHERPA [82] and the CT10 [88] PDF parametrization. The sample
is normalised to the LO cross section of 1.1 pb [82].

A typical di-boson Feynman diagram is shown in figure (b). Two prompt leptons
in the final state from the leptonic decay of a Z/~4* boson or two leptonically decaying
W bosons in association with additional jets imitate the signal process (WW — (vlv,
WZ/~* — qutl or Z/~v*Z/v* — €llqq). The production of WZ/v* and Z/v*Z/~v*
is simulated with HERWIG and the corresponding samples are normalised to an
inclusive NLO production cross section of 30 pb [156]. The quark induced production
of gq¢g — WW is simulated with ALPGEN and HERWIG generating the parton shower.
The sample is normalised to the NLO production cross section of 54 pb [I56]. The
cross section for the gluon induced production gg — WW is 1.4 pb at LO [157]
and the events are generated with GG2WW [I57] and HERWIG at LO. In case of
HERWIG or ALPGEN, the CTEQ6L1 [173] PDF parametrization is chosen, while
CT10 is used for GG2W. The PDF plus a5 and QCD scale uncertainties for WZ/~v*,
Z/v* Z/v* and qq¢ — WW are estimated to be about +£4% and +5% respectively,
while the corresponding uncertainty for gg — WW is about +30% [174].
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The Higgs boson decay into two W bosons H — WTW ™~ — ¢Tvf~v is considered
as background in the analysis of the search for the Higgs boson. The same event
generators are used as for the H — 777~ signal. The inclusive H — WTW~
production cross section is 4.7 pb [138].
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ﬁi‘ '
| — NN
1 (a) Z/va

(b) W)z

W/Z

Figure 5.2. Ezamples of diagrams for the production of a Z boson in association with
a jet (a) and di-boson production (b).

5.2.2. Top Quark Pair and Single Top Quark Production
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Figure 5.3. Ezample diagrams of top quark pair production (a), the s-channel (b),
t-channel (c) and W boson associated (d) production of a single top quark.

Processes with top quarks are typically characterized by a larger number of jets
in the final state. Due to the CKM matrix element Vy =~ 1, top quarks decay
preferably into bottom quarks, which implies the presence of b jets in top quark
events. Figure (a) shows an example diagram of top quark pair production.
Both top quarks decay into a b quark and a W boson respectively, which can decay
into a prompt lepton and neutrino (¢t — ¢vblvb). Such final state topologies of
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top quark pair production contain two prompt leptons and a certain amount of
E%iss, which can mimic the signal process. In addition, semi-leptonic decays of b
hadrons might contribute to the number of leptons in the final state. Top quark
pair processes are simulated at NLO with POWHEG [97], which has been interfaced
to PYTHIA8 to model the parton shower, hadronization and underlying event. The
PDFs are parametrized by CT10. The cross section of top quark pair production at
the LHC is 253 pb and has been calculated at the level of NNLO and with NNLL
accuracy for soft emissions [I58-163]. The relative uncertainty due to QCD scale
variations is £6%. PDF and a; uncertainties are £8% [174].

Concerning single top quark production modes, the cross sections are 5.6 pb for the
s-channel [164], 87.8 pb for the t-channel [I65] and 22 pb for the production of a
top quark in association with a W boson [166] at the level of NNLO. Figures
(b), (c) and (d) show examples of the different single top quark production modes.
Events have been generated using POWHEG plus PYTHIAS for the s-channel and W
associated single top quark pair production. The t-channel single top quark sample
has been simulated with ACERMC [96] plus PyTHIAG [81]. CTEQG6L1 is used
for the PDF parametrization in case of ACERMC and CT10 in case of POWHEG
samples. Single top quark events can contain two prompt leptons such as the W
boson associated process (Wt — lvblv).

5.2.3. Fake Leptons

Reconstructed jets might be misidentified as prompt final state (fake) leptons. The
background category of fake leptons summarizes several processes, characterized by
a larger jet multiplicity and at most one prompt true final state lepton, which mimic
the signal topology. Such processes often have a relatively high cross section and
are therefore not negligible in the analysis. Typical processes are the production
of single top quarks, which contains one prompt and one fake final state lepton,
and QCD multi-jet events with quarks or gluons, faking both leptons. Furthermore,
events with top quark pairs, which result in less than two real leptons and additional
jets (tt — fvbqqb), can contribute to the fake lepton background as well. The
production of a leptonically decaying W boson in association with light quark jets
are also a potential source of fake di-lepton events. Examples of QCD multi-jet and
W boson plus jet processes are shown in figure [5.4(a) and (b).

Although the background of fake leptons is not negligible in the analysis of the fully
leptonic decay channel H — 777~ — Y/~ 4v | it is relatively small compared to
other background sources due to the ability of the lepton identification algorithms
and additional isolation requirements to effectively select true leptons with minimal
contamination. Fake leptons due to misidentified jets tend to have a higher activity
nearby the reconstructed track or calorimeter cluster and are suppressed significantly
by applying isolation criteria. The dominant fraction of fake leptons arise from
QCD multi-jet processes, since the corresponding cross section at the LHC exceeds
those of other background sources by many orders of magnitude. The measured
inclusive jet cross section and the cross section for di-jet events at the LHC are
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q (a) g1 (b) w

Figure 5.4. Examples of diagrams of a QCD multi-jet process (a). W boson production
in association with one additional jet is shown in (b).

presented in [I67, [168]. The production cross section of W bosons, including
the decay W — fv (¢ = e, u, or tau), is 36800 pb at NNLO [I54, 155]. The W
boson production samples have been simulated with ALPGEN and PYTHIA8 using
CTEQG6L1 for parametrizing the PDFs. Most of the single top quark processes,
where a hadronically decaying W boson is produced, contribute also to the fake
lepton background. The different single top quark production modes have been
introduced in the previous section In the analysis, the simulated samples
for the contribution from fake leptons are only used for cross-checks since this
background is estimated in a data-driven way, which is based on a template method
and described in section In case of the event generators POWHEG and HERWIG,
the decay of 7 leptons is simulated separately with TAUOLA [100]. Bremsstrahlung
effects are simulated with PHOTOS [99] for all samples. The simulated signal and
background events undergo a full simulation of the ATLAS detector response, using
GEANT4 [I01] as explained in section For the estimation of additional
pile-up effects, minimum-bias interactions simulated with PYTHIA are overlaid
with the nominal simulated events, using the AU2 [I75] tune. The simulation of
in-time and out-of time pile-up effects is adapted to the luminosity profile of the
corresponding data and the data taking periods.

The background modeling and estimation, based on simulation or data-driven
methods, are discussed in detail in section [7]

5.3. Event Selection

The detector signature of the decay H — 777~ — ¢T¢~4v is characterized by exactly
two oppositely charged leptons and a certain amount of E%iss due to neutrinos.
The possible combinations of final state lepton flavours in the fully leptonic decay
channel are two electrons (e*e™), two muons (u*p~) and one electron and one
muon (eTp~ or e~ ™). The different decay channels are denoted as ee and uu for
same flavour (SF) and eu (p§ > pl) or pe (pf > p5) for different flavour (DF)
final states. The event display in figure [5.5| shows an event candidate in the ey
channel, which is consistent with the VBF topology. Two additional forward jets
are present in the event, which indicate the production of the Higgs boson in the
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VBF mode. The following sections describe the selection of H — 777~ events in
the fully leptonic channel.

5.3.1. Event Cleaning

Before requiring on signal specific kinematic properties, the collected data is cleaned
and only events from a Good Runs List (GRL) are considered in the analysis,
corresponding to the luminosity of [ £dt = 20.3 fb~! for 8 TeV. The GRL excludes
events that were recorded during periods, where the detector was not in full
operational mode or in unusual configurations. To reject events from cosmic rays
and beam-halo effects, each event is required to have at least one reconstructed vertex
consistent with the intersection of both beams with more than three associated
tracks. Further selection criteria of the object reconstruction algorithms ensure,
that the relevant objects are related to the primary vertex as described in section
Events are also removed if any reconstructed jet is found likely to have originated
from beam-gas effects or calorimeter noise. The corresponding loose selection

ﬁ\ ‘I' L Run: 204153
Event: 35369265

_J:_EXPERlMENT 2012-05-30 20:31:28 UTC

Figure 5.5. Data event display of a Higgs boson candidate in the decay channel
H — 777~ — et uF4v. The electron track is marked in blue and the muon track in
red. The dashed orange line illustrates the EXSS vector, which is assumed to reflect
reflect the four neutrinos. Two forward jets are present in the event (cyan cones),
which indicates the production of the Higgs boson via vector-boson fusion [§].
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for such jet quality criteria depends mostly on the energy fraction in the EM
calorimeter [I16]. In addition, events are removed within particular data taking
periods, if reconstructed jets are pointing to specific regions in the ATLAS tile
calorimeter, where problems occurred during that time of data-taking. Events,
including noise bursts in the liquid argon detectors, are also vetoed. The procedure
of event cleaning ensures good data quality and reduces non-physical and technical
detector effects or physical non-collision background processes.

5.3.2. Trigger

A combination of various lepton triggers is used in the analysis in order to enable
the selection of all combinations of final state leptons in the decay mode H —
7777 — £t~ 4v. The specific trigger items are introduced in sections and
for electrons and muons respectively. Events with two electrons (ee channel) are
selected if either the single electron trigger e24vhi_mediuml1 or e60_-mediuml is fired
or if it is triggered by the di-electron item 2e12Twh_loosel. The di-muon final state
(e channel) is triggered via the di-muon item mul8-tight_mu8-EFFS, which requires
two muons with asymmetric trigger thresholds. Events including one electron
and one muon (eu channel) are selected, using either the combination of single
electron triggers e24vhi_mediuml1 or e60_mediuml or the combined lepton trigger
el2Tvh_mediumi_mu8. For each channel, additional lepton transverse momenta
thresholds are required in the offline selection for the leading and sub-leading lepton,
which are typically 2 — 3 GeV above the individual trigger thresholds to ensure
that trigger efficiencies are in the plateau region. The channel specific trigger
requirements and offline pt thresholds are summarized in table In case of the ee
and ey channel, the single electron trigger is prioritized, meaning that the event is
rejected if an electron with relatively high transverse momentum p% > 26 GeV is not
selected by the single electron trigger. On top of the trigger requirements per event,
each lepton has to be matched to the corresponding event triggerﬂ Differences
between the efficiencies of data and simulated events are considered by applying pr,
n and ¢ dependent correction factors to the simulated leptons [109] [112].

’ Channel ‘ Trigger ‘ Threshold ‘
ee e24vhi_mediuml || e60-mediuml p?p’l > 26 GeV
2e12Tvh_loosel p?l > 15 GeV, p?’2 > 15 GeV
Lbp mul8_tight-mu8_EFFS Pt > 20 GeV, pi* > 10 GeV
e e24vhi_mediuml || e60-medium1 | ps > 26 GeV
e12Tvh_medium1_mu8 ps > 15 GeV, pf. > 10 GeV

Table 5.2. Trigger items and transverse momentum thresholds for each analysis final
state channel.

2Trigger matching is a geometric mapping of the offline lepton candidate, which might have
triggered the event, to the fired detector trigger chamber.
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5.3.3. Preselection

Besides the event cleaning and trigger requirements, a sequence of cuts on topological
and kinematic properties of the reconstructed objects in each event is applied to
enhance the signal-to-background ratio.

Event candidates are required to contain exactly two leptons with opposite charge.
Both final state leptons are required to be isolated. There are track-based and
calorimeter-based isolation criteria for electrons and muons, which are sensitive
to additional activity within a specific region around the lepton tracks or the
calorimeter barycenter of the lepton candidate. The lepton isolation is explained
in the sections [£.3.3] and [£.4.2] and summarized in table [{.I] Since fake leptons
mainly arise from mis-identified jets, which tend to have multiple tracks nearby the
reconstructed lepton track and typically exhibit enhanced activity in the calorimeters,
the isolation requirements reduce the probability to identify a jet as a lepton
(fake leptons) significantly. They are indispensable at the LHC to suppress the
overwhelming background contribution from QCD multi-jet processes due to the
large corresponding cross section. The isolation cuts also reduce the number of
events with true leptons from semi-leptonic decays of bottom or charm hadrons
within jets originating for example from events with top quarks.

The reconstructed leptons have to fulfill the basic transverse momentum thresholds of
p5 > 15 GeV and p4. > 10 GeV and trigger requirements to reduce fake leptons from
QCD multi-jet processes. To guarantee statistical independence between the different
H — 777~ final state decay channels TlepTleps TlepThad aNd ThadThad With respect
to the combined analysis described in section fully leptonic final state events
must not include additional reconstructed hadronic 7 leptons. The reconstruction
of hadronic 7 leptons is discussed in section 4.6 A working point of 85% for the
7 identification efficiency is chosen to reduce the mis-identification probability of
electrons as hadronic 7 leptons. The 7 candidates are required to exceed a visible
transverse energy of ET. > 20 GeV. Furthermore, reconstructed jets have to fulfill the
transverse momentum threshold of p]f > 20 GeV. The jet reconstruction is explained
in section [£.5] Objects are removed from an event, if they overlap each other within
a cone of AR = /A¢? + An? < 0.2: all muons are kept, then electrons are removed,
then 7 leptons and in a final step jets. This procedure avoid the double-counting of
reconstructed objects. For example, an electron can be reconstructed and identified
as both an electron candidate as well as a jet.

A sequence of cuts on kinematic variables of the selected objects is applied to reduce
specific background components and enhance the relative signal contribution. The
various background processes, which have been introduced in section differ in
their kinematic properties and can therefore be separated from the signal. Figure[5.6|
shows basic example distributions of the invariant di-lepton mass myy, the missing
transverse energy EXSS and the transverse momenta of the leading and sub-leading
lepton pél’Q after applying the previously introduced cleaning and basic two leptons
selection criteria. Differences between the various signal and background processes
in these distributions mainly arise from resonances decaying to di-lepton final states,



5.3 EVENT SELECTION

79

T T T T
ee+up+ep+ie Preselection

Ldt=203f"

. Fee
W 7
B 2t (Emb)
wwwz/zz
Vs =8TeV Top
Howw
I Fake
—— Data 2012
=3 Heed 125}t x200
=3 Hr (12517 x200
= H,y, (125}t x200
=3 H,, (125)1 x200
ZZZ stat. unc.

Events
3

14
o 13
O 1.
o 1 .. e
s U .y 0TS L etest ittt o0, Ty
8 09
© 0.8
a 07 L L L L L L L L
°50 40 80 80 100 120 140 160 180 200
my [GeV]
(a)
o 10 L A A A B ey s
) e
§ 10 ee+up+ep+ie Preselection —¥a
w Ldt=2031" W 2 (Emb)
wwwzizz
Vs = 8TeV Top

HoWW
I Fake
—¢— Data2012
= Hoed 125}t x200
3 Hr (125517 x200
= H,,, (125}t x200
== H,, (125)1 x200
-~ stat. unc.

14

< 13

g P

s R Sy

E 0.' TV 00000000 ,044,%0,:

N

2l

% 20 40 60 80 100 120 140

pr [GeV]

11

(c)

Figure 5.6. Distributions of the invariant di-lepton mass mge, EX' and the transverse
momenta of leading and sub-leading lepton pﬁpm after selection of exactly two isolated
leptons, including event cleaning requirements, T lepton veto and overlap removal cuts
of the specific objects in the event. The error band includes statistical uncertainties
only. Background modeling is explained in sectionm
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the number of neutrinos in the event and different masses of the decaying particles.
Residual deviations of the background model from data are expected to be covered
by systematic uncertainties, which are not evaluated at this stage of preselection.
However, a large number of systematic uncertainties is considered after the full
event selection, which is discussed extensively in chapter |8} The set of sequential
cuts is summarized in table [5.3] and its motivation is given below.

The decay of the Z boson resonance into pairs of electrons or muons has an
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’ Category \ Selection Cuts ‘
Exactly two isolated oppositely charged leptons
pS > 15 GeV and pf. > 10 GeV
Events with m,,q candidates are rejected
30 GeV < mye < 100 (75) GeV for DF (SF) events
A¢(€1,1€2) < 2.5
. Emiss > 20 (40) GeV for DF (SF) events
Preselection EY iss,HPTO 5 40 GeV for SF events
P+ pE > 35 GeV
Events with a b-tagged jet with pp > 25 GeV are rejected
0l<zr,2r <1
mel > my — 25 GeV
At least one jet with pr> 40 GeV
Preselection
VBF A second jet with p2 > 30 GeV
An(jlan) > 2.2
Preselection
Boost Failing the VBF selection
pif > 100 GeV

Table 5.3. Summary of the event selection for the TiepTiep channel. The preselection is
always applied before applying criteria defining the analysis categories VBE and Boosted.
The labels (1) and (2) refer to the leading (highest pr) and sub-leading final-state objects
(leptons, jets). The variables are defined in the text.

extraordinarily high cross section, compared to other background and signal sources
in this region, and is therefore suppressed in the selection of signal events with same
flavour (SF) leptons by applying the cut m../,,, < 75 GeV. Further reduction of
such processes can be achieved by requiring A¢ (¢, ¢2) < 2.5, since most of the Z
bosons are produced with low transverse momenta at the LHC, which results in a
back-to-back event topology of the leptonic decay products. Z/v* — eTe™ /u™pu~
decays do not contain any final state neutrinos, unlike the signal process, which
leads typically to low missing transverse momentum in the corresponding events.
A cut on ERS > 40 GeV is therefore required. Residual (fake) ESS in Z/y* —
ete” /utp~ events originate mostly from resolution effects, undetected hadronic
particles, imperfect object reconstruction, pile-up and underlying event effects or
detector noise. The E%iss requirement can be improved by introducing the variable
Ey iSS’HPTO, which is calculated from objects with high transverse momentum in
the event (final state leptons and jets with pr > 25 GeV) and does therefore not
take soft terms into account unlike the default E%ﬁsscalculation, as discussed in
section Both missing transverse momentum variables are highly correlated
for processes with neutrinos but less correlated for processes without neutrinos. For
this reason, a cut on Exq is5HPTO 5 40 GeV is added in case of SF final state events.
The decay of the Z boson into a pair of 7 leptons is an irreducible background
and its final state topology mimics the signal process. Further suppression of the

Z/~v* — 77~ background can be achieved by exploiting the invariant mass of the
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di-7 system. Since final state neutrinos are present in this process as well as in the
signal process, special algorithms are necessary to reconstruct the invariant mass
of the system, discussed in section [5.5] Low mass resonances from the decay of
charmonium and bottonium are rejected by requiring myg, > 30 GeV with £ = e, u
for all final state channels.

Events with top quark pairs are non-resonant processes with respect to the recon-
structed final state di-lepton system. The decay of heavy top quarks results in long
tails at higher values in the distributions of lepton transverse momenta and the
invariant di-lepton mass. Thus, the cut on me,/,,, in SF events to reduce the number
of resonant Z boson decays is complemented by a cut on m,,/,. < 100 GeV in
different flavour events (DF) to suppress events from top quark pair production with
one final state electron and one muon. If at least one b-tagged jet with pJ. > 25 GeV
is found, the event is discarded since jets in signal processes typically originate from
light quarks. The MV1 b-tagging algorithm with a b jet selection efficiency of 70%
is used for this purpose as explained in section The basic lepton isolation
requirements further increase the rejection of top quark pair events. Furthermore,
the 7 lepton decay products in signal processes (i.e. two leptons and four neutrinos)
are collimated in case of boosted high-pr Higgs bosons. Thus, the direction of the
missing transverse momentum vector tends to lie between those of the two leptons.
The relation can be addressed in terms of cutting on the fraction x1 and xo of the
7 lepton momentum, carried by the final state leptons, with 0.1 < z1,z9 < 1. Due
to the non-resonant structure of the di-lepton system in events from top quark pair
production, the missing transverse momentum vector does not necessarily lie in
between the lepton vectors. Therefore, a large fraction of such events have negative
values of 21 and x9. The calculation of 1 and 3 is explained in section [5.5], where
the collinear approximation is introduced.

The properties of the di-lepton system in di-bosonic events with Z/v* bosons (W Z~*
and Z~*Z~* events) are similar to Z/vy* — ee, uu decays. For this reason, the same
set of cuts reduces also the background contribution from di-boson processes to
some degree. Two real leptons can also stem from WW events, in which both W
bosons decay leptonically. In general, di-bosonic events are expected to contain
less neutrinos than the signal topology. Therefore, a cut on Effniss > 20 GeV in DF
events is added to the corresponding SF requirement. Neutrinos, which arise from
the leptonic decay of W bosons, do not necessarily fly collinear to prompt leptons
in di-bosonic events and the requirement 0.1 < 21,z < 1 reduces the background
contamination of di-boson processes significantly. To avoid overlapping the analysis
of the search for H — WW* — (vlv [176], the mass of the di-7 system in the

collinear approximation is required to satisfy m< > my — 25 GeV.

Fake leptons from QCD multi-jet, single top and W boson production processes are
mainly reduced by lepton isolation requirements. The E%ﬁss cut provides further
suppression, because no neutrinos are expected to be present in QCD multi-jet
events, which is the dominant source of fake leptons at the LHC in the analysis. The
scalar sum of the lepton transverse momenta is required to satisfy pfﬁ + pfﬁ > 35 GeV,
since QCD multi-jet events are typically low in pp. The cuts on x1 and zo provide
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additional separation due to the non-resonant structure of the di-lepton system in
the background processes of fake leptons.

All event candidates need to contain at least one jet, which satisfies a py threshold
of pJ. > 40 GeV, to increase the ability of distinguishing signal events from different
Higgs boson production modes. The VBF topology contains two high pr jets per
definition and can easily be tagged by requiring a basic set of VBF specific cuts.
Events with boosted Higgs bosons in association with at least one jet are dominated
by the GGF mode and can also be reasonably well separated from background
events. In addition to increased background rejection, the high pr jet requirement
improves the modeling of missing transverse momentum since in boosted Higgs
boson topologies, soft term contributions in the ErT]rliss reconstruction play a minor
role, as explained in section [4.7.1]

The separation power of all variables, which are used in the preselection to suppress
background processes, is illustrated in appendix[A.T]in various shape comparisons be-
tween signal and background components. The category definitions for investigating
both production modes, VBF and GGH, are given in section

5.4. Categorization

In addition to the preselection, two exclusive sets of selection criteria are applied to
exploit event topologies from different Higgs boson production modes. The following
analysis categories are defined:

5.4.1. VBF category

The production of Higgs bosons in the vector-boson fusion mode is characterized by
two forward jets with high transverse momentum as shown in section Thus, a
second jet is required with pJT2 > 30 GeV. Both jets are expected to be well separated
in pseudorapidity due to the t-channel diagram of VBF Higgs boson production
shown in figure (b) and a cut of An(j1,j2) > 2.2 is applied. The largest fraction
of signal events in the VBF category stems from the VBF production mode (56%
for mpy =125 GeV), but also the GGF mode contributes significantly (43.5% for
mpg = 125 GeV).

5.4.2. Boosted category

At tree-level, the gluon fusion Higgs boson production does not involve outgoing
partons as can be seen in figure Additional QCD radiation leads to a non-zero
transverse momentum of the Higgs boson. The topology of such boosted Higgs boson
events differs clearly from background processes, which can be used to suppress
the irreducible Z/v* — 777~ background. The selection of boosted Higgs boson
candidates is defined by requiring a large transverse momenta of the Higgs boson
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decay system p¥ > 100 GeV, which is calculated from the vector sum of both
final state leptons and the missing transverse momentum. Selected events for the
VBF category are excluded in the Boosted category to ensure orthogonality. The
dominant fraction of signal in the Boosted category stems from the GGF production
mode (64% for my = 125 GeV), while the contribution from the VBF mode is
much smaller (18% for my =125 GeV).

The definitions of the VBF and Boosted categories are summarized in table
Distributions of the number of jets Nijet, the distance in pseudorapidity An(ji, j2)
between the 1ead1ng jets in two jet events the transverse momentum of the sub-
leading jet p/. and the Higgs boson pT after preselection are shown in figure .
and highlight clearly the topological differences of signal and background processes,
which are utilized to define the categories. The model is in good agreement with
the observed data at preselection level. The cut values of An(ji,j2), pir and p4
are chosen to be rather loose, as a Boosted Decision Tree will be applied to each
category to further distinguish signal from background. In the training of Boosted
Decision Trees, an adequate amount of sample statistics for the various background
components is needed. Boosted Decision Trees combine several variables into
a final one-dimensional classifier with optimal separation power between signal
and backgrounds events. The method of Boosted Decision Trees is explained in

section

The selection efficiencies of signal events for the different production modes and
mass hypothesis after applying the full selection are listed in table At higher
Higgs boson masses, the selection efficiencies increase mainly due to higher momenta
of the final state leptons. Although the signal efficiencies seem small, the tight
phase space cuts are necessary to reasonably suppress background processes and to
increase the final sensitivity. The number of expected and observed events in the
VBF and the Boosted category are quoted in table The signal over background
ratio in the VBF category (s/b < 1/60 for my = 125 GeV) exceeds the one of the
Boosted category (s/b < 1/140 for my = 125 GeV). The background composition
in the individual categories is further explained in chapter

Selection Efficiencies [%]

VBF Boosted

i [GeV] mpy [GeV]
110 | 125 | 150 | 110 | 125 | 150
(VBF)H — 77~ | 3.26 | 4.04 | 4.32 | 1.36 | 1.67 | 1.82
(G F)H—>7‘+7’_ 0.20 | 0.26 | 0.34 | 0.53 | 0.67 | 0.91
(W
(

Signal Process

YH — 777 0.14 | 0.16 | 0.16 | 1.87 | 2.41 | 3.27
Z)H — 77~ 0.13 | 0.15 | 0.18 | 1.47 | 2.08 | 2.66

Table 5.4. Selection efficiencies [%] of signal events for different production modes
and various Higgs boson mass hypothesis in the VBF and Boosted category.
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Figure 5.7. Distributions of the number of jets Nje, the distance in pseudorapidity
An(j1,J2), the transverse momentum of the sub-leading jet pz‘} and the Higgs boson pif
after preselection. The variables are used to define the VBF and Boosted categories.
The error band includes statistical uncertainties only.
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Process Expected Number of Events
VBF Boosted
my = 110 GeV
(VBF)H — 717~ 11.24 +0.08 4.74 £ 0.05
(GGF)H — 77~ 8.70+£0.30 | 17.80£0.40
(W)H — 777~ 0.27 £ 0.04 3.70£0.10
(Z)H — 77~ 0.15+0.02 1.84 £0.06
myg = 125 GeV
(VBF)H — 77~ 9.44 £+ 0.05 3.90 £ 0.03
(GGF)H — 771~ 7.30+£0.20 | 14.20£0.20
(WYH — 77~ 0.175 £ 0.007 2.69 +0.03
(Z)H — 71~ 0.095 £ 0.004 1.36 £0.02
myg = 150 GeV
(VBF)H — 77~ 2.39+£0.02 0.97 £0.01
(GGF)H — 771~ 1.84 £0.04 3.67+0.06
(WYH — 77~ 0.027 £ 0.005 0.55 £ 0.02
(Z)H — tF7~ 0.017 £ 0.003 0.28 +0.01
Z/v* =1t 601.2£7.9 | 2221.5 £ 16.5
tt 142.7+6.4 | 410.0+114
Z/v* —ete” 51.5+ 3.6 86.9 + 5.8
Z/v* — T~ 117.0 £ 8.8 1373+ 7.2
Di-boson 30.9+3.0 165.7 £ 7.1
Fake leptons 60.8 4.1 98.0 5.5
(VBF)H — W*TW~ 3.37+0.1 1.6 £0.1
(GGF)H — WtW~ 3.14+0.2 7.2+0.3
(WYH — WTW~ 0.10 4 0.05 1.00 £ 0.10
(Z)H - WTW~ 0.01 +0.01 0.56 £ 0.09
Total Signal (mgy = 110 GeV) 20.4+0.3 28.1+04
Total Signal (mpg = 125 GeV) 17.0£0.2 22.24+0.2
Total Signal (mg = 150 GeV) 4.274+0.1 5.5+0.1
Total Background 1010.6 = 14.8 | 3129.7 £ 23.8
| Data | 1014£31.8 [ 3095 £ 55.6

Table 5.5. Ezpected event yields in the VBF and Boosted category. The numbers are
quoted for all signal samples of different Higgs boson mass hypothesis and background
samples. The samples have been generated and normalised with the event generators
and cross section from the sections[5.1 and[5.2 A Higgs boson mass of mpy = 125 GeV
is assumed for H — WTW ™ processes. Uncertainties are statistical only.
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5.5. Mass Reconstruction

In the search for H — 7777, the invariant mass reconstruction of the di-7 system
provides an important and powerful variable, which allows for good separation
between signal and background. However, the presence of neutrinos in the signal
topology requires specific algorithms to determine the reconstructed mass of the
Higgs boson candidate. There are two mass reconstruction techniques, which are
used in the analysis:

5.5.1. Collinear Approximation

The reconstructed invariant Higgs boson mass in the collinear approximation m.ey is
based on two assumptions [177]. First, E3 is assumed to stem only from neutrinos
of the H — 777~ decay and second, the 7 lepton and its decay products e, u and
v are collinear (¢¥'s = ¢” and V' = § for the polar and azimuthal angle of the
decay products). In the case of H — 777~ — (/" 4v, the decay products are
two final state electrons or muons and four neutrinos, which cannot be detected
directly but are inferred through the presence of missing transverse momentum.
The momentum p‘fi;’s of the neutrino system from each of the two decaying 7 leptons
can be calculated in the collinear approximation by solving the equations

E;,mlss — plinlSS SlIl YIS coSs ¢¥1S + plz'HISS Sln e%lls cos ¢\2/18
E%mlss — prlnlss SlIl \1/18 SlIl ¢\1118 + pr2nlss Sll’l \2/1S Sln (z)\éls‘ (51)

Furthermore, the fraction of 7 lepton momenta x1 and x5 carried by the final state
leptons in the collinear approximation is introduced [I7§]

¢ ¢

. P12 _ Pip 59
- L miss T ( ')
Pri2t P12 Ple

1,2

Assuming massless leptons, equations[5.1]and lead to the reconstructed invariant
di-7 mass

2
m
m(ztoll = £
12

(5.3)
The collinear approximation works well for boosted Higgs bosons with high pZ
where the decay products are collimated. However, the equation system becomes
degenerate in topologies, where the Higgs boson decay products emerge back-to-
back due to a vanishing pi,lf . In the analysis, back-to-back topologies are excluded
by applying a cut on A¢(¢1,¥¢3). In addition, both categories utilize boosted
Higgs boson events per definition by requiring at least one high pr jet. The
collinear approximation is quite sensitive to the resolution of the missing transverse
momentum, which could lead to an overestimation of the invariant mass of the
Higgs boson.
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5.5.2. Missing Mass Calculator

Without assuming collinearity of the decay products of each 7 lepton, there is no
unique solution for the reconstruction of the invariant mass of the di-7 system,
since the corresponding set of equations is under-constrained. The set of equations
consists of the on-mass-shell requirement of the 7 leptons and the measurable

quantities such as the transverse E*5 components (E7™* and E%™) assuming
ERSS =37 cutrinos P and the momenta and invariant masses (10‘1“/52 and Mgy /2) of

the visible 7 decay products:

E%HHSS — prlmss sin Himss cos qbrlmss + p12nlss <in gémss CoS ¢I2‘IHSS
E%mlss — prlmss sin eimss sin gbrlnlss 4 pémss sin egmss sin ¢12nlss
2 2 2 vis 2 miss 2
mry = Mipiss1 T Myis1 T 2\/p1 + Myis1 \/pl + Miniss1
—2p1®pT"™® cos Aby
2 2 2 vis 2 miss 2
My = Mipigsa T Myiso + 2\/p2 + Myis2 \/pZ + Miniss2
—2p5° Py cos Abs. (5.4)
The unknown variables are the momenta prﬁiss, the invariant masses mfmssl /2 and
the angles 95“/1255 and Iln/igs of both neutrino systems, which each contains two

neutrinos in the fully leptonic decay channel. The Missing Mass Calculator algorithm
(MMC) [1I79] provides a single value for the reconstructed invariant mass myic
of the di-7 system. This is accomplished by scanning over the unknown variables
of the neutrinos and solving the equation system for each scan point. The
mavc solution at each scan point is then weighted based on the matrix element of
the corresponding 7 lepton decay. The most probable value for the reconstructed
invariant mass among all solutions of the scarﬂ is returned as final mypc value.
The scan is performed in the unknown variables 6} /20 the angle between the final
state lepton in the 7 lepton rest frame and the boost direction of the 7 lepton in the
lab frame, and the invariant mass of the neutrino system m%isl /2 The choice of the
7 lepton rest frame in case of the scan in 67, simplifies the calculation of the matrix
element based weight significantly. In addition to the four unknown variables, a scan
in E™iss and E;“iss is performed. Since the mynic solution is affected significantly by
the E7" resolution, each of these scan points is weighted by a Gaussian probability
function, that depends on the scalar sum ), Er} of all transverse energy deposits 4
in the calorimeter, in addition to the 7 lepton decay matrix element weight. This
additional scan reduces the potential bias due to E%ﬁss resolution effects. The
six-dimensional scan is then used for retrieving corrected values of ;n/iss, which
then enters again the four dimensional only scan in 67 /2 and m%isl /2° The MMC
provides a solution for the reconstructed invariant mass mynic of the di-7 system

for 99% of all events in the H — 777~ and Z/v* — 777~ samples. The residual

3The reconstructed mass value, at which the distribution of mymc evaluated for each scan point
has its maximum, is chosen as most probable value and returned by the MMC algorithm [179].
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failure rate, where no solution in each of the scan points is found, can be mainly
miss

explained by outliers of the E}"'* measurement.

A comparison of both invariant mass reconstruction algorithms meon and mymc is
shown in figure[5.§ for the VBF and Boosted categories respectively. Both approaches
are able to reconstruct the invariant mass of H — 777~ and Z/v* — 7777, which
are fundamental variables for the separation of signal and irreducible backgrounds
events. The width of the mynvc distribution is 20 GeV (20 GeV) for the signal in
the VBF (Boosted) category and therefore smaller than the one for the collinear
approximation with a width of 24 GeV(24 GeV). In case of Z — 777~ processes
a similar behaviour is expected. The sophisticated MMC approach is chosen as
default option for reconstructing the invariant mass of the Higgs boson due to its
improved resolution compared to the collinear approach.

5.6. Boosted Decision Trees

Boosted Decision Trees (BDTs) are a multivariate analysis technique (MVA), which
is used in the analysis to separate Higgs boson signal events from background pro-
cesses. MVA techniques typically improve the signal versus background separation
significantly compared to a pure cut-based selection approach.

The basic concept of a Decision Tree is illustrated in figure [5.9] Decision Trees
classify events into signal-like or background-like categories. It is based on a binary
tree, which consists of multiple sets of sequential cuts on specific input variables and
results in different leaf nodes for signal and background events [I80]. In contrast to
a simple cut-based selection, a Decision Tree divides the phase space into several
hypercubes instead of a single one, improving the separation power between signal
and background. A single Decision Tree is prone to statistical fluctuations in the
training samples, which might bias the cut sequences artificially (over-training). For
this reason, a boosting procedure is applied, which typically repeats the application
of the Decision Tree several times [I81]. The same training samples are used for each
individual Decision Tree but the single events within the samples are re-weighted
according to the mis-classification rate of the predecessor Decision Tree. The BDTs
finally provide a single classifier by calculating a weighted average of the output
from the individual Decision Trees, where the weights depend on the underlying
boosting algorithm. The final one dimensional classifier is transformed such that
it takes continuous values in the range from -1 for very background-like to +1 for
signal-like events. BDTs are less prone to over-training effects compared to single
Decision Trees.

In the following sections, the settings (section [5.6.1)), the training (section |5.6.2)
and the optimization (section [5.6.3) of the BDTs for both categories are discussed.
The performance of the chosen BDTs is outlined in section [5.6.4]
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5.6.1. Settings

The cut sequences of a single Decision Tree are determined in the training step, based
on the Gini Index separation (gini). The gini criterion is defined as gini = p(1 — p)
with p being the fraction of signal events in the training sample. It reaches its

m

aximum for a fully mixed sample with p = 0.5. For each tree in the forest of

the BDT, the variables and the corresponding cut values are chosen such that
the increase in the gini separation between a parent node and the sum of the
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Figure 5.8. Distributions of both di-t invariant mass reconstruction algorithms moy
(left column) and mpypc (right column) for the VBF (top row a and b) and Boosted
category (bottom row ¢ and d).
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Figure 5.9. Schematic view of a Decision Tree [180]. Multiple binary decisions form
sequences of kinematic cuts, which categorize events into signal-like or background-like
leaf nodes.

indices of the two daughter nodes, weighted by their relative fraction of events, is
maximized.

The boosting algorithm is chosen to be Gradient Boosting (GradBoost) [180]. It
combines several single Decisions Trees i, so-called weak learners f;(z), into one
BDT response function F'(z) in terms of a weighted sum F'(x) = Y o fi(x), where
x denotes the events in the training sample. The weights «; are adjusted such that
a specific loss function L(F,y) is minimized, which reflects the deviation of the
model F(z) from the underlying true value y with y = +1 for signal and y = —1
for background events. In case of the GradBoost algorithm, the loss function is a
binomial log-likelihood function

L(F,y) =1n (14 2@, (5.5)
The minimization for determining the coefficients «; is done iteratively using a

steepest-descent approach. The GradBoost algorithm is relatively robust in presence
of data fluctuations and outliers.

Table 5.6. Optimized BDT settings, which are used for the BDTs in VBF and Boosted

category.

’ BDT settings ‘ VBF ‘ Boosted
Separation type ging gini
Boosting type GradBoost | GradBoost
Nyee 250 1000
B 0.05 1.0
niin 1.3% 1.0%
dmax 4 3
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Further BDT parameters are the number of Decision Trees in the BDT forest Nyee,
the shrinkage parameter 5, which controls the learning rate of each subsequent
Decision Tree, the minimum percentage of training events in the leaf nodes n™2 and
the depth of the Decision Trees d;,qz, which defines the maximum number of cuts in
the sequences before a result is obtained. More details about the BDT parameters
and their optimization is discussed in section [5.6.3] Table summarizes the

optimized BDT settings, that are finally used in the analysis.

5.6.2. Training

The BDT training defines the individual weak learners and the overall response
function depending on the BDT parameter settings, the signal and background
samples and the pool of input variables, which can be accessed by the individual
Decision Trees.

The BDTs have been trained with signal samples for the Higgs boson mass of
mp = 125 GeV in the VBF and Boosted category. In case of the VBF category, the
signal training sample includes only Higgs boson events from the VBF production
mode to optimize the BDT with respect to this particular mode. Events from
non-VBF production modes behave more background-like compared to the VBF
production mode and would therefore decrease the sensitivity if used in the training.
In the Boosted category, which excludes the VBF-like phase space, the kinematic
differences between the Higgs boson production modes (VBF, GGF and VH) are
smaller compared to the VBF category. In addition, the sensitivity is expected to
be smaller due to a larger background contamination. Therefore, all Higgs boson
production modes have been used to train the BDT in the Boosted category.

To guarantee an unbiased evaluation of the MVA, the signal and background training
samples must be statistically independent from the testing samples, which are finally
used in the analysis. To avoid limitations of the sample statistics, a cross-evaluation
procedure is applied for the training and testing. Each sample is divided into two
sub-samples according to even and odd numbering of the individual events: one
BDT is trained, using a sub-sample with even only events, and one, using odd events.
Each BDT is then tested on the contrary sub-sample: odd events are tested using
the BDT from the training with even events and vice versa. In summary, two BDTs
are used in each category respectively, which have been extracted from statistically
independent sets of training samples without halving the the total number of events
for testing. The overall BDT distribution is then the combination of the BDT
distributions for each test samples. Data events are also numbered consecutively and
the same recipe is applied to divide the dataset into two sub-samples for testing.

The BDTs combine various discriminating variables into one single one-dimensional
classifier, which is continuously distributed in the range from -1 (background-like) to
+1 (signal-like). Numerous variables have been tested in the BDT training and only
the ones are added to the final set of input variables, which contribute significantly
to the BDT separation between signal and background components. The following
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sets of input variables are chosen for training the BDTs in the VBF and Boosted
category, respectively:

’ VBF ‘ Boosted
MMMC mM‘MC
AR({y,02) T
My 5o Mrrj1
An(j, j2) Co(Cl, EX™)
min[An(£4, )] myg
Cpy (i3, 1) - Cy (i, €2) P
Cn(jj,73) Ap(ly, o)
Sphericity
E%lss/p%

Table 5.7. Discriminating variables, which are used in the training of the BDT in the
VBF and the Boosted category.

VBF category specific input variables

AR(l1,02)

The distance AR = /A¢? + An? between both final state leptons separates
Higgs boson events from all non-Z/~* — 77~ background components. The
variable tends to be distributed at higher values for such background processes

compared to the signal (figure[5.11f(a) and |A.17)).

my, j,

TlieJinvariant mass of the two leading jets is sensitive to the VBF signal event
topology. The values are typically higher for VBF signal than for background
events due to the relatively high pr and the separation of the forward jets,
which are produced in the VBF mode (figure [5.11|(b) and [A.18).

An(j1,j2)

The distance An between both leading jets is the most prominent variable with
a strong separation between background processes and the signal component
from the VBF production mode. A loose cut on this variable is already used
in the preselection to define the VBF category. The distinct large 7 separation
of the leading forward jets in VBF signal events stems from the t-channel
contribution in the VBF Higgs boson production (figure [5.11fc) and [A.19).

min[An(¢4,j)

The variable provides the minimum An distance between the vector of the
two lepton system and one of the jets. The Higgs boson decay products in
VBF signal events emerge typically between both leading forward jets within
the central detector region. Since there is low hadronic activity between both
forward jets in these signal events due to the missing color exchange of the
incoming quarks, the minimum distance between the lepton system and the
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jets tend to be larger for VBF signal than for background processes (figure

FId) and (L20).

® Cn(jj,él) : Cn(jj7€2)
The 7 centrality quantifies the n position of an object k& with respect to the
two leading jets in an event. Its definition is

> _ —4 _ +77j2>2
Cy(jj, k) = exp [(% 0 (nk 5 ] : (5.6)
where 7;, and 7, are the pseudorapidities of the two leading jets and 7, the
one of the probed object k. The 7 centrality is a continuous variable, which
reaches a value of 1 when the object is in the middle of both leading jets with
respect to 7, 1/e when the object is collinear with one of both jets and < 1/e
when the object is outside the opening angle of the jets in 7.

In this case, the BDT input variable is defined as the product of 1 centralities
for both final state leptons £ and £5. As already mentioned, the Higgs boson
decay products tend to emerge in the central region of the detector, resulting
in higher values of the centrality product in VBF signal events compared to

background events (figure [5.11|(e) and |A.21]).

® C’V] (jj7j3)
The 7 centrality can also be evaluated for a third jet in the event. If only
two jets are present in the event, a default value of —0.5 is assigned to the
variable. Due to the low hadronic activity between the two forward jets in
VBF signal events because of the absence of color exchange of the incoming
quarks, the variable tends to adopt smaller values and more often the default
value for VBF signal than for background processes (figure [5.11](f) and [A.22)).

Boosted category specific input variables

. p}
At leading order, Higgs bosons produced via GGF mode are not expected to
have any transverse momentum since no initial state radiation occurs. Any
initial state radiation leads to a boost of the Higgs boson. Therefore, the
transverse momentum p% of the leading jet is connected with the pr of the
Higgs boson. In GGF signal events, the pzfl distribution has a longer tail at
high values compared to background events. In addition, also VBF signal
events tends to be distributed at higher pJ} values because of the characteristic

high pr forward jets (figure [5.12((a) and |A.24)).

myr J1

The invariant mass of the di-7 system in the collinear approximation and
the leading jet tends to be higher for signal compared to background events
due to the large Higgs boson mass of 125 GeV and a relatively high jet pr
in boosted signal events. The effect is more pronounced for signal events
from VBF production mode since the leading jets are expected to have larger
transverse momenta than in the GGF mode. The variable separates signal
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especially from the resonant Z/v* — ¢7¢~ background contribution because
of a smaller mass and pr of the Z boson compared to the Higgs boson (figure

5.12[(b) and [A.25]).

Cy (00, B

The ¢ centrality is a variable that quantifies the relative angular position of
an object k with respect to both final state leptons in the transverse plane.
The transverse plane is transformed such, that the direction of the leptons
are orthogonal and that the smaller ¢ angle between the leptons defines the
positive quadrant of the transformed plane. The ¢ centrality is defined as
the sum of the z- and y-components of the unit vector of the object k in this
transformed plane:

Cé(ﬁé, k) = Sln( k — ¢l1)/ Sin(‘% - ¢l1) (57)
Cf(%, k) = sin(¢y, — ¢r)/sin(¢y, — ¢1y) (5.8)
C’ k) + C’¢ (00, k)

Cylll k) = (5.9)

00, k)2 + CB (et k)2

WA

The variable is evaluated for the missing transverse momentum vector E5 and
tends to be larger for non-Z/y* — 777~ background components in compari-
son to the signal. Neutrinos, originating from the 7 lepton decay products in
case of H — 777~ or Z/v* — 777, typically move in similar directions than
the corresponding leptons due to the large boost of the Higgs or Z boson in the
Boosted category. This effect causes the EBS vector to be in between both
leptonic decay products, which is not necessarily the case for non-resonant
processes or background events with fake missing transverse momentum such

as Z/v* — eTe™ /utu~ decays (figure[5.12(c) and [A.26).

myy

The visible invariant mass of the lepton system discriminates mainly between
signal and Z/~* — £T¢~ events. Background events, including top quark pair
and di-bosonic processes, are also reasonably well separated from the signal

(figure [5.12fd) and [A.27).

Py

The transverse momentum of the leading lepton discriminates between signal
and Z/v* — eTe™ /utu~ events, which typically provide larger values for pgl
due to prompt leptonic decays, and events with fake leptons with a much a

softer lepton pr spectrum (figure e) and |A.28)).

Aop(lq,02)

At preselection level, the distance A¢ between the two leptons separates
signal mostly from Z/v* — ¢4~ processes, where the Z boson has very low
pr and the leptonic decay products have a back-to-back topology. However
in a boosted phase space, leptonic decays of Higgs or Z bosons with high
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pr result in small A¢ values since the final state leptons are collimated.
Due to the smaller Z boson mass compared to the Higgs boson mass, the
Z/y* — 777~ events are accumulated at even lower values of A¢. This is not
necessarily the case for non-resonant di-lepton final states such as top quark
pair production processes, which tend to occur at much higher A¢ (figure

5.12(0) and [5.29)

e Sphericity
The variable describes the isotropy of the energy flow in the event [182]. It is
based on the momentum tensor

2P
gaob — 2 PiP;. (5.10)

> [9i?)
where a and ( are tensor indices. The summation is performed over the
momenta of the selected leptons and jets in the event. The sphericity S of
the event is then defined in terms of the two smallest eigenvalues Ao and A3
of this tensor,

S = g()\g-f—)\g). (5.11)

The sphericity has good separation power between signal and all background
components. The energy flow of background events tends to be more isotropic
and is shifted to higher sphericity values than for boosted signal events (figure
[5.13|(a) and [A.30).
o Errf‘nss/p%

The ratio of the missing transverse momentum and the sub-leading lepton
pr separates especially Z/v* — eTe™ /ut ™ processes from the signal. Such
background processes contain only a small amount of fake EITniss compared to
real ER due to neutrinos in signal processes with larger lepton transverse

momenta because of prompt leptonic Z boson decays (figure [5.13(b) and
A.31).

Common input variable

* IMyMC
The invariant mass of the di-7 system, which is based on the Missing Mass

Calculator algorithm as described in section discriminates well between
signal and the dominant Z/v* — 777~ background due to the lower mass of
the Z boson compared to the assumed Higgs boson mass. This variable is used
in both the VBF and the Boosted category. It is one of the most important
discriminating variables as shown below (figure [5.10} |A.16|and |A.23)).

The BDT input variables in the VBF and Boosted category are summarized in table
(.7 and shown in the figures [5.10} [5.11] 5.12] and [5.13] Overall, the background
prediction is in good agreement with the data and only in case of the mymc
distribution in the VBF category, a potential upwards fluctuation in the region of
mayvc = 125 GeV is visible. The significance of this excess, which is determined
with respect to the final BDT classifier distribution, is discussed in section [10.1]




96 5 SEARCH FOR THE Hicas BosoN IN H — 777~ — T/~ 4v DECAYS

Appendix [A.2] shows a full set of comparisons of the input variables for the individual
signal and background components in both categories, to highlight their separation
power.
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Figure 5.10. Distributions of the invariant di-r mass, using the Missing Mass
Calculator algorithm, in the VBF and Boosted category. The invariant manc mass is
used as BDT input variable in both categories. The error band includes statistical and
systematic normalisation uncertainties.
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BDT input variable ranking
VBF Boosted
Variable ‘ Importance Variable ‘ Importance

myIMC 0.243 mymMcC 0.135
Cy(j4, 1) - Cy(jj, ¢2) | 0.212 mye | 0.127
mj jo 0.158 Agﬁ(@l, 62) 0.124
Cy(474,73) | 0.122 Cy(0l, EX™®) | 0.120
An(ji,j2) | 0.112 Sphericity | 0.117
AR(l1,05) | 0.089 P2 | 0.100
min[An(24, §)] | 0.065 Emiss [p2 1 0.098
P | 0.093
Mrrj | 0.087

Table 5.8. The importance of all BDT input variables in both categories.

The

quoted value is the mean value of both cross-evaluation training cases. The higher the
importance value is, the more contributes the specific variable to the separation between

signal and background.
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To quantify the importance of each BDT input variable, a ranking procedure is
defined. The ranking is based on the number of occurrences of the variable in
leaf nodes of all Decision Trees within the BDTs. Each occurrence is additionally
weighted by the number of events in the leaf node and the squared gini separation
gain. Table shows the BDT input variables ranking and lists the average value
of the corresponding importance with respect to both cross-evaluation training
samples for the VBF and Boosted category. The highest ranked input variable in
both categories is found to be mymvic-
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Figure 5.14. Distribution of the final BDT classifier for the individual signal compo-
nents compared to the total background model in the VBF and Boosted category.

Figure [5.14] shows the final BDT classifiers for both categories. Events, trained as
signal, peak near a value of +1 and events, trained as background, are accumulated
in the region of -1. All background processes considered in the analysis are used in
the background training sample (see chapter . A good separation in case of the
VBF category is observed due to the unique kinematic properties of the VBF signal
process, which has been used as the exclusive signal component in the training.
Signal processes from GGF and VH production have not been considered in the
training, for which reason such events are accumulated at more background-like
values of the BDT classifier. In case of the Boosted category, all signal processes
have been used in the BDT training. They are well separated from background
events although there are indications for a lower sensitivity compared to the VBF
category due to broader classifier distributions.
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5.6.3. Optimization

The optimization of the BDT parameter settings is based on the separation power
SBpT, which is defined as

Sppr = —F/——mms, (5.12)

with § and b being the mean values of the BDT classifier distributions for the
signal and background samples. o4 and g3, are the corresponding RMS values of the
distributions.

Since a four dimensional scan in the relevant BDT parameters is very costly in terms
of time, a two-dimensional scan in Ny and d;,q; has been performed calculating
Sppr at each scan point. Figure shows the regions of optimal separation
Sppr in this two dimensional plane in both categories. Concerning the remaining
parameters 3 and n2i% only a one dimensional scan has been performed respectively,
using the optimized values for Nyyee and dyaz, as shown in figure [5.16] The final
working points for these parameters are chosen to be within regions that maximize
Sppr as indicated in the corresponding figures by markers. The absolute values
of Sppr for the VBF exceeds the one for the Boosted category, which indicates a
higher sensitivity of the analysis in the VBF compared to the Boosted category.
While the BDT is relatively sensitive to Nyee, dimaz and B, the minimal node size
n3n hardly effects its ability to separate signal from background events. The final
optimized BDT settings, which are used in the analysis, are summarized in table
0.0l

5.6.4. Performance

A useful measure to estimate the quality of a MVA is the Receiver Operating
Characteristic (ROC). The ROC curve displays the background rejection ryg,
which is defined as one minus the background selection efficiency (1pkg = 1 — epkg),
as function of the signal selection efficiency ey, with respect to cutting on the
MVA classifier distribution. Figure [5.17] shows the ROC curve for the BDTs in
both categories. The sample labels A and B denote the two cross-evaluation
sub-samples for the BDT training and testingﬂ A diagonal straight ROC curve
from (rpkg = 1,€sig = 0) to (rpkg = 0,&sig = 1) represents uniformly distributed
classifiers for signal and background. The more the ROC curve tends to the upper
right edge (rpkg = 1,655 = 1), the better performs the BDT in terms of signal
versus background separation. The ROC curve of the BDT for the VBF category
shows a better performance than the BDT for the Boosted category. No significant
disagreements in the ROC curves of both cross-evaluation sub-samples A and B are

4FEach event is labeled with a unique number consecutively. The samples for cross-evaluation are
denoted as A (training with even events and testing with odd events) and B (training with odd
events and testing with even events). Thus, independent samples for training and testing are
defined and cross-evaluated in the analysis to avoid a loss of sample statistics as explained in

section @
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Figure 5.15. Separation Sppr of the BDT classifier between signal and background
as function of Niee and dmax for the VBF (a) and Boosted category (b). The circle
indicates the chosen working points in the analysis. Optimal regions are colored red.

observed, which demonstrates the stability with respect to statistical fluctuations
in one of the sub-samples.

A comparison of the training and testing samples in each of the sub-samples A
and B is shown in figure [5.18] for signal and background events. The VBF BDT
classifier distributions for testing and training are in good agreement, which is also
reflected by its corresponding high x? probability. Concerning the Boosted category,
training and testing distributions also agree reasonably well and only minimal
over-training is observed despite a much smaller y? probability. The agreement
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Figure 5.16. Separation Sppr of the BDT classifier between signal and background
as function of B (a and b) and n™" (c and d) for the VBF and Boosted category

size

respectively. The circle indicates the chosen working points in the analysis.

in these comparisons emphasizes the low sensitivity to over-training effects of the
BDTs, which are used in the present analysis.

Figure [5.19 shows the final BDT classifier distribution of the prediction for signal and
background in comparison to the observed data in both categories. As for the various
BDT input variables, which have been discussed in section the background
model is in good agreement with the measurement within regions, that are dominated
by background-like events. In the very signal-like bins of the distribution, upwards
fluctuations in both categories are noticeable. For the VBF category, such upwards
fluctuations have already been indicated in the mypic distribution (see figure .
The significance of this observation and the compatibility of the data excess with a
Standard Model Higgs boson signal is discussed in detail in section [10.1
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Figure 5.18. Comparison of training and testing signal (light and dark blue) and
background (light and dark red) samples with respect to the corresponding BDT classifier
distributions for both cross-evaluation cases A and B in VBF and Boosted category.
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Figure 5.19. Final BDT classifier distribution of the background model compared
to the observed data in the VBF category (a) and the Boosted category (b). The top
quark and Z/v* — ete” /utp~ background is normalised to data, based on information
from dedicated control regions. Di-boson and H — WW background processes are
normalised to the corresponding theoretical cross-section. Z/v* — 771~ and fake
lepton background processes are estimated in a data-driven way. Background estimation
is explained in detail in chapter E



6  Test of CP Invariance in VBF Higgs
Boson Production in

H — 777~ — £7¢~ 4v Decays

The analysis presents a test of the CP-invariance in the Higgs boson production
via vector-boson fusion in the fully leptonic decay H — 777~ — T4 4v [9]. Tt is
based on the method of the Optimal Observable and uses the full 8 TeV dataset
with an amount of [ L£dt = 20.3 fb~!, which has been recorded in 2012 with the
ATLAS detector. CP-violating contributions to the SM coupling of the Higgs boson
to the electroweak gauge bosons are parametrized by a single parameter d within
the framework of an effective field theory (see section . In the first part, the
signal processes are discussed (see section . A re-weighting method is used
for generating CP-mixed signal samples. In addition, the method of the Optimal
Observable is explained, which is used as final discriminant in the fitting procedure
to determine central confidence intervals on the CP-mixed parameter d. The second
part provides an overview of the background estimation (see section . Third,
the analysis strategy and the event selection are presented (see section The
results of the measurement are shown in section [[0.21

6.1. Signal processes

The analysis focuses on testing the CP-invariance of the HV'V vertex. Therefore,
Higgs boson events from the VBF mode with mpy = 125 GeV are considered as
the signal process of interest. In the SM, the HV'V couplings are predicted to be
CP-conserving. Any observation of CP-violation would point to physics beyond
the SM. The anomalous couplings are described in the framework of an effective
field theory as explained in section Each CP-mixed scenario is parametrized
by a single parameter d~, which controls the size of the CP-odd admixture to the
SM CP-even HV'V couplings. Both Higgs boson decay channels into 7 leptons
(H — 7777) and vector bosons (H — WTW ™) are utilized to select signal events.
Only anomalous Higgs boson couplings to vector bosons are considered as signal
in this analysis, while couplings to fermions such as the H77 decay vertex and the
GGF Higgs boson production vertex are assumed to be SM-like.

To measure potential CP-mixed signal scenarios, observables are defined, which
are sensitive to CP-violation. Section presents examples of such CP-odd
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observables, which are used as the final discriminant in the present analysis to
separate CP-mixed scenarios from the pure SM one. In section the re-
weighting method for generating the CP-mixed signal samples is explained. Since
anomalous HV'V couplings contribute also to the vertex of the H — WTW ™ decay,
section discusses the impact of these contributions on the measurement.

6.1.1. CP-odd Observables

The test of CP-invariance in this analysis is based on CP-odd observables, which
are sensitive to CP-violation. In case of pure SM processes, these observables have a
mean value of zero while for CP-violating processes it does not vanish. This approach
is a model independent way of testing the CP-invariance. Two such observables are
presented and explained in this section. The first one is called Optimal Observable
OO and is chosen as default final discriminant in the present analysis. It combines
information of a high-dimensional phase space into a one-dimensional variable and
has therefore a rather high discriminating power between pure SM signal samples
and signal including anomalous couplings. An alternative approach uses a much
simpler observable called signed A¢(j1,j2), which is based on the difference in the
azimuthal angle between the two leading jets.

e Optimal Observable

The Optimal Observable provides a powerful tool to measure coupling param-
eters in differential cross sections. The coupling parameter of interest in the
present analysis is d and the method of the Optimal Observable is applied to
test the CP-invariance of the HV'V couplings. The concept is based on using
full information of the entire kinematic phase space. In VBF-like phase space
regions, the final state consists of two tagging jets and the Higgs boson. It is
therefore characterized by seven variables with the assumption that the system
of identified Higgs boson decay products has a mass of 125 GeV, while jet
masses are neglected. Momentum conservation in the transverse plane is also
assumed. The Optimal Observable combines these phase space variables into
a single observable. This observable is optimal in the sense that the statistical
uncertainties on the measured parameter of interest are the smallest possible
ones that can be determined by any method. This holds if the cross section
dependence on the parameter of interest is linear, i.e. assuming small d values
and neglecting quadratic d? contributions in the matrix element. Thus, the
method of the Optimal Observable provides the highest sensitivity compared
to all other methods. It was first introduced in Ref. [I83] for estimating a
single parameter of interest based on the mean value of the Optimal Observ-
able. It was proven that a likelihood fit to the differential distribution of the
Optimal Observable corresponds to a likelihood fit to the manifold differential
cross section [I84]. The Optimal Observable approach can be extended to the
estimation of multiple coupling parameters, which can also include non-linear
quadratic terms in the matrix element [I85HI8T].
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The Optimal Observable, which is used to measure d in the present analysis, is
defined as the interference term in the squared matrix element of equation [2.49]
divided by the squared SM matrix element

2Re(MEMcp-odd)
00 = R
| Msm|?

(6.1)

The distribution of the Optimal Observable for various CP-mixed scenarios
of VBF H — 77~ events is shown in figure The pure SM scenario is
defined by d=0 and the corresponding distribution is symmetric with the mean
value < OO >= 0. In case of CP-mixed scenarios, the distribution is skewed
to negative (positive) values of the Optimal Observable with < OO ># 0
according to negative (positive) d values. The following considerations help to
understand the behavior of the shape of CP-odd observable distributions for
different CP-mixed signal samples. Based on equation the expectation
value of the normalised Optimal Observable distribution is defined by

1
= —_— d
<00 > fw/ooa,

J OO (dosy + d docp-oad + d* docp-oven)
[(dosm + d docp-odd + d? docp-even)
CZfOO daCP—odd

= - 6.2
f dUSM + d? f dUCP-even ( )

)

exploiting the fact that the expectation value of the CP-odd Optimal Observ-
able is zero for CP-even differential cross section terms and that the integral
over CP-odd cross section terms vanishes. Equation [6.2] shows that the expec-
tation value of OO is linear in d for small d values, while it approximates zero
for larger values due to the quadratic term in d in the denominator. That
is, the pure CP-odd signal scenario results in a mean value < OO >= 0 as
well as the pure SM case. This indicates that the corresponding mean value
of the CP-odd observables presented in this analysis is especially sensitive to
CP-violation for small d admixtures.

The matrix elements, which are needed for calculating the Optimal Observable,
are extracted from HAwk [I71, 172] at LO accuracy. The input variables
to the corresponding matrix element calculation are the four-momenta of
both tagging jets and the Higgs boson and the Bjorken momentum fractions
x?}grken of both initial partons. These Bjorken values are calculated according
to

Bjorken %eiy}”j, (63)

Ty = NG
under the assumption of energy and momentum conservation, where xllsjorken
denotes the value for the incoming parton in the positive and :U};jorken in the
negative z-direction. My ;; and ypj; are the invariant mass and the rapidity of
the vectorial sum of the tagging jets and the Higgs boson four momenta. The
Optimal Observable can then be calculated event-by-event at reconstruction



110

6 TEST oF CP INVARIANCE IN VBF Hicgs BosoN PRODUCTION IN
H — 7t = ¢t¢~4v DECAYS

level. Since the flavour of the incoming and outgoing partons is unknown, the
numerator and denominator in equation [6.1]is defined by the sum of matrix
elements

2Re(MiyMcp-oda) = 3 filar) fi(w2)2Re (M MEHN) (6.4)
ijkl
Msul? = Y filan) fi(a2) | MET

ijkl

over all parton flavour configurations ij — klH, where each individual matrix
element is weighted according to the PDF value f; of the corresponding
incoming parton ¢. The CT10 [88] PDF parametrization has been chosen for
calculating the weighted sum.
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Figure 6.1. Distribution of the Optimal Observable for VBF Higgs boson signal events
for d = —0.6,0.0,0.1 at parton level. The SM signal sample was generated with the
MG5_AMCQNLO [188] with LO accuracy. It is then re-weighted to the different
CP-mized scenarios. Following selection cuts at parton level are applied: at least two

outgoing partons with p

T

o /ps 25 GeV within the detector acceptance of |1, /p,| < 4.5,

invariant mass of my, p, > 500 GeV and a pseudo-rapidity gap An(p:,p2) > 2.8 [9].

o Signed A®(j1,72)

The signed A¢(j1,j2) variable is a simple CP-odd observable, which can be
used to probe the HV'V vertex structure in the VBF Higgs boson production
mode as suggested in Ref. [I89]. It is defined by

eijub P 0 pt = 2pTpT sin A(py — ¢_) = 2p%p" sin Ag(j1,5a).  (6.5)

The indices +/— denote the detector hemispheres in positive /negative direction
of the beam axis. The variables bi /- indicate the four-momenta of the proton
beams and pi _ the ones of the two tagging jets. ¢,,_ are the azimuthal

angles of the jets. The reconstructed jets point into different hemispheres,
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i.e. events with two tagging jets measured in the same hemisphere are not
considered in the analysis. The A¢(ji1,j2) variable is signed depending on
the configuration of the outgoing jets (positive sign if the leading jet points
into the hemisphere of the positive beam axis direction and vice versa) and is
therefore a parity odd observable. Figure illustrates the behavior of this
variable at parton level.
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Figure 6.2. Distribution of signed A¢(j1,j2) for the SM, pure CP-odd and an arbitrary
CP-mized scenario. The distributions of the pure SM and the CP-odd scenario are
symmetric while having different shapes. The shape of the CP-mixed scenario is shifted
with a non-vanishing mean value.

Similar to the Optimal Observable, the mean value of the distribution of the
signed A¢(j1,j2) vanishes in case of CP-even or CP-odd signal events and is
non-zero for CP-mixed scenarios.

Testing CP-invariance can be achieved by measuring the mean value of the CP-odd
observables and comparing the results to the prediction for different CP-mixed
d scenarios. In addition, a full likelihood fit to the differential distributions of the
observables can be performed to determine central confidence intervals on d.

6.1.2. Modelling of the CP-violating Signal

The SM VBF Higgs boson samples are generated with POWHEG+PYTHIAS [81], [97]

at NLO accuracy assuming a Higgs boson mass of my = 125 GeV as summarized
in table [5.11

The non-SM signal processes of the analysis include CP-odd admixtures to the
tensor structure of the SM HV'V vertex. Such anomalous couplings are described
by the d parameter. The corresponding samples are generated by re-weighting
the SM signal sample, since a full simulation at various d scan points would be
too time and CPU consuming. The event weights w are based on the ratio of the
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squared matrix element value for a CP-mixed scenario of the VBF Higgs boson
signal (defined by a specific d value) to the SM matrix element w = [M j|?/| Mg |>.
The Hawk [I71), 172] program is used for calculating the LO SM and non-SM
matrix elements. The input parameters of the matrix element calculation are the
flavours of the initial partons, the flavour and four-momenta of the outgoing partons
and the four-momentum of the Higgs boson. The Bjorken values x]f”grken, which
describe the kinematics of the incoming partons, are then determined based on
energy and momentum conservation (see equation . The simulated NLO events
are categorized into 2 — 2 4+ H and 2 — 3 + H processes depending the number of

outgoing partons and the LO matrix element is calculated accordingly.

The method of generating CP-mixed signal via re-weighting SM Higgs boson events
is validated by comparing them with directly generated non-SM signal events. These
samples are produced using the MG5_AMCQ@QNLO [I88] program, which is able to
generate signal events from VBF Higgs boson production with anomalous couplings
at NLO accuracy. Figure [6.3] shows a comparison of the Optimal Observable
and signed A¢(j1,j2) distributions using re-weighted and directly generated signal
events. The re-weighting method proves to be a good approximation to a full
NLO description of the non-SM processes with anomalous couplings. Remaining
differences in the shape are taken into account as systematic uncertainties, as
explained in section [8:3.1]
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Figure 6.3. Distribution of OO (a) and signed A¢(j1,j2) (b) for d=0.1 at parton
level. The CP-mized sample in red is produced by re-weighing a SM sample and is
compared to a directly generated sample for anomalous couplings. The SM and non-SM
sample are both generated using MG5_AMCQNLO at NLO accuracy.

6.1.3. Anomalous Couplings in the Decay

When testing CP-invariance in the HV'V vertex, contributions of anomalous cou-
plings do not only contribute to the production of the Higgs boson but also to the
decay H — WTW . The effect of such contributions to the decay vertex on the
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CP-odd observable is discussed in this section. Furthermore, it is assumed that the
coupling of the Higgs boson to leptons and thus the H — 777~ vertex structure
are SM-like.

In the present analysis, the relative contribution of signal events from VBF H —
W+W ™ processes is approximately 20% compared to VBF H — 777~ and is
therefore rather significant. A specific re-weighting has been applied to generate
H — WTW~ samples including anomalous couplings also in the decay. This re-
weighting is used to study the impact of anomalous couplings on the distribution of
the CP-odd observables. It is based on MG5 [190] matrix elements at LO accuracy
and has been validated by using GGF instead of VBF H — WTW ™ processes
assuming SM-like couplings in the GGF Higgs boson production vertex. Thus,
the effect of anomalous couplings in the decay can be easily separated from the
production part of the Higgs boson process. The validation of the re-weighting is
then performed by comparing the re-weighted SM GGF H — W W™ events to non-
SM events directly generated with MG5. Figure shows the distribution of A¢
between the two final state leptons, which is sensitive to anomalous couplings in the
decay H — W+W ™~ — fvfv. In the comparison of both samples, a relatively large
d value of 1 has been chosen to validate the re-weighting for better illustration. The
re-weighted sample is found to match the directly generated one and can therefore
also be applied to the VBF Higgs boson signal sample as discussed below.

The impact of anomalous couplings in the decay on the Optimal Observable is
estimated by comparing SM VBF H — W+ W ™~ signal events with the same sample
but re-weighted to a relatively extreme scenario of d=0.5 for the decay. Since the
CP-mixed weights for the production and the decay factorizes, the re-weighted test
sample takes only anomalous couplings in the decay into account while keeping
the production vertex SM-like. The observed differences shown in figure [6.5] are
an estimate for the impact of anomalous couplings in the decay on the Optimal
Observable. Since the differences are small and within statistical uncertainties, the
specific additional re-weighting of the decay vertex in H — W+W ™ events can be
neglected in the present analysis.

6.2. Background processes

SM Higgs boson samples for the VH and GGF mode are treated as background
components. GGF H-+1jet events have been generated with POWHEG at NLO
accuracy with the scale evolved according to the MINLO procedure MiNLO [191], 192].
Furthermore, PYTHIA8 was used for parton shower and the PDF is parametrized
according to CT10 [88]. This differs from the GGF Higgs boson sample used in the
search for H — 777~ — T/~ 4v since the MINLO sample is expected to provide a
better modeling for GGF events in the VBF-like phase space region.

The estimation of further background processes is fully consistent with the one
from the analysis of the search for H — 77~ — (*{~4v. Top quark, Z —
ete” /T p~ and di-boson processes are taken from simulation with the normalisation
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Figure 6.4. Comparison of the A¢(e,pn) distribution in the fully leptonic GGF
H — WHW~ decay channel for various d CP-mized scenarios. The samples in black
are directly generated with MG5 for d=0.1,1.0, pure SM (d=0) and CP-odd (d=cc)
scenarios. The sample in red is the re-weighted SM sample for d=1.0.
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Figure 6.5. Comparison of the Optimal Observable in the fully leptonic VBF H —
WHW = decay channel. Pure SM events are shown in black and re-weighted SM events
for d=0.5 in red, which include anomalous couplings in the decay only while keeping
the production vertex SM-like.

of the corresponding background samples being estimated using data control regions.
Z — 77 and fake lepton processes are estimated in a data-driven way. Information
about event generators and cross section predictions is summarized in table
Details about the validation of the different background estimation approaches can
be found in chapter [7}
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’ Category \ Selection Cuts ‘

Preselection
CPp A second jet with pJ2 > 30 GeV
An(j, j2) > 2.2
scorep Bk > 0.68

|00 < 15

Table 6.1. Summary of the event selection of the CP analysis. The selection follows
closely the VBF category of the analysis of the search for H — 777~ — {70 4v (see

chapter @

6.3. Event Selection

The present analysis exploits the VBF category of the analysis of the search for
H — 7777 — {74~ 4v to test the CP-invariance in the HV'V couplings. The event
selection of the CP analysis consists of the same lepton and trigger selection criteria
as well as the preselection and the VBF categorization as quoted in chapter [5l At

least two tagging jets are required with p;f/ *>40/30 GeV with a pseudo-rapidity
gap of An(j1,72) > 2.2. In the VBF category, BDTs were trained to separate VBF
Higgs boson signal from background processes. An additional cut on this BDT
classifier is introduced to enhance the number of signal events from VBF Higgs
boson processes. The signal region of the CP analysis is defined as the three most
signal-like bins of the BDT classifier in the VBF category according to the binning
that was chosen for the fit in the search for H — 777~ — ¢T¢~4v analysis. This
corresponds to a cut value of scoreybh > 0.68. The aim of the analysis is the
determination of a central confidence interval of the d CP-mixed parameter, based
on maximum likelihood fits to the Optimal Observable or alternatively the signed
A¢(j1, j2) distribution in this region. Since the relative statistical uncertainties on
background event yields for high absolute values of the Optimal Observable become
very large, an additional cut of |OO| < 15 is applied. The definition of the signal
region is quoted in table

The expected number of background events in the signal region is 37.3 + 2.4
including also non-VBF SM Higgs boson events, where Z/y* — 7777 is the
dominant background contribution. The number of expected SM signal VBF Higgs
boson events is 6.3 + 0.1. Statistical uncertainties are quoted here. In total, 54
data events are observed, which indicates an excess with respect to the background
only hypothesis as expected from the search for the H — 777~ analysis. The
expected event yields for the SM signal of VBF H — 777~ /WTW ™ processes and
all background contributions in the signal region of the CP analysis are given in
table In case of using signed A¢(j1, j2) as final discriminant, events are rejected
where both jets emerge in the same hemisphere as discussed in section The
fraction of events in the signal region, which are rejected due to the usage of signed
Ad(j1,72), is approximately 1% for signal and 10% for background processes and
the number of expected event in table [6.2] decreases accordingly.
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’ Process ‘ Expected Number of Events
(VBF)H — 77~ (SM) 5.21 £0.04
(VBF)H — W*TW~ (SM) 1.04 + 0.04
Z/v* = 1t 19.5+ 1.5
tt 3.5+£0.8
Z/v* —ete” 3.7+ 1.0
Z/v* — 't 4.34+0.8
Di-boson 2.5+0.9
Fake leptons 2.2+0.7
(non-VBF)H — 77~ /WTW~ 1.6 +0.1
Total Signal (SM) 6.25 +0.06
Total Background 37.3+24
’ Data 54 ‘

Table 6.2. Ezxpected event yields in the signal region of the CP analysis. The signal
event yields are quoted for SM prediction. The samples have been generated and
normalised with the event generators and cross section according to table[5.1 A Higgs
boson mass of my = 125 GeV is assumed for all signal processes. Z — 777~ and fake
lepton background contributions are estimated data-driven. Uncertainties are statistical
only.

The cut on the VBF BDT classifier of score\B/gg > (.68 was chosen such that the
simple statistical counting significance (see section is optimized while keeping
a reasonable amount of statistics according to at least one expected event in the
sample for each background contribution. The cut values were chosen to agree with
the bin edges of on the binning used in the fit to the BDT classifier distribution in
the search for H — 777~ — T/~ 4v. The statistical significance Zy as function of
the cut on the BDT classifier is shown in figure The decrease in significance
by choosing three instead of less bins of the signal-like BDT classifier values is
moderate.

The relative selection efficiencies for signal events in the VBF category to appear in
the signal region of the CP analysis, due to the cut on the BDT classifier, are listed in
table The change in the efficiency is moderate and ranges from approximately
48% for the SM signal scenarios to 44% for more extreme CP-mixed scenarios
with d=-0.6. By applying the BDT cut, the total background yield is reduced to
approximately 4% of the expected background in the search analysis. The shape of
the BDT classifier distribution is not significantly affected by the various scenarios.
Furthermore, the observed event yield is not used in the fit to constrain d.

Since fits to the CP-odd observables are performed for various d scenarios, it must be
ensured that the cut on the BDT classifier does not bias the shape of the observables.
Figure shows the dependency of the Optimal Observable as a function of the
BDT classifier range. The mean value of the Optimal Observable fluctuates around
zero within | < OO > | < 0.2, which is in reasonable agreement with statistical
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Figure 6.6. Statistical counting significance as function of the cut on the BDT
classifier in the VBF category.

uncertainties, for the pure SM VBF Higgs boson signal and the total background
expectation. In addition, the RMS of the distribution of the Optimal Observable for
signal events can be approximated by a constant mean value of 3.4. This behavior
indicates, that the Optimal Observable properties do not depend significantly on
the BDT classifier. Therefore, the chosen cut on the classifier is a valid approach
to define a signal-enhanced region to test the CP-invariance using the Optimal
Observable. Similar behavior is observed for the alternative CP-odd variable signed

Ad(j1, j2).

Figure [6.8 shows the distributions observed and predicted for both CP-odd observ-
ables, the Optimal Observable and signed A¢(j1,j2), in the signal region of the CP
analysis. As expected from the analysis of the search for H — 7777, an excess is
observed in data compared to the full background model. The number of bins and
the bin width are found to be optimal in terms of maximal sensitivity and stable fit
results. The final fit to the observables and the measured central confidence interval
with respect to the d parameter are presented in section m

The fit model includes additional control regions according to the analysis of the
search for H — 777~ — (T4~ 4v. The dedicated top quark and Z — ete™ /utu™ en-
riched regions of the VBF category control the normalisation of the corresponding

Signal Scenario | Rel. Selection Eff. [%)]
d=0.0 (SM) 48.4+ 0.5
d=0.1 476 +£0.5
d=-0.6 44.0+£0.5

Table 6.3. Relative selection efficiencies of the BDT classifier cut for the sum of
expected H — v~ /WYW ™ events for different CP-mized scenarios.
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Figure 6.7. Mean value of the Optimal Observable distribution in the signal region of
the CP analysis for signal (a) and background (b) events and the RMS of the Optimal
Observable distribution for signal events (c¢). The uncertainties include the statistical
error on the mean and the RMS value in each case.

samples. The definitions are summarized in table[7.2] Furthermore, the distribution
of the VBF BDT classifier in an orthogonal background-like region defined by
score\B/]]%% < 0.05 orthogonal to the signal region is included. This control region
is added to constrain the dominant Z/v* — 717~ background contribution. In
case of the search analysis, this is mainly achieved by performing the fit also in
the Boosted category, which includes a much larger amount of statistics and is not
included in the CP analysis. The distribution in this region corresponds to the
10 most background-like bins of the BDT classifier distribution, which was used
in the fit for the VBF category of the search analysis. To reduce the impact of
statistical fluctuations, the classifier distribution in this low BDT control region is
re-binned by a factor of two. This results in 5 equidistant bins, which are used in
the final fit of the CP analysis in addition to the signal and the control regions for
top and Z — ete” /utp~ background, that consider only event yields but not the
Optimal Observable distribution. Each control region contains a cut on |[OO| < 15
to take the efficiency of the corresponding cut in the signal region into account. The
modeling of the Optimal Observable and the signed A¢(j1, j2) distributions in the
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Figure 6.8. Optimal Observable (a) and signed Ad(j1,j2) distribution (b) of the
background model in the signal region of the CP analysis compared to the observed data.

The error bar contains statistical and systematic normalisation uncertainties.

various control regions is in good agreement with the observed data as shown in
section [7] The description of systematic uncertainties follows the search analysis
except for some additional nuisance parameters, which are discussed in chapter [§]






I Background Modeling

The chapter addresses the background model in the analysis of the search for the
Higgs boson in the decay H — 777~ — T/~ 4v and the measurement of its CP
properties. The estimation of background processes follows the same methodology
in both analyses. Figure[7.]]displays the composition of the backgrounds in terms of

relative fractions for each background component in the VBF and Boosted category
and the CP analysis.

VBF Boosted
BZN*—T T BZi* -1 T
BZy*~p WZy*~p
BZi*-e e WZi*-e e
m Di-boson m Di-boson
Top quark pair Top quark pair
M Fake leptons H Fake leptons
H-W W H-W W

(a) (b)

CP

B Zl* -1t
B Zjy*—pup
mZN*—ee
m Di-boson
Top quark pair
M Fake leptons
Non-VBF Higgs

(c)

Figure 7.1. Background composition in the VBF and Boosted category and in the
signal region of the CP analysis. In case of the CP analysis, the non-VBF Higgs
background component contains contributions from (GGF/V)H — vt~ /WTW .

The irreducible Z/v* — 77~ background is the dominant component in all signal

121
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regions and is estimated in a data-driven way, using the Embedding method (see
section . Furthermore, single Z boson production processes or di-boson events,
including prompt leptonic vector boson decays, contribute significantly to the
overall background composition (see section and as well as top quark pair
production processes (see section . The corresponding background events are
simulated while the sample normalisation is estimated using control regions in data.
A further non-negligible background component at the LHC covers events with
fake leptons, which are mainly due to the mis-identification of jets. Typical sources
of fake leptons are QCD multi-jet, top quark and W boson production processes
with less than two prompt real leptons in the final state (see section . The fake
lepton background estimation is based on data. In addition, there is also a smaller
contribution from fully leptonic H — W W™ decays, which mimic events from the
H — 7777 signal process (see section [7.6]).

71. Z/v" = 7vt71~

The decay of the Z boson into two 7 leptons is an irreducible background in the
present analyses. The relative contribution to the overall background yield is about
59% in the VBF category, 71% in the Boosted category and about 52% in the
signal region of the CP analysis. Thus, Z/v* — 777 is the largest background
component in all categories and a reliable model of these processes is of utmost
importance. The corresponding background estimation is therefore based on a
data-driven technique called the Embedding method [7].

The basic idea of the Embedding method consists of the selection of Z/~4* —
uwTp~ events from data and the replacement of both reconstructed muons in these
events with 7 leptons, whose decay into electrons or muons is then simulated.
The resulting events with this replacement can be used to represent the Z/~* —
77~ background. The method is justified by lepton universality and approximately
identical Z boson, jet and lepton kinematics. The benefit of the Embedding
method is the extraction of essential event properties from data rather than from
simulation because the corresponding Z/v* — p™p~ data control region is basically
free of signa]ﬂ These properties include Z boson and jet kinematics, pile-up and
underlying event effects. This improves the estimation of selection efficiencies and
the description of the BDT input variables especially in boosted or VBF-like phase
space regions, where a robust modeling of jets is required. Furthermore, the usage
of data-driven background estimation techniques reduces the number of systematic
uncertainties that need to be considered, whether they be experimental (e.g. energy
scale or resolution of simulated jets) or theoretical (e.g. the modeling of the Z
boson pr spectrum in simulated events). Since Z/v* — 7777 is an irreducible
background component, it is very difficult to define dedicated control regions where
signal-contributions are negligible, in order to validate or correct the modeling from
MC samples.

!The branching ratio of H — ™ is about 107° and therefore negligible in the analysis.
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In summary, the Embedding method provides a minimally biased sample of
Z/v* — 777 events based on a very pure Z/v* — utu~ control region. The
basic selection of Z/v* — pu*u~ events as well as further event modifications within
the Embedding method cause a loss of information about the absolute normal-
isation of the Embedding sample. Therefore, it is normalised to the simulated
Z/~v* — 7t~ ALPGEN sample after basic event cleaning, di-lepton and the analysis
trigger requirements for each final state individuallyﬂ However, the normalisation
for this background estimate is entirely unconstrained in the final fit.

7.1.1. Embedding Method

The Embedding method is divided into several technical steps: the Z/v* — u*u~ se-
lection in data, the replacement of muons with 7 leptons and the simulation of the
subsequent decay, the removal of the original muon track and calorimeter informa-
tion from the data event, the merging of the original data and the Z decay into 7
leptons and the re-reconstruction of the final hybrid event. The sequence of the
Embedding method consists of five steps, which are illustrated in the flow chart in

figure
1. Selection of Z/v* — utu~ data events

As input for the Embedding method, Z/v* — p*u~ events from collision
data are used according to the selection summarized in table [7.I] Events are
selected by a di-muon trigger with the threshold of 18 GeV for the leading and
8 GeV for the sub-leading muon or a single-muon trigger with the threshold
of 24 GeV. Two reconstructed muons with opposite charge, exceeding the pp
thresholds of 20 GeV for the leading and 15 GeV for the sub-leading muon, are
required. The muon reconstruction is explained in detail in section 1.4} Both
muons must satisfy the relative track isolation criterion p§9neAR/ pi< 20%
with AR = 0.4. The invariant mass of the muon pair must exceed at least
40 GeV. If there are three or more muons in the event, the two muons with a
common vertex, whose invariant mass is closest to the mass of the Z boson,
are chosen as seed for the Embedding method.

2. Z boson decay into T leptons

Firstly, the four-momentum of each of the reconstructed muons is extracted
from the data event.

The muons are then transformed in a second sub-step into 7 leptons by re-
scaling the muon momenta according to p, = ,/Eﬁ — m2. Here, the energy
E,, of the 7 leptons is kept unchanged while the mass is changed appropriate
to the value m;, with the transverse momentum scaled accordingly. The
production vertex of the 7 leptons is set equal to the one of the original muons.

2Same flavour final states contain two electrons ee or muons pu while the different flavour final
states contain one electron and one muon ey or pe, where the first lepton denotes the one with
the higher transverse momentum.
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Figure 7.2. Flowchart of the Embedding method.

Thus, the decay of the Z boson into a pair of muons has been transformed
into a Z boson decay into 7 leptons.

Third, the decay of each of the 7 leptons into an electron or a muon is
simulated with the TAuOLA [100] program, which takes spin correlations and
polarization effects of the 7 leptons into account. The polarization of the
Z boson is chosen to be randomly distributed by TAUOLA according to an
average polarization of zero, since the parton configuration in the initial state
cannot be accessed directly here. Event-based correction weights are applied
using the TAUSPINNER program [193, [194], which accounts for the actual
non-zero average Z boson polarization. TAUSPINNER determines the most
probable initial state parton configuration based on the kinematics of the
Z boson decay products. Furthermore, the PHOTOS [99] program simulates
QED photon radiative corrections in the 7 lepton decay.

A large number of final state electrons and muons, which are generated in
the simulated decay of the 7 leptons by TAuoLA, fall below the analysis
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’ Selection Definition ‘

Trigger mul8_tight muS_-EFFS or EF_mu24i_tight,
at least two muons with opposite charge,

Z/v* = utu- pi? > 20/15 Gev,
Embedding input isolated muons using
PSNeAR [yl < 20% with AR = 0.4,
My > 40 GeV

Analysis triggers,
at least two leptons with opposite charge,
different flavour final states only,

High Statistics pfip’l/Z > 25/20 GeV,
Z/v* =1t 40 GeV < my <85 GeV
control region pé’l + p? + Eiss S ph < 150 GeV

cos Ag(ERss, pgll) + cos Ag(E®mss, pélQ) > —0.7,
Events with a b-tagged jet
with pr > 25 GeV are rejected

Dedicated Preselection,
VBF /Boosted VBF or Boosted category requirements,
control regions m?gPTO < 100 GeV

Table 7.1. Selection criteria used in the Embedding method for selecting Z/v* —
utu~ data events as input and further control region definitions for validating the
Embedding sample. FEvent cleaning cuts are required in all cases.

offline pp thresholds. That is, a substantial amount of events in the original
Z/~v* — utp~ dataset would be lost. Therefore, a decay filter is implemented
in a fourth sub-step, forcing the final state electrons to be above a pr threshold
of 12 GeV and muons above 8 GeV. 1000 decay configurations of the di-7
system are simulated by TAUOLA in each event. The first decay configuration
passing the offline thresholds is then chosen as final state for further processing.
In addition, the decay filter efficiency is determined by dividing the number of
configurations passing the offline thresholds by the number of total simulated
decay configurations. This filter efficiency is then applied as an event weight
to correct the bias from the TAUOLA pr filter.

Finally, the Z/y* — 777~ mini-event, which does not contain pile-up and
underlying-event effects or additional physics objects apart from the 7 lepton
decay products, is then processed with the full ATLAS detector simulation and
reconstruction. During detector simulation, the calorimeter noise is turned off
because it is already included in the original data event, which is merged with
the mini-event later on.

3. Remowal of muon tracks and calo cells

+

Before merging the Z/4* — 777~ mini-event and the original Z/4* —
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ptp~ data event, the data event must have the original muons from the
Z boson decay removed. Corresponding muon tracks are thus removed from
the event. Then, energy deposits in the calorimeter associated to muons are
also removed from the event. For this purpose, a Z/v* — p*p~ mini-event
is simulated based on the same kinematics of the Z boson decay into muons
from the original event to estimate the corresponding energy deposits in the
calorimeter cells. Calorimeter noise is turned off in this case. These cell
energies in the mini-event are then subtracted from the original data event.
Thus, the remaining data event contains pile-up and underlying-event effects
as well as all physics objects except for those from the original Z boson decay
products.

. Embedding

In this step, the Z/v* — 777~ mini-event is embedded into the cleaned data
event. Therefore, all tracks in the mini-event are copied to the data event.
The cell energies in the mini-event are added to the cell energies of the data
event. The result of this merging step is a hybrid event, which contains a
simulated Z/v* — 777~ process within the real data environment.

. Reconstruction of the hybrid event

The Embedding hybrid event is passed again to the reconstruction algorithm,
that is a re-reconstruction of the Z/v* — 77~ process is performed. This is
necessary because additional energy deposits in the calorimeter due to pile-up
or underlying-event effects from the cleaned data event might influence the
value of EJ from the mini-event, which is only based on the neutrinos from
the 7 decay. In this final event re-reconstruction step, all physics objects are
recreated except for charged particle tracks since the effect here is assumed
to be negligible in the present analyses. The basic steps of the Embedding
method is illustrated in a sequence of event displays in figure [7.3]

Potential caveats of the Embedding method are discussed in more detail in the next
section [(.1.2)
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Figure 7.3. Event displays for basic steps in the Embedding method: the original
Z/v* = ptu~ data event (a), the Z/v* — 777~ mini-event with the upper T lepton
decaying into a muon and the lower one into an electron indicated by the yellow cluster
(b) and the final Embedding hybrid event Z/v* — 777~ — eTu~ (¢). Inner detector
tracks in light yellow, muon tracks in red, ECAL clusters in yellow, Tile cell deposits
in brown, traversed muon spectrometer segments in green.
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7.1.2. Corrections

The Z/+* — 777~ Embedding sample is based on the full 8 TeV dataset. It is
treated as collision data with additional corrections, that are needed to compensate
potential caveats of the Embedding method. These corrections are summarized in
the following section.

e 7 Decay Filter

As already explained in section the 7 decay products in the Z/~4* —
7777 mini-event simulated with TAUOLA are forced to exceed certain pr
thresholds to avoid a decrease in statistics. The resulting bias in the kinematics
of the decay products is corrected by applying the TAUOLA filter efficiency
as an event weight. This efficiency is calculated in each event on-the-fly
by simulating 1000 decays of the corresponding di-7 lepton configuration
while counting the number of decays, in which the decay products exceed
the pr thresholds. Figure shows the sum of transverse momenta of the
neutrinos in the event for the unfiltered and filtered samples before and after
applying the correction. In case of the filtered sample without correction, the
distribution is shifted to smaller values of > p4 because the leptons from the
7 decay are forced to have larger transverse momenta, which decreases the
neutrino momenta by trend. The corrected filtered sample is then again in
good agreement with the unfiltered one, which validates the filter correction
that is finally applied in the analysis.

e 7 Boson Polarization

The polarization of the Z boson is not taken into account correctly in the
simulation of the 7 lepton decay, because the initial parton configuration for
the production of the Z boson is unknown at this stage in the Embedding
method (see section . The TAUOLA program initially assumes an average
polarization of zero, which is corrected by applying event weights accounting
for the actual non-zero average polarization. These event weights are based on
TAUSPINNER, which determines the most probable initial state configuration
depending on the kinematics of the 7 lepton decay products. The effect of the
Z boson polarization is shown in figure The distribution of my, at parton
level for an unpolarized Z/v* — 777~ sample before and after applying the
correction is compared to a sample including polarization effects. A clear
improvement is visible when applying the polarization correction.

e Resolution and FSR Effects

An intrinsic feature of the Embedding method is the impact of detector
resolution effects of the original reconstructed muons on the Z boson kinematics
in the Embedding events. Final state radiation from the original muons might
bias the kinematics of the Z boson as well.

To study the resolution and FSR effects, alternative Embedding samples
have been generated [7]. Figure (a) compares the visible di-muon mass
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Figure 7.5. Comparison of the visible mass of the leptonic T lepton decay products for
unpolarized and polarized Z/v* — 777~ events (a). Performance of the TAUSPINNER

corrections(b).

of Z/v* — uTu~ events from data with an Embedding sample, where the
original data muons are replaced with simulated muons in contrast to 7 leptons
such as in the default Embedding method (¢ — p Embedding). A significantly
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broader distribution in case of the Embedding sample is observed due to the
doubling of the muon reconstruction resolution and FSR.

To prove this assumption, figure (b) shows the same comparison using a
sample, where the ;1 — p Embedding is performed on a simulated Z/v* —
pup~ ALPGEN sample instead of real data. Simulated samples allow access
to information at the generator level, where there is an absence of detector
resolution effects. Here, generated muons are used in the Embedding method
before reconstruction and FSR. No discrepancies are observed when comparing
the visible di-muon mass of these generator seeded y — p Embedding events
with the fully simulated Z/4* — u™u~ ALPGEN sample.

Nevertheless, figure [7.6c) indicates that the impact of such effects on the
present analyses is negligible due to the much larger di-7 mass resolution: a
pu — 7 Embedding sample, based on simulated Z/v* — p*u~ input events
at generator level, is compared to the corresponding Embedding sample
using reconstructed muons as seeds. Both distributions agree well within
uncertainties and thus no muon resolution nor FSR corrections are needed in
the analyses.

Background Contamination

The input data sample used in the Embedding method contains two recon-
structed muons is basically free of signal. The fraction of H — 77~ /W W~
events in the corresponding control region is at the sub-permille level as
can be seen in figure [7.7 However, the sample does not purely consist of
Z/v* — utpu~ processes. There is a residual contamination from top quark
events and di-boson production with two reconstructed final state muons.
Such events might be double counted in the present analyses after replacing
the muons with 7 leptons once in the Embedding sample and additionally in
the specific top quark and di-boson background sample.

To estimate the impact of such double counted di-7 events in the analysis,
the expected number of top quark and di-boson events containing at least
two 7 leptons at generator level, fulfilling the Embedding input selection cuts
p;’lm > 20/15 GeV, |n*1/?| < 2.5 and m,, > 40 GeV(if more than two 7
leptons are present in the event, the di-r combination with an invariant mass
closest to the Z boson mass is chosen), has been evaluated in the VBF and
Boosted category. The fraction of potentially double counted events in the
di-boson sample is about 10% (15%) and in the top quark sample about
3% (2%) in the VBF (Boosted) category. Figure shows the BDT score
distribution of these events. While the fraction of di-7 events is negligible in
case of the top quark sample, a much larger fraction is present in the di-boson
sample. However, the total yield of di-boson events is relatively small in
the present analyses and the subset of di-7 events is still in the order of the
statistical uncertainty of the total di-boson prediction per bin. Therefore, the
effect is deemed to be negligible, and no additional correction is applied. The
impact on the signal region of the CP analysis is even smaller, since the di-
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Figure 7.6. The visible di-muon mass distribution of the Z/v* — u™p~ Embedding
input sample from data compared to the corresponding p — p Embedding events (a). A
much broader distribution is observed for Embedding events due to muon resolution and
FSR effects. No such deviations are observed in simulated u — p Embedding events,
where muons at generator level and therefore before reconstruction and FSR are used
as seed, compared to a fully simulated Z/v* — ptup~ sample (b). The visible di-t
mass for simulated p — 7 Embedding samples using reconstructed muons and generator
level muons as seed (c¢). No differences are observed due to the much larger di-t mass
reconstruction resolution compared to muon resolution and FSR effects [7].

events for these processes are mainly distributed in the background-like region
of the BDT score.

A final source of contamination that has been considered is from Z/v* —
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7r7~ — wtp~. Such processes cause unwanted seeds in the Embedding

method, resulting in fake Z/v* — 777~ events with very low final state lepton
pr. The relative fraction of such processes in the di-muon input sample is less
than 1%. Due to the low transverse momenta of the leptonic decay products
in this case, the corresponding events are expected to be further suppressed by
the analysis specific trigger thresholds. Therefore, the effect is also considered
to be negligible.

Muon Trigger and Reconstruction Efficiencies

Since the Embedding method is based on Z/v* — u+u™ collision data, the final
Embedding sample is affected by muon trigger and reconstruction efficiencies
due to the initial di-muon selection. These effects are corrected using (n,¢)
and (n, pr) dependent trigger and reconstruction efficiencies according to

Ref. [112] and [113].

The efficiencies for the di-muon trigger mul8_-tight-muS8_EFFS and single-
muon trigger EF_mu24i_tight are shown in figure £.4] In case of the di-muon
trigger, the overall efﬁcienc¥ is calculated by combining the single trigger leg
efficiencies eflgl e}ffz + efFQ e,ffl — ez‘fth legsezgth legs ' The muon reconstruction

efficiencies are shown in figure [4.5

The final correction factor is applied in terms of an event weight and is defined
as the reciprocal of the product of trigger and reconstruction efficiencies for
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Figure 7.7. Visible di-muon mass distribution after the Z/v* — p*u~ Embedding
input selection defined in table|7.1]
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Events

Events

both selected muons. Furthermore, it has been ensured that the muon pr
thresholds and the cut on the invariant di-muon mass in the Embedding input
selection is chosen loose enough to not bias the final Embedding Z/v* —

77~ sample with respect to analysis specific selection criteria.

o Analysis Trigger Efficiencies

Overall, the Embedding method processes reconstructed objects only. However,
the storage of proper trigger information in the event reconstruction would
require the Embedding procedure to be at hit level. Therefore, no trigger
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Figure 7.8. BDT score distributions in the VBF and Boosted category for top quark
and di-boson processes including the corresponding distributions for events with at least
two T leptons at generator level.
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information with respect to the 7 lepton decay products is available in the
final Embedding sample.

In the present analyses, the specific muon and electron triggers are emulated
by applying the trigger pp thresholds summarized in table In addition,
corrections are applied in terms of event weights based on the corresponding
trigger efficiencies according to section [£.4.1] and [£:3.1] for muons and electrons.
The formula for calculating di-lepton efficiencies from the individual trigger
legs was described in the previous section.

These corrections have been validated using the simulated Z/y* — 777~ ALP-
GEN sample. The pETI/ % distributions after requiring the trigger pp thresholds
including the nominal trigger selection are compared to the distributions after
requiring the offline thresholds without the nominal triggers but including
the efficiency corrections, which corresponds to the default treatment of the
Embedding sample. Residual differences, that are observed in this compar-
ison, are additionally corrected in the present analyses. The corresponding
additional correction factors depend on (pgl ,péTQ) as shown in figure for

each final state and trigger selection case.

The Embedding method related systematic uncertainties mainly stem from the iso-
lation of the original reconstructed muons, the subtraction of simulated calorimeter
cell energies due to the muons and detector related uncertainties with respect to the
simulated final state leptons from the 7 lepton decay. The systematic uncertainties
are discussed in detail in section [8:3] The performance of the various corrections,
which are applied to the Embedding sample, is discussed in the next section|7.1.3
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Figure 7.9. Additional correction factors accounting for differences in the default
analysis trigger selection including lepton pr thresholds and the trigger treatment applied
to the Embedding sample, which consists of the trigger specific pr thresholds and event
weights based on the corresponding trigger efficiencies. The correction factors depend
on the transverse momenta of the leading and sub-leading final state lepton. Trigger
selection cases in the ee (a,b), en (c,d), pe (e,f) and pp (g) final state channel of the
analyses according to table[5.3 In case of 2D histogram bins with small statistics, the
correction factor is set to unity.
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7.1.3. Validation

The section addresses the performance of the Embedding method and the modeling
of the Embedding sample. First, a fully simulated Z/v* — 777~ ALPGEN sample
is compared to a ; — 7 Embedding sample, which is seeded by simulated Z/v* —
wp~ events from ALPGEN. Secondly, the Embedding sample from collision data,
which is the default sample in the present analyses, is compared to data in dedicated
control regions.

Embedding of Simulated Z/7* — u*p~ Events

The comparison of the fully simulated Z/v* — 777~ ALPGEN sample with p — 7
Embedding events, seeded by simulated Z/v* — u*u~ ALPGEN events, provides a
basic performance test of the Embedding method. Unlike Z/~4* — 717~ enriched
reference samples from data, the fully simulated sample is absolutely pure and is
furthermore expected to be well reproduced by the Embedding sample that is based
on simulated events as well.

The figures and show the impact of the individual Embedding corrections
on basic distributions for pr, n and ¢ of the leptons from the 7 decay. The
improvement in the transverse momentum distributions mainly stems from the
corrections due to the analysis specific trigger requirements and the Z boson
polarization. Especially in the lower pr range below 40 GeV, where most of the
events are expected, the Embedding sample approximates the simulated Z/v* —
77~ sample better after applying these corrections. The shape of the pseudorapidity
and azimuthal angle of the leptons is improved by the muon reconstruction and
trigger efficiency corrections. These corrections restore efficiency gaps in regions,
where the MS is only partially equipped because of services for the ID and the
calorimeters.

Further kinematic distributions for myp, mymc, ]{)JT1 and ErT]rliss are shown in fig-
ure [7.12] Relative differences for all distributions are below 5% in regions where
most of the events are accumulated, but tend to be larger for higher values of
these variables. These differences are mainly due to the isolation of the original
muon seeds, the subtraction of calorimeter cell energies from the muons and the
re-reconstruction of the hybrid event. However, the Embedding sample is still in
reasonable agreement with the fully simulated Z/y* — 777~ sample in each of
the distributions considering the corresponding statistical and Embedding specific
systematic uncertainties.

Data Control Regions

The © — 7 Embedding sample, which is used in the present analyses, is seeded
by Z/~* — ptu~ collision data events. The modeling of the Embedding sample
has been validated in dedicated Z/v* — 717 -enriched control regions. In these
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control regions, all non-Z/vy* — 777~ background processes are estimated by
the corresponding background specific methods, which are also explained in this
chapter.

The definition of one of the Z/v* — 777~ regions, called “high statistics” control
region, is summarized in table [T.I] It contains a large number of events with
typically low jet multiplicity. It is defined by cutting on the scalar sum of the
transverse momenta of the leptons and jets and the missing transverse energy,
which mainly reduces the top quark background. Furthermore, a cut on the sum of
the cosine of Ag(ERSS, pfi,ll/ 2) for both final state leptons is applied, which forces
the EXSS vector to be mostly within the opening angle of the lepton momentum
vectors as expected in case of Z/y* — 77~ decays. The relative fraction of the
Z/~v* — 777 component with respect to the total expected background prediction
is approximately 90%, while the residual background component stems mainly from
Z/v* — ete” /utp~ and di-boson processes. The H — 777~ signal contribution
is below 0.3% and therefore considered to be negligible. Figures and show

distributions of basic kinematic variables. The observed data is well described by
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Figure 7.10. Comparison of p?;/z of the simulated Z/v* — 777~ ALPGEN sam-

ple (red) with the Embedding sample, seeded by simulated Z/v* — ptp~ ALPGEN
events. The Embedding sample with TAUOLA decay filter event weights applied (blue)
is compared to the same sample including additional muon reconstruction and trigger
efficiency corrections (green), analysis specific trigger corrections (orange) and Z boson
polarization corrections, which corresponds to the full set of corrections (black). The
corrections are applied successively. The selection is defined by a basic set of event
cleaning cuts and the di-lepton requirements including analysis triggers. The individual
error bars contain statistical uncertainties only. The grey error band contains the
statistical uncertainties of the Embedding sample including all corrections and the
embedding specific systematic uncertainties (see section , The red error band
reflects the statistical uncertainties of the simulated Z/v* — 7~ sample.
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the background prediction and differences are covered by systematic uncertainties.
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Figure 7.11. Comparison of ne, ,, and ¢y, ,, of the simulated Z/y* — 7777 ALPGEN
sample (red) with the Embedding sample, seeded by simulated Z/v* — p*pu~ ALPGEN
events. The Embedding sample with TAUOLA decay filter event weights applied (blue)
is compared to the same sample including additional muon reconstruction and trigger
efficiency corrections (green), analysis specific trigger corrections (orange) and Z boson
polarization corrections, which corresponds to the full set of corrections (black). The
corrections are applied successively. The selection is defined by a basic set of event
cleaning cuts and the di-lepton requirements including analysis triggers. The individual
error bars contain statistical uncertainties only. The error band contains the statistical
uncertainties of the Embedding sample including all corrections and the embedding
specific systematic uncertainties (see section . The red error band reflects the
statistical uncertainties of the simulated Z/v* — 77~ sample.
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To achieve good background modeling, the full set of Embedding specific corrections
has to be applied.

Dedicated control regions for the VBF and Boosted category are defined by applying
an additional cut on mEZPTO < 100 GeV in addition to the categorization require-
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Figure 7.12. Comparisons of distributions for mge, mynmc, pJT1 of the simulated
Z/v* — 717 ALPGEN sample (red) with the Embedding sample, seeded by simulated
Z/v* — ptu~ ALPGEN events (black). The Embedding sample includes the full set of
Embedding specific corrections. The selection is defined by a basic set of event cleaning
cuts and the di-lepton requirements including the analysis triggers. The error band
contains the statistical uncertainties of the Embedding sample including all corrections
and the embedding specific systematic uncertainties (see section , The red error

band reflects the statistical uncertainties of the simulated Z/v* — 777~

sample.
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ments, as summarized in table The high-pr object mass m?ZPTO

on the collinear approximation (see ) using E7y isHPTO ystead of the default
reconstructed missing transverse energy. Using this alternative invariant mass
approximation avoids cutting directly on the default mypc mass reconstruction
although both variables are correlated for processes with real missing transverse
energy. Contributions from Higgs boson signal processes are reduced significantly in
this control region while the relative Z/y* — 777~ contribution is enhanced. The
distributions of the reconstructed invariant mass mymc in the dedicated control
region for both categories are shown in figure [7.15] Due to the irreducibility of
Z/v* — 777 and a higher jet multiplicity, these control regions are not as pure
as the high statistics control region and also top quark and fake lepton processes
contribute to the non-Z/v* — 777~ background beside of Z/v* — e*e™ /u™u~ pro-
cesses. However, the category specific control regions are much closer to the signal
region. The purity of these control regions with respect to Z/v* — 777~ is approx-
imately 75% in the VBF and 86% in the Boosted category. Further BDT input
variables are shown in for the VBF category and in figure [7.17 and for
the Boosted category. The background prediction is in good agreement with the
observed data for all variables within systematic uncertainties on the background
normalisation.

is based

The CP analysis is based on the VBF category as explained in chapter [f] The signal
region is defined by adding a cut on the BDT classifier scorejiy. > 0.68 and a cut the
Optimal Observable of |OO| < 15. In case of signed A¢(j1, j2)as final discriminant,
both leading jets are required to be in different hemispheres. The BDT classifier
distribution of background-like events is included in the fit in a control region, which
is defined by reverting the cut on the BDT classifier score\B/gg < 0.05. Figure
shows the CP-odd observables, the Optimal Observable and signed A¢(j1, j2), in this
dedicated low BDT control region, which is dominated by Z/~* — 777~ background

events.
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Figure 7.16. Distributions of the BDT input variables in the dedicated Z/~v* —
77~ control region of the VBF category. The full set of Embedding specific corrections
is applied. The error band contains statistical and systematic uncertainties on the
normalisation of the Embedding sample.



71 Z/y* = 1r7r™

145

2 el -
) [ H-tt— ll4v Boosted I Z-tc (Emb) |
>
& - _ 4 I Zoee E
s00l— Ldt=20.3fo - ;w/};mzz A
[ Vs-8Tev Ton ]
E HoWw ]
4001 — [ Fake -
E —e— Data 2012 J
r S Hewr(125)1x10 7
300(— = Hu{125)ttx10
r = Ha(125pmex10
C = He(125pex10
200 7 stat@syst.une. |
100 } {
e e
© 3
3 —— , | |
2 2 . - —_r
o { —= g
T A T HE|
a |
n n i i i E|
50 100 150 200 2?,0 300
p [GeV]
Al
(a)
B e N N B B B B
5 I H-tt— ll4v Boosted B Z- (Emb) ]
> E 3
I 350 — - Sl B Zoee -
E L dt=20.3 fo B 2 B
E wwwzzz B
00— Vs =8TeV Ton =
E HoWW 3
E [ Fake =
I —— Data 2012 1
E E Heorl125)5m 10
| ] Hu{125)ttxi0 —]
£ = Hy(125pmxto
= = Hee(125)50ex10 -
= “ stat@systunc. ]
. : 1
— 16F
g e
= "21 . 5 *@& .
8 osE ¥ . o .
B oof
04E
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7T
C,(ILE
¢( ’ miss)
(c)
@ L S B B B LA e
% = H-tt— ll4v Boosted B Z-t (Emb) =
> 500(— —
i) L _ g B Zoee n
F|Ldt=203fb —p 9
= wwwzizz Bl
ol Vs =8TeV T E
L Howw ]
~ I Fake -
C —— Data 2012 ]
300— =3 Heer(125)mex10 ]
- E— H(125)rtx10
C = Ha(125pexio ]
E = Har(125px10 |
200{— 2 stat@syst.unc.  —]
100/ — 4
o 7
3 1
2 |
<} |
2 .
8
© |
a
i n ; i i i
40 60 80 100 120T 140
p'. [GeV]
Al

Events

Data/Model

Events

Data/Model

Events

Data/Model

H—t1— ll4v Boosted

500
Ldt=203f"
a0 V5=8TeV

300

200

100

B Z-c (Emb)
. Zee
I Zoup
wwwzzz
Top
HosWw
I Fake
—— Data 2012
=3 Hees(126) 11 x10
[ Hu(125)5ttx10
= Ha(125)57 x10
= Huar(125) 57 x10
2 stat@syst. unc.

0
1.6F 2 JE|
E Z |

14E =

128 o, by T 5
0sE /%‘ = *
oe = —— El

4E ; i i i i i n E|

0 100 200 300 400 500 600 700 800
m, o,
(b)
R A B I I
500 H—tt— ll4v Boosted B Z-t (Emb)
Ldt=2031" —
Vs =8TeV wwwzzz
400 Top
HoWw
- e
4+7 —4— Data 2012
N = Hul125)12x10

] Hy(125)tt x10
=3 Hyu(125pt x10
= Herl125)tt x10
2 stat@syst. unc

500 H—t1— ll4v Boosted

Ldt=203f"
Vs =8TeV

400
300

200

100

B 2 (Emb)
. Zoee
[ ot
wwwzizz
Top
Howw
W Fake
—¢— Data 2012
= Hacr(125)5re x10
[ Hu(125)51t x10
=3 Ha(125)t x10
= Her(125)t 10
= stat@syst. unc.

Figure 7.17. Distributions of the BDT input variables in the dedicated Z/~* —

Trr—

control region of the Boosted category. The full set of Embedding specific correc-

tions is applied. The error band contains statistical and systematic uncertainties on the

normalisation of the Embedding sample.



146 7 BACKGROUND MODELING

S 6 T
§ H—t1—> ll4v Boosted B 7 (Emb) ] § [ Hotio llav Boosted B 2 (Emb) ]
O | La-2031" = B Wosor | Lat=2031" = E
Vs =8TeV B ] E Vs=8Tev wwwzzz !
op | 250 [— Top —
HosWW | E HosWW —
[ Fake B E [ Fake l
—¢— Data 2012 | 200/ — —— Data 2012 -
= He(125)51ex10 | = = Hewl125)mx10 o
] Hp(125)tex10 - C ] Hp(125ptex10 ]
= Hal125mexio 150 — =S Ha(125)5x10 7]
= Hur(125)omex10 | = = Hwr(125)omex10
 stat@syst.unc. — c  stat@syst. unc. a1
] 100[— -
- so E
T T T
Sep L gz SN S S ”
1 1
8 osf hanmas - S 08 - S ?
S o6k S o6 b
O o4k i i i i e 04E‘ i i | i i ﬁ
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0 2 4 6 8 10
.. ET- Y/ T
Sphericity miss/ P,
(a) (b)
Figure 7.18. Distributions of the BDT input variables in the dedicated Z/v* —
777 control region of the Boosted category. The full set of Embedding specific correc-

tions is applied. The error band contains statistical and systematic uncertainties on the
normalisation of the Embedding sample.
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BDT control region of the CP analysis. The full set of Embedding specific corrections
is applied. The error band contains statistical and systematic uncertainties on the
normalisation of the Embedding sample.
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7.2. Z/v* s ete /utu~

Background events from Z/v* — ete™ /uTpu~ processes contribute 17% and 7% to
the overall background in the VBF and Boosted category. The relative contribution
increases to 22% in the signal region of the CP analysis.

The nominal samples for Z/v* — ete™ /u™pu~ processes are simulated with ALP-
GEN [95], based on LO matrix elements for up to five partons (see section [5.2.1)).
However, these samples do not take electroweak Z boson production modes into
account such as VBF processes, which have to be considered as background in
the search for a VBF Higgs boson signal. Therefore, electroweak Z boson samples
generated with SHERPA [82] are also considered as mentioned in section Since
Z/v* — ete” /utp~ is an important background in the same flavour final states
of the search for H — 777~ — ¢*¢~4v and because the VBF specific phase space
cuts limit statistics in these samples significantly, further VBF-filtered ALPGEN
samples are included to increase the number of generated events. These samples
are divided into a loose and a tight VBF-filtered subset, which are characterized
by the generator level phase space cuts An(j,j) > 2.0 / mj; > 200 GeV and
An(j,7) > 4.0 / mj; > 400 GeV with respect to the two leading jets in each event.
To avoid double-counting, events in overlapping phase space regions at generator
level of different sub-samples are used only from one of the samples. Figure [7.20]
illustrates the composition of the full background model in the same flavour final
state after basic preselection cuts, where Z/vy* — ete™ /utu~ events dominate.
The VBF-filtered sub-samples contribute mainly in the VBF-like phase space at
high An(j,j) values. The relative contribution of electroweak Z boson production
events is overall small but increases towards higher values of An(j, 7).

A systematic deviation of the background model from data of up to 20% is observed
in the region of An(j,j) 2 3 as indicated in figure Since the analyses rely
on a good modeling of An(j,j) especially in the VBF category, the differences
are corrected by re-weighting the simulated Z/v* — eTe™/u™u~ events to the
distribution in data. Further information about the An(j,j)-dependent event
weights can be found in section [8:3.4]

The overall modeling of the Z/v* — eTe™ /u™u~ background is shown in figure
in terms of basic distributions of lepton kinematics, the missing transverse energy
and the transverse momentum of the leading jet after the full preselection (see
table in a dedicated control region, which includes same flavour final state
events only requiring 80 GeV < m./,,, < 100 GeV. All control region definitions
are summarized in table [7.2] The model is in reasonable agreement with the
data in terms of its normalisation and the shape of each distribution. Residual
differences are expected to be covered by systematic uncertainties, which have not
been evaluated at preselection level.

Figures [7.23], [7.24] and [7.25], [7.26], [7.27] show the full set of BDT input variables in
dedicated control regions of the VBF and the Boosted category, which are defined

by selecting same flavour final state events only with a modified visible mass cut
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Figure 7.21. Distribution of An(j,j) after basic cleaning cuts (see section ,
requiring two oppositely charged same flavour leptons and a cut on the visible mass
of 80 GeV < Meyyy, < 100 GeV: (a) default Z/v* — ete™ /utp~ sample and (b) re-
weighted Z/v* — eTe™ /utu~ sample. Figure (b) is a consistency check and matches
per definition since the re-weighting is based on the same distribution. The weights have
been determined before cutting on the visible mass. The error band includes statistical
uncertainties only.
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’ Control region Definition
Preselection / VBF / Boosted,
Z — ete” /ut pu-enriched 80 GeV < Mgy, < 100 GeV,

same flavour only
Preselection / VBF / Boosted,
b jet tag
P > 30 GeV,
different flavour only,
P+ p2 > 60 GeV,
20 GeV < ENss <60 GeV,
A¢(€1,€2) < 2.3,
Tr > 0.8, 25, > 0.7,
2 jets at most,

Events with a b-tagged jet
with pr > 25 GeV are rejected,
p%} < 50 GeV in events with at least one jet
pCTOHEAR isolation inverted,
E%OHEAR isolation disposed

tt-enriched

Di-boson-enriched

Fake lepton-enriche