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Chapter 1

Introduction

The unification of the electromagnetic and weak nuclear forces into a single theory
is one of the greatest scientific achievements of the last century. It provided the
starting point for the theoretical framework known as the Standard Model. Not
only has the Standard Model resulted in a profound understanding of physics at
the subatomic level, it has also enjoyed unprecedented experimental verification,
often regarded as the most precise scientific theory in history.

The exploration into the subatomic world has lead to particle accelerators of
every increasing size. The Large Hadron Collider (LHC), currently the world’s
largest particle accelerator and machine, was built with the primary goal of dis-
covering the Higgs boson, the last ingredient of the Standard Model, and to search
for new physics beyond the Standard Model’s predictions. The discovery of the
Higgs boson in 2012 at the LHC by the ATLAS and CMS collaborations has been
a triumph for human ingenuity. Although its discovery is an important milestone
in understanding the fundamental workings of nature, the search for a full uni-
fied theory describing all natural phenomena is far from over. Physicists know
the Standard Model is not the end game, as it fails to account for various ob-
served phenomena, which include dark matter, dark energy, and perhaps most
embarrassingly, gravity.

The search for new physics requires precise knowledge of several parameters in
the Standard Model. This includes the distribution of quarks and gluons inside the
proton, usually in terms of parton distribution functions, or PDFs. These PDFs
cannot be calculated exactly from theory, and require experimental measurements
as inputs. Therefore, besides searching for new physics, the LHC physics program
includes performing precision measurements on various Standard Model processes
to better constrain the PDFs.

The strange quark PDF is currently not very well constrained. Measurements
of the production of a W boson in association with a charm quark at hadron collid-
ers is known to be sensitive to the strange quark content of the proton, and serve
as a way to constrain the strange quark PDF. Work in this thesis presents such a
measurement, measuring the production cross section of a W boson in association
with a charm quark using proton-proton collisions with a center-of-mass energy of√
s = 8 TeV, taken with the ATLAS detector. The measurement presented here

serves to compliment previous measurements taken at lower energies.
The LHC requires the latest and most novel technologies in its search for new

1



Chapter 1. Introduction 2

physics. Of particular importance are silicon detectors. They represent a large
instrumental volume in the inner layers of experiments such as ATLAS and CMS,
and provide the primary means of momentum measurement and track reconstruc-
tion for charged particles. A key concern for such devices is radiation damage
stemming from the high particle fluxes near the collision point.

The LHC will need a major upgrade in the 2020s to increase its longevity and
extend its discovery potential. The High Luminosity LHC, or simply the HL-LHC,
is a planned luminosity upgrade of the machine which will increase the integrated
luminosity ten fold. By the time of the upgrade, the current machine components
will have aged considerably, and the silicon tracking detectors in ATLAS and CMS
will have already undergone severe radiation damage. The more extreme radiation
environment in the HL-LHC will present unique challenges that must be overcome,
not just to the silicon detectors, but also to the electronics and physics analyses,
which will have to cope with increased data volumes and pileup conditions.

The CERN RD50 collaboration has been investigating radiation hard semi-
conductor materials, with the main driver being radiation damage posed by the
HL-LHC conditions. Several designs have been proposed to replace the silicon
trackers in ATLAS and CMS, with one such option being charge multiplication
detectors.

Charge multiplication detectors aim to mitigate the radiation induced signal
loss in silicon detectors by means of impact ionization. The electric fields in such
devices must reach a critical point for multiplication of the signal to occur. This
can be achieved in a variety of ways, from simple geometrical designs to changes
in the wafer processing. An open question has been the stability of this charge
multiplication mode under large bias voltages and long time scales, as would be
relevant in operational conditions at the LHC. The work in this thesis aims to
address this, with emphasis on the feasibility of such devices as radiation-hard
detectors for use in the HL-LHC.

This thesis is presented as follows. Chapter 2 gives a theoretical overview
of the Standard Model, presenting a formal description of electromagnetic, weak,
and strong forces. The parton model and the physics of proton-proton collisions
is outlined in chapter 3. Chapter 4 reviews the properties of silicon and gives an
overview of silicon detectors. The LHC and the ATLAS detector are described
in chapter 5, which also outlines the HL-LHC and physical object reconstruction
in ATLAS. The measurement strategy, including background estimation, for the
W+c cross section measurement is presented in chapter 6 and the results in chapter
7. Different detectors studied in this work, and a description of the measurements
performed on them can be found in chapter 8. Chapter 9 gives the results on
detector measurements. Finally, a summary is given in chapter 10.



Chapter 2

The Standard Model

The Standard Model is a quantum field theory incorporating internal symmetries
of the gauge group;

SU(3)× SU(2)× U(1) (2.1)

where SU(N) is the special unitary group consisting of all N×N unitary matrices
with determinant equal to 1, and U(N) the group of all N ×N unitary matrices1.
This non-Abelian2 symmetry group provides a theoretical explanation for three
of the four known fundamental forces of nature; the strong force, the weak force,
and the electromagnetic force. The symmetry group SU(3) describes the strong
sector; the interaction between quarks and gluons. The electromagnetic and weak
sectors are unified and described by the SU(2) × U(1) group. There is currently
no satisfactory quantum theory for the fourth force, gravity, and it is thus not part
of the Standard Model. The exclusion of gravity is justified on practical grounds
due to its extremely small couplings relative to the other three forces, even if this
exclusion is unsatisfactory from a theoretical point of view.

Each particle is characterized by its spin, mass and charge. Spin 1/2 particles
are known as fermions, which constitute the matter content of the model. Spin
1 particles are known as bosons, and make up the interaction forces between
particles. The fermions of the Standard Model are listed in table 2.1 and the
bosons in table 2.2.

The fermions are differentiated into leptons, which participate in electroweak
interactions and quarks, which additionally interact through the strong force. The
fermions are arranged into three copies, or generations. Each generation consists
of two leptons, a charged electron type particle and a corresponding neutral neu-
trino, and two quarks which come as either isospin “up” or isospin “down” flavors.
The three generations differ only by the mass of their particles.

The bosons are classified by the internal gauge-symmetries of the model. The
generators of each group correspond to different force carrier particles, known
as gauge bosons. In general, the number of generators for the group SU(N) is
N2 − 1. Thus there are eight gauge-bosons for SU(3), corresponding to eight
different gluons in the strong sector. Likewise, the electroweak sector has four
generators; one from the U(1) symmetry and three from the SU(2) symmetry.

1A matrix U is unitary if UU∗ = I.
2A group is non-Abelian if at least one pair of elements do not commute.

3
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Leptons

Name Symbol Charge Mass[2]

Electron e -1 0.511 MeV
Electron Neutrino νe 0 0

Muon µ -1 105.66 MeV
Muon Neutrino νµ 0 0

Tau τ -1 1776.82 MeV
Tau Neutrino ντ 0 0

Quarks

Name Symbol Charge Mass[2]

Up u +2/3 ≈ 2.3 MeV
Down d -1/3 ≈ 4.8 MeV

Strange s +2/3 ≈ 95 MeV
Charm c -1/3 ≈ 1.275 GeV
Bottom b +2/3 ≈ 4.18 GeV

Top t -1/3 ≈ 173.07 GeV

Table 2.1: The fermionic content of the Standard Model. The quarks and
leptons are repeated in three generations of increasing mass.

Gauge bosons

Interaction Name Symbol Charge Mass[2]

Weak W boson W± ±1 80.385 ± 0.015 GeV
Weak Z boson Z 0 91.1876 ± 0.0021 GeV

Electromagnetic Photon γ 0 0
Strong Gluons g 0 0

Table 2.2: The gauge bosons of the Standard Model.

The four gauge bosons from SU(2)× U(1) correspond to the W+, W−, Z bosons
and the photon3.

2.1 The electroweak sector and the Higgs mech-

anism

This section introduces the formalism of electroweak interactions. It begins with a
brief overview of quantum electrodynamics (QED) before moving on to a descrip-
tion of the Higgs mechanism. It ends with the Glashow-Weinberg-Salam theory
of weak interactions. The following description closely follows that of Peskin and
Schroeder [3].

3The gauge-bosons of SU(2)× U(1) are actually massless, and the W+, W−, Z bosons only
acquire mass via the Higgs mechanism [1].
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2.1.1 Quantum electrodynamics

Consider the Lagrangian density of a free Dirac particle

L0 = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) (2.2)

which is invariant under global U(1) transformations. These take the form

ψ(x)→ ψ′(x) = eiθψ(x) (2.3)

where θ is an arbitrary real constant. We can move from a global to a local trans-
formation by performing the transformation separately for each point in spacetime,
that is by taking θ = θ(x). The price to pay is that now L0 not invariant under
these local transformations. In order to restore invariance of equation (2.2) un-
der local U(1) transformations, we must introduce a new spin-1 field Aµ which
transforms as

Aµ(x)→ A′µ(x) = Aµ(x) +
1

e
∂µθ(x) (2.4)

and define the covariant derivative

Dµ ≡ ∂µ − ieAµ(x) (2.5)

with the following transformation

Dµψ(x)→ (Dµψ(x))′ = eiθDµψ(x). (2.6)

The following Lagrangian

L = iψ̄(x)γµDµψ(x)−mψ̄(x)ψ(x) = L0 + eAµψ̄(x)γµψ(x) (2.7)

is now invariant under local U(1) transformations.
Imposing local gauge invariance under U(1) transformation has generated an

interaction term of the form eAµψ̄γ
µψ, which corresponds to the electromagnetic

interaction with charge e. In order to write down the full QED Lagrangian, we need
one last step. Namely, we would like the field Aµ to be able to propagate through
spacetime, and so we thus need a kinetic term which is also gauge invariant. The
term

LKE = −1

4
FµνF

µν (2.8)

does the trick. Fµν = ∂µAν−∂νAµ is the electromagnetic field strength. Combining
equations (2.7) and (2.8) leads to the full Lagrangian of QED

LQED = iψ̄(x)γµDµψ(x)−mψ̄(x)ψ(x)− 1

4
FµνF

µν (2.9)

which is fully renormalizable4 and reproduces the full set of Maxwell equations.

4A theory is said to be renormalizable if infinities arising in calculations can be eliminated in
a systematic way.
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V(φ) 

φ 

φ* 

Figure 2.1: Sketch of the V (φ) = −µ2φ∗φ+ λ
2 (φ∗φ)2 potential.

2.1.2 The Higgs mechanism and the Higgs boson

Our discussion of the Higgs mechanism begins by considering a complex scalar
field φ that is coupled to itself and the electromagnetic field

L = |Dµφ| −
1

4
FµνF

µν − V (φ) (2.10)

where Dµ is the covariant derivative and Fµν is the electromagnetic field strength.
This Lagrangian exhibits symmetry under local U(1) transformations. If the po-
tential V (φ) is taken to be

V (φ) = −µ2φ∗φ+
λ

2
(φ∗φ)2 (2.11)

with µ2 > 0, then the minimum of this potential, as seen in figure 2.1, will occur
at

φ0 =

(
µ2

λ

)1/2

≡ v (2.12)

and the U(1) symmetry will be spontaneously broken. We have defined the
vacuum expectation value (VEV), v, to be the minimum of this potential. Ex-
panding the field φ(x) about this minimum and separating the real and imaginary
parts reads

φ(x) = φ0 +
1√
2

(φ1(x) + iφ2(x)) . (2.13)

The potential V (φ) now reads

V (φ) = − 1

2λ
µ4 + µ2φ2

1 +O(φ3
1, φ

3
2) (2.14)
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so that the field φ1 gets a mass term m =
√

2µ and the field φ2 remains massless.
The appearance of massless fields arising from spontaneous symmetry breaking is
known as Goldstone′s theorem, and the massless particles known as Goldstone′s
bosons [4]. The kinetic term |Dµφ| can also be expanded and gains an additional
mass term for the photon

∆L =
1

2
m2
AAµA

µ (2.15)

where the mass m2
a = 2e2φ2

0. The act of massless gauge bosons acquiring a mass
term from spontaneous symmetry breaking is known as the Higgs mechanism,
and will be of utmost importance when discussing a unified theory of electroweak
interaction in the following section.

The field φ responsible for spontaneous symmetry breaking also has a more
physical manifestation. Let us move from a theory with U(1) gauge invariance
to one exhibiting SU(2) symmetry. A scalar field in the spinor representation of
SU(2) produces no massless gauge bosons, so we direct our attention to SU(2)×
U(1). Such a field has a gauge transformation of the form

φ→ eiα
aτaeiβ/2φ. (2.16)

Where τa = σa/2 and σa are the Pauli matrices. Choosing α1 = α2 = 0 and
α3 = β leads to

〈φ〉 =
1√
2

(
0
v

)
(2.17)

which is invariant under 2.16. We can parameterize the field by

φ(x) =
1√
2

(
0

v + h(x)

)
(2.18)

where h(x) is a real-valued field fluctuating around v with 〈h(x)〉 = 0. The
following Lagrangian

L = |Dµφ|+ µ2φ†φ− λ
(
φ†φ
)2

(2.19)

leads to a VEV for φ

v =

(
µ2

λ

)1/2

. (2.20)

The potential energy term now reads

L = −1

2
m2
hh

2 −
√
λ

2
mhh

3 − 1

4
λh4 (2.21)

so that the field h(x) corresponds to a scalar particle with a mass

mh =
√

2λv. (2.22)

This particle is known as the Higgs boson. A particle consistent with the Standard
Model Higgs boson was discovered in 2012 by the ATLAS and CMS collaborations
[5, 6]. The combined ATLAS and CMS data yield a mass ofmh =125.09±0.21(stat.)
±0.11(syst.) GeV/c2 [7].
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2.1.3 The Glashow-Weinberg-Salam theory of weak inter-
actions

The Glashow-Weinberg-Salam (GWS) theory unifies the electromagnetic and weak
interactions. It is a SU(2) × U(1) theory that is spontaneously broken down by
the Higgs mechanism to produce massive gauge-bosons. We start with introducing
the covariant derivative for SU(2)× U(1)

Dµφ =

(
∂µ − igAaµτa −

i

2
g′Bµ

)
φ (2.23)

where Aaµ and Bµ are the gauge bosons corresponding to SU(2) and U(1) respec-
tively. The field φ is the complex scalar field corresponding to SU(2). Through
Higgs mechanism, the field acquires a vacuum expectation value of

〈φ〉 =
1√
2

(
0
v

)
. (2.24)

Following the recipe from the last section, we can write down the mass terms of
the Lagrangian evaluated at 〈φ〉

∆L =
1

2

(
0 v

)(
gAaµτ

a +
1

2
g′Bµ

)(
gAbµτ b +

1

2
g′Bµ

)(
0
v

)
. (2.25)

Evaluating this term with τa = σa/2 leads to

∆L =
1

2

v2

4

[
g2(A1

µ)2 + g2(A2
µ)2 + (−gA3

µ + g′Bµ)2
]

(2.26)

which naturally gives rise to three massive gauge bosons, and one massless one.
These mass eigenstates are denoted as

W±
µ =

1√
2

(
A1
µ ∓ iA2

µ

)
(2.27)

with mass mW = gv/2,

Z0
µ =

1√
g2 + g′2

(
gA3

µ − g′Bµ

)
(2.28)

with mass mZ =
√
g2 + g′2v/2, and finally

Aµ =
1√

g2 + g′2

(
g′A3

µ + gBµ

)
(2.29)

which remains massless and is identified as the electromagnetic vector potential.
Taking a general fermion field belonging to the SU(2) representation and

having a charge Y under U(1), we can write the covariant derivative in terms of
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the mass eigenstates

Dµ = ∂µ − igAaµT a − ig′Y Bµ

= ∂µ − i
g√
2

(
W+
µ T

+ +W−
µ T

−)− i 1√
g2 + g′2

Zµ
(
g2T 3 − g′2Y

)

− i gg′√
g2 + g′2

Aµ
(
T 3 + Y

)
(2.30)

where T± = 1
2

(σ1 ± iσ2). We can write equation (2.30) in a more compact and
suggestive form by identifying the electron charge e

e =
gg′√
g2 + g′2

(2.31)

which has the quantum number Q = T 3 + Y . Setting Q = −1 then leads to the
normal coupling of the electromagnetic field derived earlier.

The weak mixing angle, θw, can be introduced to further simplify equa-
tion (2.30) through

(
Z0

A

)
=

(
cosθw −sinθw
sinθw cosθw

)(
A3

B

)
(2.32)

so that

cosθw =
g√

g2 + g′2
, sinθw =

g′√
g2 + g′2

. (2.33)

The covariant derivative can now be written as

Dµ = ∂µ − i
g√
2

(
W+
µ T

+ +W−
µ T

−)− i g

cosθw
Zµ
(
T 3 − sin2θwQ

)
− ieAµQ (2.34)

where
g =

e

sinθw
. (2.35)

At tree level all processes involving exchange of a W or Z boson can be
described by three parameters e, θw, and mW . Furthermore, the ratio W and Z
boson masses is uniquely determined by

cosθw =
mW

mZ

. (2.36)

In practice, the value of sin2θw is more often used. The weak neutral currents,
mediated by the exchange of a Z boson, were first discovered in 1973 [8], and the
W and Z bosons were discovered in 1983 by the UA1 and UA2 experiments [9–12].

Just as the Higgs mechanism leads to massive gauge bosons, the fermions can
acquire mass in a similar fashion. Consider the kinetic term for fermions ψ̄iγµ∂µψ
which can be decomposed into right- and left-handed fields

ψ̄iγµ∂µψ = ψ̄Liγ
µ∂µψL + ψ̄Riγ

ν∂νψR. (2.37)
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We can use the GWS theory to assign left-handed fermion fields to doublets of
SU(2), and assign the right-handed fields to singlets. For the right-handed fields
T 3 = 0 so that Q = Y , that is Y becomes the electric charge. Considering the left
handed leptons,

ψ =

(
νe
e−

)
(2.38)

we assign Y = −1/2 in order to reproduce the correct pattern of gauge bosons,
and T 3 = 1/2 in order to get the correct electric charge for the electron. If φ
acquires a VEV via the Higgs mechanism, then the Lagrangian will have mass
terms

∆Le = − 1√
2
λeēLeR + h.c.+ . . . (2.39)

with the electron mass reading

me =
1√
2
λev (2.40)

where λe is a new dimensionless coupling constant. The quark masses can be
written down in the same way

md =
1√
2
λdv, mu =

1√
2
λuv. (2.41)

While the leptons exchange W bosons only within the same generation, the
quarks can couple to quarks from different generations. This implies that the mass
eigenstates of quarks are not equal to the weak isospin states. The mixing of the
different quark flavors is described by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [13, 14],

VCKM =



Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 =




c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13e
iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13




(2.42)
which transforms from the mass basis to the weak isospin basis and the coupling
to quarks takes the form

−g√
2

(ūLc̄Lt̄L) γµW+
µ VCKM



dL
sL
bL


+ h.c.

The cij = cos(θij), sij = sin(θij) and δ is a phase that governs all CP-violating
terms in flavor-changing processes. Flavor-Changing Neutral Currents (FCNCs),
whose interactions happen via exchange of a Z boson, are not allowed in the SM.

2.2 The strong sector

This section provides an overview of strong interactions. It begins with a review of
the full quantum field theory of strong interactions under the local gauge SU(3),
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known as quantum chromodynamics (QCD). The quark model and the classifica-
tion of different hadrons is then presented.

2.2.1 Quantum chromodynamics

The strong force is described by quantum chromodynamics. It is a non-Abelian
gauge theory with the local gauge group SU(3). Quarks are assigned to the fun-
damental representation SU(3), which gives rise to a quantum number known as
color, of which there are 3 states labeled red, green, and blue. The gauge fields
corresponding to SU(3) are known as gluons, and describe interaction between
colored particles. The quark fields transform under SU(3) in the following way

q(x)→ q′(x) = e
1
2
θa(x)λaq(x) (2.43)

where q represents a quark of one of three color states and 1
2
λa are the eight

generators of SU(3), known as the Gell-Mann matrices. The matrices satisfy the
following relation

[λa/2, λb/2] = ifabcλc/2 (2.44)

where fabc are the non-zero structure functions.
In order to construct a Lagrangian that is invariant under local SU(3) trans-

formations, we introduce the gauge fields Ga
µ(x) and follow the recipe from QED

to get the transformation

Ga
µ(x)→ Ga

µ(x)′ = Ga
µ(x)− 1

g
∂µθa(x) (2.45)

and to define a covariant derivative

Dµ = ∂µ − ig
λα
2
Gα
µ(x) (2.46)

where g represents the coupling constant between quarks and gluons. The field
strength reads

Ga
µν = ∂µG

a
ν − ∂νGa

µ + gfabcGb
µG

c
ν . (2.47)

which leads us to the full QCD Lagrangian

LQCD = iq̄(x)γµDµq(x)−mq̄(x)q(x)− 1

4
Ga
µνG

µν,a (2.48)

The addition of terms involving fabc have no analogue in QED, and leads to self
interaction terms of the gluon fields Ga

µ(x).

2.2.2 The quark model

Hadrons are particle composed of quarks and the gluons that bind them. The
quark model was first proposed independently by Gell-Mann [15] and Zweig [16]
as a way to classify the growing list of different hadrons known at the time. It
classifies the different hadrons according to their valence quarks, which give rise
to the quantum numbers of the hadrons. The quarks have a baryon number of
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Quantum number d u s c b t
Q - electric charge -1/3 +2/3 -1/3 +2/3 -1/3 +2/3
I - isospin 1/2 1/2 0 0 0 0
Iz - isospin z-component -1/2 +1/2 0 0 0 0
S - strangeness 0 0 -1 0 0 0
C - charm 0 0 0 +1 0 0
B′ - bottomness 0 0 0 0 -1 0
T - topness 0 0 0 0 0 +1

Table 2.3: Additive quantum numbers of the different quark flavors

.

Figure 2.2: The 16-plet of SU(4) for the (a) the psudoscalar and (b) the vector
mesons composed of u, d, s and c quarks [2].
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Figure 2.3: Multiplets of SU(4) for the baryons composed of u, d, s and c
for the (a) The 20-plet with an SU(3) octet and (b) the 20-plet with an SU(3)

decuplet [2].
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+1/3 while the anti-quarks have a baryon of -1/3. The quantum numbers for
the quarks are listed in section 2.2.2. The quantum numbers are related via the
Gell-Mann-Nishijima formula

Q = Iz +
B + S + C +B′ + T

2
(2.49)

where Q is the electric charge, Iz the third component of the isospin5, B is the
baryon number, S is the strangeness, C is the charmness, B′ is the bottomness
and T is the topness. The hypercharge is defined as

Y = B + S +
C −B′ + T

3
. (2.50)

The hypercharge Y is 1/3 for the U and d quarks, -2/3 for the strange quark, and
0 for all the rest.

The Mesons are hadrons containing one quark and one anti-quark, and thus
have a baryon number B = 0. Furthermore, mesons are bosons. They are JPC

multiplets; the ` = 0 states are the psudoscalars (0−+) and the vectors (1−−),
while the ` = 1 states are the scalars (0++), the axial vectors (1++) and (1+1) and
the tensors (2++). All mesons are unstable with the longest living meson having
a lifetime of about 10−8 seconds.

The nine possible qq̄′ combinations of the u, d and s quarks can be grouped
into an octet and a singlet of mesons under SU(3),

333⊗ 3̄̄3̄3 = 888⊕ 111 (2.51)

which can be extended to SU(4) by including combinations containing c quarks
to give a 15-plet and a singlet,

444⊗ 4̄̄4̄4 = 151515⊕ 111. (2.52)

The psudoscalar and vector mesons weight diagrams are depicted in figure 2.2.
Of particular relevance to the pp→ W + c cross-section presented later will be the
charmed mesons D+, D0 and Ds.

The Baryons are hadrons containing three quarks plus any number of quark
and anti-quark pairs. Thus their baryon number is always equal to 1. Because
they are composed of three quarks, baryons are fermions. The proton and neutron
belong to this family of particles.

The different qqq combinations of the u, d and s quarks can be decomposed
as

333⊗ 333⊗ 333 = 101010⊕ 888⊕ 888⊕ 111. (2.53)

Adding c quarks extends this to SU(4). The SU(4) multiplet of baryons made up
of u, d, and c quarks is shown in figure 2.3.

5To be distinguished from the weak isospin of electroweak theory.
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Physics of proton-proton
collisions

3.1 The parton model

Deep inelastic electron-proton scattering experiments, like those carried out at
SLAC in the late sixties [17, 18], give strong indications of the composite structure
of the proton. At low to modest energies, electron-proton scattering is elastic:
e+p→ e+p. If the incident electron carries enough energy though, the scattering
becomes inelastic: e+ p→ e+X, where X represents outgoing hadronic material
from the exploded proton. This fragmentation of the proton in such scattering
experiment provided concrete proof of the composite nature of the proton.

The differential cross-section for inelastic scattering of an electron with an
energy between E ′ and E ′ + dE ′ off of a proton into a solid angle dΩ is given by

d2σ

dΩdE ′
=

4α2E ′2

Q4

[
W2(Q2, ν)cos2

(
θ

2

)
+ 2W1(Q2, ν)sin2

(
θ

2

)]
(3.1)

W1(Q2, ν) and W2(Q2, ν) are called structure functions and depend on two inde-
pendent variables Q2 = −q2 and ν = q2/M , where q2 represents the momentum
transfer and M the mass of the proton. Assuming that the scattering is taking
place between electrons and point-like constituents of mass mi inside the proton,
the structure functions should have the form [19]

2miW
i
1(Q2, ν) =

Q2

2miν
δ

(
1− Q2

2miν

)
(3.2)

νW i
2(Q2, ν) = δ

(
Q2

2miν

)
(3.3)

The structure functions are no longer functions of Q2 and ν separately, which
appear only in the dimensionless ratio x = Q2/2miν. This is known as Bjorken
scaling [20].

Feynman was the first to give a physical interpretation to the scaling variable
x [21]. He postulated that each constituent, or parton, carries only a fraction, x,
of the total proton. The four-momentum of a parton is given by pi = xp, where p

15
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is the four-momentum of the proton, and has a mass of mi ≈ xM . Let fi(x) be
the probability that a given parton of type i carries a momentum fraction x and
ei be the corresponding fractional charge of the parton. The contribution to the
individual partons to the total inelastic electron-proton differential cross-section
can be summed and written as

W1(Q2, ν) =
∑

i

∫
e2
i

Q2

4M2x2
fi(x)δ

(
ν − Q2

2Mx

)
dx (3.4)

W2(Q2, ν) =
∑

i

∫
e2
i fi(x)δ

(
ν − Q2

2Mx

)
dx (3.5)

which reduce to

MW1(Q2, ν) =
∑

i

e2
i

2
fi(x) ≡ F1(x) (3.6)

νW2(Q2, ν) =
∑

i

e2
ixfi(x) ≡ F2(x). (3.7)

The quantity xfi(x) is known as a parton distribution function (PDF), and there
is a different one for each parton. Comparing these last two relations leads to the
Callan-Gross relation [22]

2xF1(x) = F2(x) (3.8)

which is valid for spin 1/2 partons only.
The Bjorken scaling hypothesis and the Callan-Gross relation provide for a

straightforward test of the parton model. Deep inelastic scattering experiments at
SLAC [17, 18] provided support for such a model; protons are composite particles
whose constituents act as point-like spin 1/2 Dirac particles, which are identified as
quarks. The lightest and most stable of the quarks are the u and d quarks, which
are ideal candidates for the quarks within protons. Since the proton is itself a spin
1/2 particle, the minimum number of quarks needed would be three. Moreover,
the charge of the proton indicates that the quarks needed are uud, which add up
to give a charge of +1.

While the model of the proton consisting of quarks is a good starting point, it
is not the end of the picture. So far the quarks have been assumed to behave as free
particles within the proton. While this is a good assumption when dealing with
their interactions on short time scales with virtual photons, on larger time scales
this assumption breaks down. After all, the quarks are bound to each other, so it
would be a gross simplification that the proton consist of only quarks. Indeed, if
one computes the average total momentum of the proton carried by the quarks, one
finds that it only accounts for 54% of the total proton’s momentum. The missing
momentum can be accounted for by gluons, which are the force carriers that bind
the quarks together. They do not carry electric charge, so are not directly seen in
inelastic scattering experiments discussed thus far, but can be indirectly inferred
from the momentum contribution of the charged quarks within the proton.

The departure from a picture in where the quarks are free to one where
the quarks are bound together by the gluon fields leads scaling violations not
predicted by Bjorken scaling. This leads to a dependence of the PDFs on Q2
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Fig. 1 MSTW 2008 NLO
PDFs at Q2 = 10 GeV2 and
Q2 = 104 GeV2

tions [24]. In 2003, fits were performed in which the x and
Q2 range of DIS structure function data was restricted to
ensure stability with respect to cuts on the data, and cor-
responding NLO and NNLO “conservative” variants of the
MRST 2002 sets were derived (MRST 2003 C) [17]. The
next major milestone was in 2004, with a substantial up-
date of the NLO and NNLO sets (MRST 2004) [18], the
latter using the full NNLO splitting functions [25, 26] for
the first time and both incorporating a “physical” parame-
terisation of the gluon distribution in order to better de-
scribe the high-ET Tevatron jet data. A NLO set incor-
porating O(α) QED corrections in the DGLAP evolution
equations was also produced for the first time (MRST 2004
QED) [19], together with fixed flavour number LO and NLO
variants [20]. Finally, in 2006 a NNLO set “with errors” was
produced for the first time (MRST 2006 NNLO) [21], us-
ing a new general-mass variable flavour number scheme and
with broader grid coverage in x and Q2 than in previous
sets.

In this paper we present the new MSTW 2008 PDFs at
LO, NLO and NNLO. These sets are a major update to
the currently available MRST 2001 LO [15], MRST 2004
NLO [18] and MRST 2006 NNLO [21] PDFs. The “end
products” of the present paper are grids and interpolation
code for the PDFs, which can be found at [27]. An exam-
ple is given in Fig. 1, which shows the NLO PDFs at scales
of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the asso-
ciated one-sigma (68%) confidence level (C.L.) uncertainty
bands.

The contents of this paper are as follows. The new exper-
imental information is summarised in Sect. 2. An overview
of the theoretical framework is presented in Sect. 3 and the

treatment of heavy flavours is explained in Sect. 4. In Sect. 5
we present the results of the global fits and in Sect. 6 we ex-
plain the improvements made in the error propagation of the
experimental data to the PDF uncertainties, and their con-
sequences. Then we present a more detailed discussion of
the description of different data sets included in the global
fit: inclusive DIS structure functions (Sect. 7), dimuon cross
sections from neutrino–nucleon scattering (Sect. 8), heavy-
flavour DIS structure functions (Sect. 9), low-energy Drell–
Yan production (Sect. 10), W and Z production at the Teva-
tron (Sect. 11), and inclusive jet production at the Tevatron
and at HERA (Sect. 12). In Sect. 13 we discuss the low-x
gluon and the description of the longitudinal structure func-
tion, in Sect. 14 we compare our PDFs with other recent
sets, and in Sect. 15 we present predictions for W and Z to-
tal cross sections at the Tevatron and LHC. Finally, we con-
clude in Sect. 16. Throughout the text we will highlight the
numerous refinements and improvements made to the previ-
ous MRST analyses.

2 Survey of experimental developments

Since the most recent MRST analyses [15, 18, 21] a large
number of new data sets suitable for inclusion in the global
fit have become available or are included for the first time.
Some of these are entirely new types of data, while others
supersede existing sets, either improving the precision, ex-
tending the kinematic range, or both. Here, we list the new
data that we include in the global fit, together with an in-
dication of the parton distributions that they mainly con-
strain.

Figure 3.1: Parton distribution functions as determined from the MSTW
group [26] for Q2 = 10 GeV and Q2 = 104 GeV.

at higher energy interactions so that fi(x) → fi(x,Q
2). The dependence on Q2

cannot be calculated, but the x dependence can be taken from some experiment
at a particular Q2, and then calculated at another value of Q2 through the QCD
evolution equations of Dokshitzer, Gribov, Lipatov, Altarelli and Parisi (DGLAP
equations) [23–25].

The uud quarks that make up the proton’s charge and spin are know as
valence quarks. The term is used to differentiate them from sea quarks, which
arise from the gluons splitting into quark-antiquark pairs. Thus, in addition to
the PDFs for the valence quarks, there are also PDFs associated with each sea
quark. The PDFs for the proton as determined by the MSTW group are shown
in figure 3.1 [26]. While the term PDF in this thesis refers to PDF sets of the
proton, there are different PDF sets for each hadron depending on the quantum
numbers of the system.

3.2 Proton-Proton collisions

The collision of protons is dominated by strong interactions. During inelastic pp
collisions, the hard scattering occurs between two partons, qi and qj, while softer
interactions occur between the constituents of the proton remnants. A typical
example of two protons colliding is illustrated in figure 3.3.
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Figure 3.2: Illustration of a pp collision. The hard interaction is seen in red
and secondary interactions (pileup) are indicated by purple [27].

3.2.1 Cross-section for pp collisions

Perturbative QCD calculations can be used to determine the cross-section from
the collision of two partons. The factorization theorem allows the cross-section
for deep inelastic to be decomposed as a convolution of two terms: a calculable
hard term and a non-perturbative PDF. Thus the cross-section for pp → X + Y
can be written as

σ(pp→ X + Y ) =
∑

i,j

∫
dxidxjfi(xi, Q

2)fj(xj, Q
2)σ(qiqj → +Y ) (3.9)

where X is any final hadronic state, σ(qiqj → +Y ) is the cross-section for the
partons qi and qj scattering into a final state Y and the sum runs over all parton
types.

3.2.2 Parton showers

The partons stemming from the hard interaction typically have very large momen-
tum, and can produce shower of secondary low momentum partons. Examples
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Figure 3.3: Standard Model cross sections for pp collisions as a function of
the center-of-mass energy [28].

include gluon splitting (g → qq̄) and gluon radiation (q → gq). The shower of
secondary soft-material is known as a parton shower.

PerturbativeQCD can be used to determine the evolution of any given parton,
but the large number of possible final state partons make calculation of the en-
tire parton shower nearly impossible. Further complicating things is the fact that
some processes lead to divergences, such as soft-emission of a gluon or collinear
gluon emission. Alternative approaches to the calculation make use of iterative
procedures based on various phenomenological models. Such calculations are pa-
rameterized by Sudakov form factors [29] and make use of splitting functions,
which give the probability that a given parton originates from a parton with a
higher momentum.

3.2.3 Hadronization

The process in which hadrons are formed from quarks and gluons is called hadroniza-
tion. Color confinement does not allow for color-charged particles to exist individ-
ually, so that quarks and gluons will combine with other quarks and anti-quarks
created from the vacuum to form hadrons which are then color neutral. The pro-
cess of hadronization is not fully understood as there are no perturbative QCD
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techniques that can be employed to calculate such processes with such low mo-
mentum transfer. Hadronization is therefore studied and parameterized by a series
of phenomenological models, such as the Lund-String-Model [30].

Typically several hadrons are formed from the hadronization processes. This
spray of hadrons, and the collinear emission of gluons, will form a cone of particles,
known as jets, which will have the same general direction as the original parton.
Thus, hadrons are typically observed within these collimated jets.

3.2.4 Underlying event and pileup

Besides the hard-scatter interaction of typical interest, there are many soft-scatter
interactions between other partons from the proton remnants which form a back-
ground to the hard-scattering process. These secondary interactions form what
is known as the underlying event. Soft-particles from the underlying event can
have a large effect on the calculation of the missing transverse energy and calibra-
tion of the jet energy. The underlying event arises from low energy QCD which
cannot be calculated perturbatively and rely on various phenomenological using
experimental data.

Multiple proton-proton interactions within the same bunch crossing presents
another challenging aspect when analyzing collisions. These multiple interactions
are termed pileup, and can easily exceed an average number of 20 collisions per
bunch crossing. Pileup is modeled by overlaying inclusive samples of pp collisions
over the hard-scattering process. The number of these overlaid events is varied
and reweighted to match the number of crossings seen in data.

3.2.5 Monte Carlo generators

To adequately model detector response to various physics processes, precise the-
oretical models are needed. These typically take the form of Monte Carlo1 gen-
erators, which take into account the parton showering, hadronization of quarks,
underlying events and decay of unstable hadrons. Each generator treats each step
differently, and typically perform calculations to Leading Order (LO) or Next to
Leading Order (NLO). A few different generators are outlined here:

• PYTHIA [31, 32] calculates hard-scattering processing to LO. Parton show-
ers are added on-top, the accuracy of which becomes limited at large jet
multiplicities. Hadronization of quarks and gluons are simulated using phe-
nomenological models.

• HERWIG [33] calculates the hard-scatter to LO in the same way as PYTHIA.
The difference between the two generators comes from different implemen-
tation of the parton shower and modeling of hadronization. The simulation
underlying event is normally performed separately using Jimmy [34].

1Monte Carlo algorithms are a large class of probabilistic algorithms relying on repeated
random sampling to get numerical results.
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• HERWIG++ [35] is similar to HERWIG, but implemented separately. The main
difference comes from switching from Fortran to C++, as well as improve-
ments in the modeling of the parton shower hadronization.

• SHERPA [27, 36] is a LO generator which includes additional partons in the
hard-scattering calculations. It provides a more accurate picture for high
jet multiplicities than PYTHIA and HERWIG allowing for a treatment of heavy
flavor quarks such as c and b quarks.

• ALPGEN [37] is a LO generator focusing on final states with many jets. It
is typically interfaced with PYTHIA or HERWIG for parton showering and
hadronization modeling.

• MADGRAPH [38] is a LO generator similar to ALPGEN but with simpler imple-
mentation. It is usually interfaced with HERWIG or PYTHIA.

• AcerMC [39] is a generator dedicated to simulating Standard Model processes
for the LHC. It makes use of an internal library of matrix element calcula-
tions from MADGRAPH for hard-scattering process. It is usually interfaced with
HERWIG or PYTHIA.

• McAtNLO [40] is a NLO generator, providing a more accurate description of
hard-scattering processes and kinematic distributions. It is typically inter-
faced with HERWIG for parton showering, hadronization and underlying event
modeling.

• POWHEG [41] calculates hard-interactions at NLO. It can be interfaced with
any parton shower generator.

• EvtGen [42] is specifically designed to simulate complex decay chains, and it
is typically interfaced with other generators after the hadronization process.

The cross sections obtained from Monte Carlo are corrected to NLO or NNLO
calculations by the use of multiplicative factors called k-factors. The k-factor
correction for going from LO to NLO is

k =
σNLO
σLO

(3.10)

where σNLO is the NLO cross section and σLO the LO one. It is important to note
that k-factors can in general be different for different kinematic phase spaces for
a given process.
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Silicon and Silicon Detectors

4.1 Silicon

Silicon is the most abundant element within the Earth’s crust. It is typically
found in a compound state of Silicon dioxide, due to its reaction with oxygen at
high temperatures. Its abundance means that it has been well studied and its
properties are well know.

Dominating today’s electronics technology, silicon’s importance to modern
society cannot be overstated. It is not only the primary component of most semi-
conductor devices, such as integrated circuits, computer chips and solar cells, but
is also the principle component in stone, glass and concrete which makes it invalu-
able to the construction industry.

Silicon is a semiconductor, and we will begin our discussion by outlining the
most important concepts of semiconductor physics.

4.1.1 Band structure

Semiconductors are crystalline or amorphous solids, which are characterized by
their electrical properties. Crystalline solids, which include silicon, can be de-
scribed by three primary basis vectors, a, b and c. The crystal structure remains
invariant under translations by a vector which is an integral sum of any of these
three vectors so that direct lattice sites are defined by the set

R = ma + bb + pc (4.1)

where m, n, and p are arbitrary integers. The crystalline structure of silicon is
that of a diamond lattice, which is shown in figure 4.1.

Perhaps the most important theorem in semiconductor physics is that of
Bloch′s theorem [44]. It states that given a periodic potential V (r), the solu-
tions to Schrödinger’s equation will be of the form

ψk(r) = eik·ruk(r) (4.2)

where k is the wave vector, r is the position, and uk(r) is a function that is periodic
in r. The energy levels calculated using equation (4.2) will form semi-continuous
energy bands. Furthermore, there will be energy levels for which there are no

22
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Figure 4.1: The diamond lattice structure, where a is the lattice constant [43].

solutions to Schrödinger’s equation of the form equation (4.2). These forbidden
energy solutions will form gaps within the bands, and are referred as band gaps.
Thus, silicon, with its periodic diamond lattice structure, will also have a band
structure characterized by its band gap. The band gap of silicon at a temperature
of T = 300 K is Eg = 1.12 eV. The band structures for three of the most important
semiconductors, germanium (Ge), silicon (Si) and gallium arsenide (GaAs), are
shown in figure 4.2.

The lower band is known as the valence band, and represents the energy of
valence electrons bound to their parent atoms, while the upper band is known as
the conduction band, and represents quasi-free states where electrons are free to
move throughout the crystal. At T = 0 K, the valence band will be completely
occupied by valence electrons while the conduction band will be empty.

The bands are not constant, but vary with the wave vector. Semiconductors
where the maximum of the valence band and minimum of the conduction band
occur at the same k are known as direct semiconductors, while ones who’s valence
band has a maximum and conduction band has minimum at different k are known
as indirect semiconductors. Silicon is an indirect semiconductor, but for most
practical purposes it is useful to consider a simplified band picture where the
bands are constant, as seen in figure 4.3. Here the valence band is denoted EV
and the conduction band EC .

The electrical conductivity of a material will depend on the size of the band
gap. Insulators are materials who’s band gap is very large, typically several eV,
which lead to very low electrical conductivity. Conductors are materials whose
energy bands overlap or where partial filling of the conduction band is seen already
at T = 0 K, and will have very high electrical conductivity. Semiconductors are
then materials whose bands do not overlap, but have a band gap smaller than that
of insulators, typically on the order of an eV.
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Figure 4.2: The band structure as a function of the wave vector for Ge, Si,
and GeAs, where Eg is the band gap energy [43].

Figure 4.3: A simplified band diagram of a semiconductor.
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4.1.2 Extrinsic silicon

The real advantage of semiconductors is their ability to change electrical conduc-
tivity by introduction of impurity atoms, called dopants. These dopants replace
atoms of the original material at lattice sites, and typically have more or less va-
lence electrons in their outer shell, depending on the specific type of dopant. They
will introduce additional energy states that may lie within the band gap region of
the semiconductor. Semiconductors with little to no dopants are termed intrinsic
while semiconductors which have had dopants added are termed extrinsic.

Each silicon atom shares four valence electrons with its neighbors, forming
covalent bonds. Replacing one of these atoms by a phosphorus atom, which has
five valence electrons, will lead to an extra electron that does not form a covalent
bond. These loosely bound electrons are easily excited into the conduction band,
and can contribute to the electric conductivity of the device. In this way negative
charge electrons are donated to the conduction band, and the impurities in this
case are called donors. Conversely, one can substitute a boron atom, which has
three valence electrons, leading to an electron being accepted from other atoms to
form four covalent bonds with the boron atom. This leaves a positive charged hole
in the valence band, and such impurities are known as acceptors. Semiconductors
with a larger number of donors than acceptors are called n-type, while those with
a larger number of acceptors than donors are called p-type.

The dominant charge carriers type in n-type materials are electrons, while for
p-type materials they are holes. These are known as majority carriers. Like-
wise, minority carriers are the opposite type of charge carriers from the majority
carriers, that is electrons in p-type material and holes in n-type material.

4.1.3 The space charge

Dopants refer to purposefully added impurities, typically forming energy states
near the band edges which are readily ionized. Defects are more general, en-
compassing impurities which can also appear from uncontrolled processes, such
as during crystal growing procedures or radiation damage. These states can be
very shallow, i.e. near the band edges, or deep within the band gap. These defect
states have the potential to significantly alter the electrical properties of extrinsic
silicon, and care must be taken to account and control such states.

Donors will be electrically neutral when occupied by an electron and positively
charged when occupied by a hole while acceptors will be electrically neutral when
occupied by a hole and negatively charged when occupied by an electron. The
probability that a given defect state at an energy E is filled in thermal equilibrium
is given by Fermi-Dirac statistics

f(E) =
1

1 + e(E−EF )/kT
(4.3)

where EF is the Fermi Energy, k is Boltzmann’s constant and T the temperature.
For a defect with a concentration Nt at an energy Et, the concentration of trapped
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6.2 Defects at the Interface 87
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Fig. 6.1. A representation of the four exchange mechanisms at the interface states:
(1) electron capture, (2) electron emission, (3) hole capture, and (4) hole emission
(adapted from Barbottin et al. [41])

unavailable. The section summarizes some of the popular models for interface
states and for fixed interface charges.

6.2.3.1 Model of Interface States based on Defects in SiO2

One of the interface state model attributes interface states to the deep trap
centers in SiO2 [41]. This model identifies the trap centers in SiO2 that are
located close to the interface to be a source of interface states, and the defects
centers that are unaltered by an external signal are a source of fixed oxide
charges. Based on this model, a possible candidate for an interface state is
the color center, called the B2 center, in SiO2. The B2 band lies at 5.1 eV
above the EV of SiO2, and is close to the EC of Si, as shown in Fig. 6.2.
Consequently, if the B2 center is located close to the interface, it is likely
to interact with the carriers in the Si conduction band and behave like an
interface state.

6.2.3.2 Models of Interface States based on Interface Atoms
and Disorder

Models that are based on the assumption that interface states are due to in-
terface atoms have continually evolved, and have facilitated the development
of an interface state model that provides good agreement with the experimen-
tal results. Some of the more prevalent models in this category include: the
disordered interface model, the dangling bond model, the Pb center model,
and the trivalent silicon model.

The disorder interface model suggests that the disorder at the interface,
related to the formation of Si-OH and trivalent Si groups, can result in donor
and acceptor centers that act as interface states. This model incorporates
the fact that the interface state density, Dit, depends on the orientation,
oxidation rates, and annealing behavior [41].

Figure 4.4: An illustration of the four competing processes governing the
occupancy of defect states [45].

electrons is then determined by

nt = Ntf(Et) =
Nt

1 + e(Et−EF )/kT
(4.4)

and that of trapped holes

pt = Nt (1− f(Et)) =
Nt

1 + e−(Et−EF )/kT
. (4.5)

In general1, the charge state of defects will depend on four competing processes
as seen in figure 4.4 [46, 47]

1. capture of an electron from the conduction band: r1 = ennt

2. emission of an electron into the conduction band: r2 = cnnpt

3. capture of a hole from a valence band: r3 = cppnt

4. emission of a hole into the valence band: r4 = eppt

Here ri represents the rate for process i, n and p are the respective concentration
of free electrons and holes in the conduction and valence bands, en and ep are the
emission rates for electrons and holes, and cn and cp are the capture coefficients
for electrons and holes. The emission rates and capture coefficients are related by

en,p = cn,pe
±(EC,V −Et)/kTNC,V (4.6)

where NC,V represents the number of free states in the conduction and valence
bands. The capture cross section for electrons and holes can be defined as

σn,p = cn,p/v̄n,p (4.7)

1This means not necessarily in thermal equilibrium, such as in a steady state or high injection
conditions.
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where v̄ is the thermal velocity of the carriers. This can be used to define the
minority carrier lifetime for holes in n-type material

τp =
1

σpv̄pNt

(4.8)

and for eletrons in p-type material

τn =
1

σnv̄nNt

. (4.9)

The electric field within a semiconductor can then be determined from Pois-
son’s equation

∇2V = −ρ
ε

= −q (Neff + p− n)

ε
(4.10)

where V is the electric potential, q represents the electron charge, ε the dielectric
constant of the material, p the concentration of free holes in the valence band, and
n the concentration of free electrons in the conduction band. The effective doping
concentration Neff is determined by the number of charged donor and acceptor
states and reads

Neff =
∑

donors

pt +
∑

acceptors

nt. (4.11)

The effective doping concentration is generally referred to as the space charge,
and represents the overall charge density in the device.

4.1.4 Carrier transport

The movement of electrons or holes within a semiconductor is not a straightforward
affair. In the absence of an electric field, electrons will move randomly within the
material due to thermal vibrations, and the average velocity will be zero. Under
the influence of an electric field, the electrons will be accelerated. Unlike the
case of a vacuum, electrons will not be constantly accelerated but will instead
move with an average velocity, called the drift velocity, due to scattering in the
crystal by defect states, atoms within the lattice, phonons and other electrons.
The complicated motion of the electron is therefore included in a constant, known
as the mobility, which depends on the particular material of the semiconductor.
The drift velocity is given by

v = Eµ (4.12)

where µ is the mobility2 of electrons for a given material and E is the electric field.
The movement of holes in a semiconductor is a bit more complicated. Unlike

electrons, which really are localized particles which move through the crystal,
holes are really an absence of an electron. The movement of holes requires valence
electrons jumping from one atom to another, each filling the absence as they do
so. Therefore the mobility of electrons and holes will in general be different, owing

2The mobility is in general dependent on the electric field through µ = µ0

1+bE where µ0 is the
mobility at E = 0 and b a constant depending on the material choice. This expression for the
mobility leads to velocity saturation at large electric fields.
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to the different nature of their movement, and we denote the hole mobility as µp
and the electron mobility as µn. For intrinsic silicon at T = 300 K the mobility
of electrons is µn = 1350 cm2/Vs, while that of holes is roughly a third and is
µp = 480 cm2/Vs.

Diffusion will also play a role in the movement of charges due to gradients
in the carrier concentration and Brownian motion. This type of movement is
determine by the diffusion coefficient and is related to the mobility by the
Einstein relation [48]

D =
kT

q
µ (4.13)

where k is Boltzmann’s constant, T the temperature and q the electron charge.
Owing to different mobilities, there will be two separate diffusion constants; Dn

for electrons and Dp for holes.
The current in semiconductors due to mobile charge carries will be the sum

of drift and diffusion components. The current density for electrons will read

Jn = qµnE + qDn∇n (4.14)

and for holes
Jp = qµpE− qDp∇p (4.15)

where n is the concentration of free electrons in the conduction band and p the
concentration of free holes in the valence band. The total current density will be
the sum of electron and hole components

J = Jn + Jp. (4.16)

The above equations neglect effects from external applied magnetic fields. This
will lead to a transverse component to the current and is known as the Hall effect
[49], which will not be covered here.

Finally, the current must satisfy the continuity equations

∂n

∂t
= Gn − Un +

1

q
∇ · jn (4.17)

∂p

∂t
= Gp − Up −

1

q
∇ · jp (4.18)

where Gn is the generation rate for electrons, Gp the generation rate for holes,
Un the recombination rate for electrons and Up the recombination rate for holes.
Under steady state conditions we have

∂n

∂t
=
∂p

∂t
= 0. (4.19)

4.1.5 The p-n junction

We are now ready to discuss one of the most important devices in semiconductor
physics; the p-n junction. As their name implies, p-n junctions are two terminal
devices made when p-type material comes into contact with n-type material.
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Figure 4.5: An illustration of a p-n junction showing (a) the energy band
diagram, (b) the resulting built-in voltage and (c) the charge density within the

space charge region.

Let us first consider the case of an intrinsic semiconductor. For such a mate-
rial, the Fermi energy EF will lie in the middle of the band gap, half way between
the valence and conduction bands. As donors are added, the Fermi energy will
shift upwards towards the conduction band. Conversely, adding acceptors will
shift the Fermi energy down towards the valence band. So for n-type material, the
Fermi energy lies near the conduction band, and for p-type material it lies close to
the valence band. When the two materials come into contact, their Fermi energy
of the two will not match. In order for the system to be in thermal equilibrium,
a constant Fermi energy throughout the whole system is required. This leads to
electrons from the n-type material diffusing into the p-type material and holes
from the p-type material diffusing into the n-type material until a constant Fermi
energy is achieved throughout. The bands will be shifted with respect to each
other in the two materials, and the region around the junction being depleted of
free charge carriers. This region is known as the depletion region, or more appro-
priately the space charge region, and consists of fixed ionized impurities stripped
of their quasi-free charge carriers. The space charge region constitutes the active
region of the device. The shift in bands also leads to a potential drop called the
built-in voltage. The entire process is illustrated in figure 4.5.

The current-voltage characteristics of a p-n junction were first derived by
Shockley3 [50]. The current in a p-n junction as a function of the applied external

3The derivation depends on four main assumptions: (1) the junction is abrupt; (2) the Boltz-
mann relation holds in the depletion region; (3) the injected concentration of minority carries is
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voltage can be approximated by

J = Js
(
eqV/kT − 1

)
(4.20)

where Js is the saturation current and V is the applied bias voltage. This is known
as the Shockley diode equation, or simply the Shockley equation, and gives the
current-voltage relationship of an ideal diode. Two modes of operation are defined
from equation (4.20); the region V < 0 is known as reverse bias and the current
saturates at Js, while the region V > 0 is known as forward bias and the current
rises exponentially with V .

In the reverse bias mode, the space charge region increases with increasing
|V |. The size of this region, W , can be determined by solving Poisson’s equation
with the appropriate boundary conditions. For the sake of simplicity, let us assume
a 1-D abrupt junction at x = 0, and consider only one side of the junction. Also,
we assume low injection conditions so that p ≈ n ≈ 0. From here on we will
refer to the applied bias voltage as Vbias and V = V (x) will be the potential as a
function of x. In this case, Poisson’s equation reads

d2V

d2x
=
qNeff

ε
(4.21)

which upon integration and with the following boundary conditions

dV

dx
|x=W = −E(W ) = 0 (4.22)

V (W ) = Vbias (4.23)

leads to the following relation

W =

(
2ε

qNeff

Vbias

)1/2

(4.24)

where here Neff is equal to the doping concentration.

4.1.6 The Si-SiO2 interface

Before directing our attention to an overview of silicon detectors, we will review
the interface between silicon and silicon dioxide, or Si-SiO2. The Si-SiO2 interface
plays an important role in the operation of silicon detectors. We will quickly
summarize the main concepts here4.

The bandgap of SiO2 is very large, with Eg = 8.8 eV. Furthermore, the hole
density is quite large at the interface and detrapping rates for holes very slow.
This leads to an accumulation of a fixed positive charge. This fixed positive oxide
charge represent states that do not exchange electrons or holes with the lattice. If
the silicon side is made of p-type material, the positive oxide charge will result in
an inverted layer of mobile electrons, which make the interface highly conductive.

small compared to that of majority carriers; (4) there is no generation of current in the depletion
region.

4For a more detailed discussion, please see [45, 51].
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The interface represents an abrupt termination of the lattice structure. This
results in the interruption of covalent bonds, leading to “dangling bonds”, where
the valence electrons are not satisfied. These dangling bonds result in additional
states located at the interface, termed interface states, and can readily capture
or emit electrons or holes. Interface states can arise from avalanche multiplication,
radiation damage, oxidation during the fabrication process or from internal photo
emission.

4.2 Silicon detectors

Silicon detectors are essential components of many high energy physics exper-
iments, providing the primary means of momentum determination of charged
particles. Segmented silicon detectors are capable of resolving the primary and
secondary vertices in experiments such as ATLAS and CMS with high accuracy
where the large particle fluxes require readout fast readout.

4.2.1 Basic design

Silicon detectors are complicated diode structures, consisting of many segmented
p-n junctions biased in parallel. In the case of silicon strip detectors (SSDs), they
consist of several n+ (or p+) strips implanted on a p-type (or n-type) substrate.
Reverse biasing leads to establishment of a depletion region and electric field in the
detector’s volume, where electron-hole pairs generated by traversing particles form
a signal. A layer of SiO2 couples the signal from the strip implants to aluminum
strips, which are connected to readout electronics where generated signals can be
further processed and analyzed. Detectors are biased from the backplane, where
the strip implants are held to ground through a bias ring near the detector surface,
typically via a polysilicon resistor5. Guard rings typically surround the bias ring,
which act to slowly drop the voltage between the backplane and surface, so as
not to cause damage from large voltage differences. The entire sensor is typically
passivated with a layer of SiO2 to protect the sensor from environmental effects,
with small opening on the strips and bias ring for electrical contact. A schematic
with the basic features of a typical silicon detectors is shown in figure 4.6.

4.2.2 Signal formation and acquisition

The basic principal of all tracking detectors is to turn energy deposited from
charged particles into electrical signals. For silicon detectors, this takes the form of
creation of electron-hole pairs from traversing particles, which then move towards
readout electronics under the influence of an electric field within the sensor volume.
The number of electron-hole pairs created depends on the energy of the incoming
particle. The average energy loss of charged particles in a material is determined

5Other forms of biasing include punch-through biasing and Field Oxide FET (FOXFET)
biasing.
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Fig. 1.19 A 3D schematic is sketched. It shows the baseline of the CMS sensor at the LHC in
2008, but could represent basically any single-sided AC-coupled, Rpoly biased sensor. In operation,
the bias ring is connected to GND potential, which is then distributed to the p+ implant strips,
while the Al backplane is set to positive high voltage depleting the full n-bulk volume by forming
a pn-junction p+ strip to n-bulk. The coupling capacitor is defined between aluminium strip and
p+ implant, the inter-strip capacity between neighbouring strips (both p+ and Al part). The guard
ring shapes the field at the borders. The n++ ring defines the volume and prevents high field in the
real cut edge regions

All individual isolated strips need to be at the same potential. This is realized in
one of three different ways, illustrated in Fig. 1.20, although nowadays the polysili-
con method is most utilized.15
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Fig. 1.20 There are three ways to bias an AC-coupled sensor plus a fourth one for a DC-coupled
device. The punchthrough and FOXFET biasing are the easiest ones but not as radiation hard as
the polysilicon resistor, which is more or less the current standard. A photo of a polysilicon resistor
can be seen in Fig. 1.28. In addition, a DC-coupled device can be biased via the connections to the
electronics, representing the ground potential

15 Punchthrough and FOXFET biasing is less radiation hard, it can be imagined for the future
International Linear Collider (ILC).

Figure 4.6: A schematic of a typical silicon strip detector [52].

by the Bethe-Bloch formula
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where z is the charge of the incoming particle, Tmax the maximum kinetic energy
that can be imparted to an electron during a collision, I the average excitation
energy, Z the atomic number, A the atomic mass, NA Avogadro’s number, me the
mass of the electron, c the speed of light, re the classical electron radius, β = v/c,
γ = 1/

√
1− β2 and δ the density effect correction. The full function for the case

muons traversing copper is shown in figure 4.7. The most important part of the
curve occurs at the minimum, which represents the minimum ionization energy
in the material. Particles with an energy at the minimum are termed Minimum
Ionizing Particles (MIPs). For silicon, the average energy loss is 390 eV

µm
, which,

given that the energy needed to create an electron-hole pair is 3.6 eV, leads to
an average number of 108 electron-hole pairs being created for each µm. The full
function of the Bethe-Bloch formula is shown in figure 4.7.

The most probable value (MPV) of the deposited charge is less than the aver-
age due to statistical fluctuations that can be described by straggling functions.
These straggling functions are described by a Landau distribution, which also takes
into account noise contributions which tend to broaden the spectrum, which can
be seen in figure 4.8. For silicon, the MPV for a MIP leads to 76 electron-hole
pairs for each µm.
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4 27. Passage of particles through matter

of interest (dE/dx, X0, etc.) vary smoothly with composition when there is no
density dependence.
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Fig. 27.1: Stopping power (= ⟨−dE/dx⟩) for positive muons in copper as a
function of βγ = p/Mc over nine orders of magnitude in momentum (12 orders of
magnitude in kinetic energy). Solid curves indicate the total stopping power. Data
below the break at βγ ≈ 0.1 are taken from ICRU 49 [4], and data at higher
energies are from Ref. 5. Vertical bands indicate boundaries between different
approximations discussed in the text. The short dotted lines labeled “µ− ” illustrate
the “Barkas effect,” the dependence of stopping power on projectile charge at very
low energies [6].

27.2.2. Stopping power at intermediate energies :

The mean rate of energy loss by moderately relativistic charged heavy particles,
M1/δx, is well-described by the “Bethe” equation,
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It describes the mean rate of energy loss in the region 0.1 <∼ βγ <∼ 1000
for intermediate-Z materials with an accuracy of a few %. With the symbol
definitions and values given in Table 27.1, the units are MeV g−1cm2. At the lower
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Figure 4.7: The stopping power dE/dx of copper for muons [2].
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Fig. 1.14 Charged particles lose energy, when traversing material. The figure shows the stopping
power <dE/dX> of copper for traversing muons [149]. Exactly this effect is the fundamental
principle of all ionizing detectors. The sensor design needs to make sure to detect the Minimum
Ionizing Particle (MIP) with an energy ∼300 MeV/c with a significant signal/noise (S/N) ratio.
The plot includes the corrections to the Bethe–Bloch formula at low and high energies, whose
explanations are beyond the scope of this book
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Figure 4.8: Landau distribution showing the differences in the Most Probable
Value (MPV) and the mean energy loss in silicon [52].
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4.2.3 Leakage current

The leakage current is one of the main consideration in the design of and proper
functionality of silicon detectors. It represents a source of noise in the final signal,
and must be kept as low as possible. It consists of a bulk current, generated
within the device and determined to first order by equation (4.20), and surface
current, stemming from imperfection on the surface such as scratches, mishaps
in processing, or poor oxides. The two types of current can be differentiated by
their temperature dependence; bulk current has a strong temperature dependence,
while surface current only weakly depends on temperature.

An additional effect, referred to as thermal runaway, arises from self heating
of the device. High current leads to a higher internal temperature, which in turn
to a higher current. This is an uncontrolled positive feedback effect, and is most
pronounced in irradiated devices. This requires sensors to not only be operated at
cold temperatures, but also for the temperature to be held constant by a sufficient
heat sink.

4.2.4 Detector capacitance

The total capacitance of a device comes from several sources. Depending on the
source, it can be either beneficial or detrimental to the proper operation of a
detector.

The coupling capacitance is defined between the strip implants and the alu-
minum readout strips. A large coupling capacitance leads to better coupling of
the signal to the readout electronics. It can be increased by thinning the layer of
SiO2 between the implants and Al layer. This can be difficult to achieve, as thin
oxides can lead to shorts between the implants and readout.

The interstrip capacitance is measured between strips. It contributes to the
capacitive load into the readout electronics, and typically represents a significant
source of noise. It should also be kept low to reduce charge sharing between strips.
Increasing the distance between strips can lead to a lower interstrip capacitance,
but this also leads to a lower spatial resolution of the device.

The bulk capacitance is defined between the strip implants and the back-
plane. It is also a contributor to the noise of a device, but is typically less than
the contribution from other source, such as the interstrip capacitance, parasitic
capacitance, and the internal capacitance of the readout electronics. For a 1D
simple diode, the bulk capacitance is related to the width of the depletion region
W by the expression for the capacitance of a parallel plate capacitor

C = εA/W (4.26)

where ε is the dielectric constant and A the area of the device. For a complicated
strip geometry, the bulk capacitance can be approximated by that of the 1D case
only when the width of the depletion region becomes larger than the pitch, where
bending of the electric field lines toward the strip edges becomes “washed out”
[53]. The bulk capacitance is also used as the main measurement of the depletion
voltage, the voltage in which the depletion region width becomes equal to the total
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N P NV

Figure 4.9: An n-p-n sandwich structure. Applying a voltage leads to one
junction being forward biased, while the other becomes reverse biased.

thickness of the device. Combining equations (4.24) and (4.26) leads to

1

C2
= 2

Vbias
qεANeff

(4.27)

so that Neff can be determined from the slope if the reciprocal squared of the
capacitance as a function the bias voltage. Even more information can be extracted
by examining the capacitance as a function of the frequency of the applied AC
signal used to measure the capacitance6 [51, 54, 55]. Defect states with different
emission rates will contribute to the total capacitance at different frequencies; if
the frequency is sufficiently small a defect state will have time to contribute to
the capacitance through a change in charge state, while if the frequency is too
large then the defect states will not have time to change charge states and thus
not contribute to the total capacitance. Furthermore, measurements at different
temperatures will lead to a shift of the capacitance vs. frequency curves, allowing
one to determine the energy of the various defect states. Indeed, capacitance
measurements are able to reveal more information about the internal details of
silicon detectors than any other type of measurement.

4.2.5 The punch-through effect

The punch-through, or reach-through, effect can cause significant current flow in
semiconductor devices [56–58]. Consider a n-p-n (or p-n-p) sandwich structure, as
seen in figure 4.9. When an external voltage is applied to such a structure, one
of the junctions will become forward biased, while the other will become reverse
biased. As the voltage is increased, the reverse biased junction will grow, until
eventually the the two junctions come into contact. The voltage when the two
junctions touch is known as the punch-through voltage. Past this voltage, the
current will grow exponentially across the device, as the forward region is able to
inject charge carriers into the reverse region. Full depletion occurs at the so called
flatband voltage7, called so because at this point dV/dx = 0 at one end of the
device. Eventually the density of free carriers becomes comparable to the space
charge density, causing free carriers to modify the electric field so as to limit any
additional charges being injected into the device, and this is know as space charge
limited.

6The capacitance is typically measured by applying a small alternating voltage on top of the
DC bias voltage, and measuring the complex impedance or admittance. Separating the real and
imaginary components lets one determine resistive and capacitive components of the device.

7Not to be confused with the flatband voltage when referring to MOS capacitors.
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The punch-through effect is often useful in detector operation [59]. The region
between the strip implants and the bias ring represents such a npn sandwich
structure, where the bulk wafer acts as the intermediate material creating the
double sided junction. The short created after reaching the punch-through voltage
can be used to tie voltage of the bias ring to the strip implants, allowing for biasing
without the need of a polysilicon biasing resistor. The effect can also be used to
limit excess voltages on the strip implants, which can cause damage to the coupling
capacitor if larger than the specified hold off voltage, in turn causing damage to
the readout electronics. Such a scenario can occur during beam accidents, where
significant charge can be deposited in a small area of a sensor, flooding the detector
with charge and collapsing the electric field within and resulting in large voltages
on the implants which are limited only by the total bias voltage [60–62].

4.2.6 Impact ionization and charge multiplication

At large electric fields, charge carriers can be multiplied through impact ionization
[43, 63, 64]. Such multiplication can be beneficial in silicon detectors, compensat-
ing for signal loss due to radiation induced trapping. Furthermore, they can be
used in fast timing detectors to significantly increase the signal, where the small
thickness of such devices leads to a very low signal-to-noise ratio (SNR). This
increase, or multiplication, of the original signal is colloquially known as charge
multiplication (CM).

Large electric fields can accelerate charge carriers to sufficient energies that
collisions within the lattice lead to the creation of additional electron hole pairs.
These additional charges will in turn have sufficient energy to create additional
electron-hole pairs. The number of electron-hole pairs created is expressed as an
ionization rate α. Since the electric field is dependent on position, so is α, which
can be parameterized by

α = Ae−(B+TC)/E (4.28)

where A, B and C are parameters to be fitted for, T is the temperature, and E is
the strength of the electric field. The α for electrons in silicon reads [63]

αn = 6.2× 105exp

(
−1.40× 106 + 1.3× 103T

E

)
(E < 24V/µm) (4.29)

αn = 6.2× 105exp

(
−1.05× 106 + 1.3× 103T

E

)
(E > 24V/µm) (4.30)

and for holes

αp = 2.0× 106exp

(
−1.95× 106 + 1.1× 103T

E

)
(E > 24V/µm). (4.31)

The values of αn and αp as a function of the electric field are shown in figure 4.10.
CM typically begins around 10-15 V/µm. The multiplication factor defines the
strength of multiplication, and for electrons is given by [43]
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• for holes:

αp = 2.0 × 106 exp

(
−1.95 × 106 + 1.1 × 103 T

E

)
. (3.24)
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Figure 3.12: Ionisation rate α (at T = −20 ◦C) for electrons and holes as a function of the
electric field according to Eqs. (3.22)-(3.24).

The ionisation rates for electrons and holes as a function of the electric field are shown in
Fig. 3.12. Significant multiplication of electrons starts at an electric field strength between
10 and 15V/µm. The ratio of the number of charge carriers entering a multiplication region
and the number of charge carriers leaving that region defines the multiplication factor M .
If only electrons are entering the multiplication region, M becomes [Sze81]

M =
1

1 −
∫ W
0 αn exp

(
−

∫ x
0 (αn − αp)dx′) dx

, (3.25)

where W is the width of the multiplication region. At very high electric fields, the charge
carriers generated by impact ionisation can in turn create further electron-hole pairs and
possibly lead to an avalanche causing electrical breakdown of the device (M → ∞). As
the ionisation rates for electrons and holes increase with decreasing temperature (see
Eqs. (3.22-3.24)), higher charge multiplication and a lower breakdown voltage are ex-
pected for lower temperatures.

Charge multiplication due to impact ionisation can be beneficial for the operation of
silicon detectors as it leads to a higher signal. However, the multiplication of the leakage
current and statistical fluctuations of charge multiplication might lead to higher noise of
the detector (see Section 3.3.8).

3.3.8 Noise Contributions

Noise can originate from fluctuations of the number of free charge carriers (shot noise)
and from fluctuations of the velocity of the charge carriers (thermal noise). Noise is a key

Figure 4.10: The ionization rates for electron and holes in silicon as a function
of the electric field [65].

M =

(
1−

∫ W

0

dx e−
∫ x
0 dx′(αn−αp)

)−1

(4.32)

where W is the size of the multiplication region. Breakdown of the device can
occur if M → ∞. Not only is the signal multiplied by CM, but the noise will
also tend to become larger through the same process. Hence, while CM can be
beneficial in certain cases, care must be taken to ensure that the noise remains
low and breakdown voltage remains high.

4.3 Radiation damage

Detectors in the inner layers of experiments such as ATLAS and CMS are exposed
to very large particle fluxes. This leads to those sensors being exposed to large
amounts of radiation, which will tend to degrade detector performance over time.
The damage due to radiation in such devices can be separated into two types;
bulk damage and surface damage, with the former representing the main limiting
effect in irradiated detectors. Radiation damage in semiconductor detectors has
been intensely studied by the CERN RD50 collaboration [66].

4.3.1 Bulk damage

Bulk damage result from the displacement of atoms from lattice sites through
non-ionizing energy loss (NIEL). The displaced atoms leave behind energy states
which are categorized as interstitials (I), or vacancies (V ), which is illustrated in
figure 4.11. Interstitials are the displaced atoms themselves, which move through-
out the crystal and can interact with other impurities or defects while vacancies
are the empty lattice sites where the displaced atoms use to reside, and can be
migrate and interact with the rest of the crystal. Higher energy collisions between
the lattice and incoming radiation can cause a recoil at the lattice sites, which
can cause further displacements. These recoils lead to a decrease in the incident
particle energy, and at the end of the path large number of defects are present.
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Figure 4.11: Illustration of a vacancy and interstitial within a silicon lattice.

Figure 4.12: A monte Carlo simulation showing the creation of clusters by
recoil atoms [67].

Areas where there are large numbers of defects states created through such dam-
age are called clusters, whereas individual displacements are called point defects.
A Monte Carlo simulation of such a recoil-atom track is shown in figure 4.12

The energy states created from radiation induced defects significantly alter
the electrical properties and operation of silicon detectors. On a macroscopic level
these manifest themselves in

• Increase of the leakage current through additional generation from defect
states near the midgap.



Chapter 4. Silicon and silicon detectors 39

• Change in the depletion or operating voltage of the device through changes
occurring in the effective doping concentration or space charge.

• Loss of signal and detector efficiency due to trapping by defect states.

The NIEL hypothesis allows normalization of the displacement damage due
to different radiation particle species with differing energies. The displacement
damage can be calculated as

D(E) =
∑

i

σi(Ekin)

∫ ER,max

0

fi(Ekin, ER)P (ER)dER (4.33)

where the sum runs over all possible interactions, σi is the cross section for pro-
cess i, fi(E,ER) is the probability of a particle of energy Ekin transferring a recoil
energy ER, and P (ER) is the Lindhard partition function [68] describing the frac-
tion of energy displacing a silicon atom. The function is plotted in figure 4.13. A
standard 1 MeV neutron equivalent fluence, or neq/cm2 (or simply just neq) is
used which corresponds to Dneutron(1MeV)/cm2= 95 MeV mb/cm2. The damage
can then be scaled by a multiplicative factor κ so as to make comparison from
different radiation species and normalize to 1 MeV neq by

κ =

∫
D(E)φ(E)dE

95MeVmb · Φ =
Φeq

Φ
(4.34)

where Φ =
∫
φ(E)dE is the radiation fluence and Φeq is the corresponding 1 MeV

neutron equivalent fluence, which is easily determined from the above expression

Φeq = κΦ. (4.35)

Radiation induced defects near the midgap will be produced at a constant rate
with the radiation fluence. The midgap states will readily generate electron-hole
pairs, leading to an increase in the observed leakage current of the device. This
scales linearly with fluence so the change in leakage current ∆I can be expressed
as

∆I = αΦeqV (4.36)

where V represents the total volume of the device and α is a current related
damage constant. The linear behavior of the leakage current with fluence can be
seen in figure 4.14.

The introduction of donor and acceptor type defects from irradiation will lead
to changes in Neff . This inevitably leads to a change in the depletion voltage of
the device8. In general, more acceptor like states are introduced than donor like
states, so that the overall material becomes more p-type with increasing fluence,

8The term “depletion” is actually a misnomer when discussing irradiated detectors. While
for unirradiated devices, there is a clear region with an active electric field and the term is ap-
propriate, irradiated detectors exhibit a space charge that extends across the entire device. This
space charge also changes its spatial distribution in response to an applied voltage, and trapping
of the leakage current and phenomena such as formation double junctions further complicate the
picture. Nevertheless, the concept is still used as a useful picture in the practical characterization
of devices after irradiation.
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Figure 4.13: The displacement damage function D(E) as a function of the
particle energy, normalized to 95 MeVmb for neutrons, protons, pions and elec-

trons. The inserted graph shows a zoom-in of the figure [67].

Figure 4.14: The observed leakage current as a function of the radiation
fluence for several irradiated sensors. The labels n and p stand for irradiation
with neutrons and protons, respectively. Lines are drawn to guide the eye [69].
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Figure 4.4: Depletion voltage Udep and absolute value of the effective doping concentration
|Neff | of 300µm thick silicon pad detectors with n-type float-zone substrate as a function of
irradiation fluence Φeq. The data were corrected for self-annealing during the irradiation,
which explains why the values are considerably higher compared to results reported else-
where and reflecting the measured values after irradiation. Plot taken from Ref. [Mol99],
with data from Ref. [Wun92].

concentration [Mol99, Kra10a]. Results of annealing measurements for FZ and MCz sil-
icon pad detectors, both with n-type and p-type substrate and irradiated with different
fluences of pions, are shown in Fig. 4.5. The detectors have been stored at 60 ◦C for in-
creasing periods of time and after each of these annealing steps the depletion voltage was
measured with C −V measurements. Initially, up to approximately 80min at 60 ◦C, short
term annealing leads to the creation of positive space charge. For p-type silicon and type
inverted n-type silicon, this leads to a reduction of the depletion voltage, therefore this
component is often called beneficial annealing. In n-type MCz silicon however, which does
not type invert when irradiated with charged hadrons, the short term annealing can even
lead to a slight increase of the depletion voltage.

Long term annealing, which is often referred to as reverse annealing, leads to the creation of
negative space charge. As can be seen in Fig. 4.5, the depletion voltages increase strongly
for FZ and p-MCz silicon. Therefore, irradiated silicon detectors are usually stored at
cold temperatures, even when they are not operated. Investigations of the reverse an-
nealing at different temperatures have revealed an activation energy (see Eq. (4.2)) of
Ea = (1.33 ± 0.03) eV for n-type FZ silicon [Mol99], which can be used to scale annealing
measurements performed at a certain temperature to a reference temperature (see Sec-
tion 4.1.2).

After annealing of approximately 80 min at 60 ◦C, the effects of short term annealing
are fading and the long term annealing starts. After beneficial annealing, the radiation-

Figure 4.15: The depletion voltage and overall effective doping concentration
as a function of fluence for an n-type bulk detector with a thickness of 300 µm

[67].

leading to type inversion in the case of n-type bulk devices. The evolution of
the depletion voltage and effective doping concentration with fluence, showing the
point of type inversion, can be seen figure 4.15.

Irradiated devices undergo an irreversible termed annealing. At sufficient
temperatures, defect states become mobile, migrating through the crystal until
combine with other defects or surface charges, often creating new states in the
process. This leads to changes in the macroscopic properties of the sensors over
time, such as the full depletion voltage, seen in figure 4.16, and leakage current,
through the damage constant α in equation (4.36) a seen in figure 4.17. Annealing
is exponentially dependent on temperature, so that sensors must be stored cold in
order to prevent any changes to detector properties over time.

Perhaps the most detrimental effect of radiation damage comes from signal
loss. This loss arises from two sources

• Increase in the full depletion voltage at large fluences. This leads to a smaller
depleted width for a given bias voltage, and thus less signal being generated
over the active region of the device.

• Trapping of the signal by defect states with large capture cross sections and
small trapping times.

Trapping becomes significant when trapping times become comparable to the col-
lection time of the signal, typically around 10 ns. The number of generated charge
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Figure 4.5: Depletion voltage Vfd of 300µm thick silicon pad detectors irradiated with
pions as a function of the annealing time at 60 ◦C [Kra10a]. The legend indicates the
different substrate types and the equivalent fluences in neq/cm

2. The data of the FZ
detectors are fitted with a model according to [Mol99], the MCz data are connected to
guide the eye.

induced increase of the effective doping concentration ∆Neff is approximately proportional
to the equivalent fluence [Mol99]:

∆Neff ≈ gc Φeq, (4.7)

with the so-called introduction rate of stable acceptors gc. For proton irradiated FZ silicon,
which is investigated within this thesis, an introduction rate of

gc = (0.012 ± 0.001) cm−1 (4.8)

was measured [Cin09]. Typical values for Neff are of the order of 1011 − 1013 cm−3

before irradiation. Therefore, the effective doping concentration is practically deter-
mined by radiation-induced defects after irradiation with fluences above approximately
1015 neq/cm

2. The investigation of the effective doping concentration and the depletion
voltage is in most publications limited to fluences below approximately Φeq = 1015 neq/cm

2.
At higher fluences, it is difficult to determine the depletion voltage since it exceeds values
of about 1000V for standard 300µm thick detectors. Recent investigations indicate a
deviation of Eq. (4.7) in highly irradiated detectors and point to a lower value of gc above
Φeq ≈ 1015 neq/cm

2 [Cas11b].

Due to the increase of the effective doping concentration after irradiation and during sub-
sequent long term annealing, the maximum of the electric field in the sensor increases

Figure 4.16: The annealing behavior of the full depletion voltage for a 300 µm
thick pion irradiated sensor as a function of time. The annealing temperature

was taken at 60◦ C [70].
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as well. In highly irradiated sensors the electric field strengths can exceed values where
charge multiplication due to impact ionisation (see Section 3.3.7) is possible. The in-
vestigation of charge multiplication in 3D and planar strip sensors is part of this thesis.
Furthermore, even the undepleted silicon bulk becomes more resistive after irradiation
and exhibits a non-negligible electric field (see Section 4.3.4). Hence charge carriers gen-
erated in this part may contribute to the signal as well and the concept of distinguishing
between depleted and undepleted bulk becomes questionable when considering highly irra-
diated detectors. These reasons can lead to a much lower decrease of the measured signal
after intense irradiation than expected from considerations based on the depletion voltage.

4.3.2 Leakage Current

The radiation-induced creation of generation centres close to the middle of the band gap
leads to higher leakage current. The increase of the current ∆I is proportional to the
irradiation fluence [Mol99]:

∆I = αΦeq V, (4.9)

with the current related damage rate α and the depleted volume V . Values for α are
usually specified for the leakage current measured at 20 ◦C, which can be scaled to any
reference temperature using Eq. (3.14). Annealing of irradiated detectors leads to a de-
crease of the leakage current. This can be expressed by considering the current related
damage rate α to be dependent on the annealing state. Figure 4.6 illustrates α as a func-
tion of the annealing time at 60 ◦C.

Figure 4.6: Current related damage rate α as a function of the annealing time at 60 ◦C. The
legend indicates the serial numbers of different detector test structures and the equivalent
fluence in neq/cm

2. The line is a parameterisation according to Eq. (4.10) [Mol99].

Figure 4.17: The damage constant α as a function of time taken at 60◦ C.
Different data points are measurements on different sensors, showing a universal

dependence on annealing [67].
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Figure 4.18: The interstrip resistance for proton irradiated silicon detectors
showing the effect of higher p-dose on the strip isolation [71]

carriers will decrease over time according to

N(t) = N0e
− t
τn,p (4.37)

where N0 is the initial number of created charge carriers, t the time. Switching
from p-on-n to n-on-p sensors leads to a significant reduction in signal loss due
to trapping, since n-on-p sensors collect electrons whereas p-on-n sensors collect
holes. Electrons have a much larger mobility than holes, so traverse the detector
in a smaller time than holes, and are thus less susceptible to trapping.

4.3.2 Surface damage

Ionizing radiation leads to surface damage via the creation of interface states in
the Si-SiO2 interface. This leads to a conductive layer at the surface that can short
strips together, which leads to a loss in resolution of the device. Detectors com-
prised of a p-type substrate are particularly susceptible to degradation in position
resolution caused by damage at the surface, due mainly from the mobile layer of
inverted electrons at the Si-SiO2 interface. To prevent such degradation, sensors
are typically treated with positively doped ions at the surface, either in the form
of a ionization spray known as p-spray, or through additional implants between
readout strips known as p-stops. The idea is that the additional p-type states
are able to combine with the electron layer to neutralize it. Larger concentration
of the p-spray or p-stops leads to better isolation, especially after charged parti-
cle irradiation [71], as seen when looking at the interstrip resistance on proton
irradiated silicon sensors in figure 4.18.

4.4 Various detector designs

Several different detector designs are available, each tailored to meet specific needs.
We outline some of the most relevant types here, although this does not constitute
an extensive or complete list of the different varieties.
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4.4.1 Pad detectors

Silicon pad detectors are one of the simplest designs available. They have a very
simple geometry, and are well approximated by 1D diode structures. This makes
them of particular use as particle detectors where high granularity is not of great
importance. Due to their simple geometry, they are also used in R&D applica-
tions, especially in the study of bulk characteristics of silicon detectors, where
complications from surface geometry are minimal.

4.4.2 Strip detectors

Silicon strip detectors are by far the most common type of silicon detector used
as tracking sensors. They are segmented at the surface into highly doped strip
implants sitting on a bulk substrate, providing spatial information of traversing
particles. The strip pitch can be very small, on the micron level, which gives them
excellent spatial resolution. This makes them ideal for tracking purposes in high
energy physics experiments such as ATLAS and CMS, where they extensively used
in the inner regions.

4.4.3 Pixel detectors

Silicon pixel detectors are highly granulated detectors. Instead of being arranges in
strips, the implants are arranged in small rectangles known as pixels. This provides
much higher spatial resolution than strip detectors, which makes them ideal for
the inner most layers of ATLAS and CMS, where the large particle fluxes require
differentiation between primary and secondary vertices with high precision. They
are more difficult to fabricate than standard strip devices, and the larger number of
channels for a given area complicates readout. In high energy physics experiments,
there is a need to keep the amount of material low to prevent secondary scattering,
so readout becomes more of a challenge.

4.4.4 3D detectors

3D detectors represent one of the most promising candidates for radiation-hard
detectors [73]. Unlike planar devices, such as pad, strip and pixel detectors, 3D
detectors consist of alternating n and p type electrode columns etched into a bulk
substrate. The columns are differentiated into junction and ohmic columns, with
readout happening at the junction columns. All columns of opposite type from
the junction columns are connected together to form an ohmic contact. Readout
can be arranged in both pixel and strip formats. The basic design is shown in
figure 4.19.

The advantage of 3D detectors comes from decoupling the charge collection
length from the thickness. The length a signal must traverse becomes equal to
the inter-column spacing instead of the full detector thickness. This makes them
less prone to trapping effects. Since the distance between columns is typically
much shorter than the device thickness, full depletion of the sensor happens at
much lower voltages compared to planar devices. Furthermore, high electric fields
around the junction columns leads to a strong multiplication effect [65]. This



Chapter 4. Silicon and silicon detectors 45
1.11 Other Silicon Detector Types 87

p+
p+

p+

n+
n+

n+

n+ n+

n+

n+

n+

p+

p++

+

+

+

-
-

-

-

ionising
particle

+HV
GND

lateral
biasing

strip
segmentationpixel

segmentation

Fig. 1.69 Deviating from the standard planar sensor process deep holes are etched into the silicon
to achieve holes, finally serving as electrode junctions to span the depletion zone in a horizontal
way instead of the standard vertical one. The electrons and holes travel a much shorter way and are
therefore less sensitive to trapping. The pillars can be combined to a strip or pixel pattern. The pic-
ture on the right shows a cut through a 3D sensor. Courtesy of CNM-IMB (CSIC), Barcelona [37]

disposal, e.g. the standard 300–500 µm. In addition the small distance between p
and n pillars allows for a low depletion voltage50 even after irradiation. The tech-
nological challenges are the deeply etched pillars. Today Deep Reactive Ion Etching
(DRIE) (Bosch or cryogenic) is an industry standard procedure, but unfortunately
it is not cheap and not available among the well-known sensor producers of HEP.
Picture 1.70 shows a pillar produced with the Bosch DRIE process. The wave-like
walls show clearly the alternating of etching deep down and depositing screeners
(here polysilicon) to avoid a broad horizontal etch.

Damping=0.8 µm 

∆=0.4 µm 

Scalloping=0.2 µm

SiO2

Fig. 1.70 The wave-like profile of the hole walls tells of the BOSCH etching method that was
used. Frequent changes between etching and polysilicon deposit to mask from further etching ends
in a deep hole with a uniform wall. The picture on the right shows the zoom of the one on the left.
Courtesy of CNM-IMB (CSIC), Barcelona [37]
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Figure 4.19: The basic layout of a 3D detector. Highly doped electrode
columns are etched into a wafer substrate [72].

makes them particularly adept for high radiation environments and as radiation-
hard detectors.

These detectors are not without their drawbacks. The processing and fabrica-
tion of 3D sensors is more complicated than planar devices, driving up production
costs. Additionally, good spatial alignment of the electrode columns is difficult to
achieve. The electrodes themselves constitute a dead area where very little charge
can be collected and read out, reducing the efficiency in certain areas of the device.
The reduced distance between the ohmic and junction contacts leads to a larger
bulk capacitance, increasing the noise in such devices. Finally large electric fields,
which can be beneficial in terms of increased signal, also lead to a larger insta-
bility during operation in the form of breakdown. Several of these concerns have
been investigated and addressed, and 3D detectors still present themselves as vi-
able candidates for high radiation environments, such as in the ATLAS insertable
B-Layer (IBL) [74].

4.4.5 Charge multiplication detectors

In recent years there has been a keen interest in so called charge multiplication
(CM) detectors [75–77]. These detectors come in various designs, from simple
pad sensors and segmented strip detectors to 3D detectors. They rely on impact
ionization to produce charge multiplication in the device. This is achieved by
increasing the electric field in regions of the sensor, typically near the readout,
through modifications in geometrical design or processing. There is also a radiation
induced component of CM, as defect states also alter the electric field, and at
high fluences and voltages, almost all sensors exhibit some sort of multiplication,
regardless of design.
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These sensors have the potential as viable candidates for high radiation envi-
ronments, although many open questions remain. The exact source of the multipli-
cation, more specifically the high fields, is still not fully understood. While there
is a clear geometrical component and a radiation induced component to multipli-
cation, differentiating which is the driving force for a particular application is not
straightforward. The stability of such devices over large time periods and at high
bias voltages, as would be relevant in actual operational conditions at the LHC,
has only recently been investigated with worrisome results [78, 79]. The stability
of such sensors, and their applicability as radiation hard sensors is discussed in
more detail in chapter 9.



Chapter 5

The Large Hadron Collider and
the ATLAS detector

ATLAS, one of four main experiments at the Large Hadron Collider (LHC) and
shown in figure 5.1, is a general purpose detector located at the European Or-
ganization for Nuclear Research (CERN) in Geneva, Switzerland. The LHC and
ATLAS will be described in what follows.

5.1 The Large Hadron Collider

The Large Hadron Collider is the world’s largest particle accelerator. It designed
to operate at a center-of-mass energy of up to

√
s = 14 TeV [81] with an instanta-

neous luminosity of L = 1034 cm−2 s−1. It is a proton-proton (pp) and heavy-ion
collider built in the 26.7 km circumference tunnel which formerly housed the LEP
machine. Collisions happen at four interaction points, which house four experi-
ments: ATLAS, CMS, ALICE, and LHCb.

Both ATLAS (A Torodial LHC ApparatuS) [82] and CMS (Compact Muon
Solenoid) [83] are general purpose detectors optimized for new physics studies.
These include the search for the Higgs boson as well searches for supersymmetry
(SUSY). LHCb (Large Hadron Collider beauty) [84] focuses on the study of heavy
flavor physics while ALICE (A Large Ion Collider Experiment) [85] focuses on
quark-gluon plasma physics generated from heavy-ion collision. The entire CERN
accelerator complex, including the LHC and its injector accelerators, is illustrated
in figure 5.1.

Proton beams are accelerated in opposite directions along two evacuated beam
pipes. Each beam consist of 2808 proton bunches, spaced 25 - 50 ns apart. Each
bunch contains 1011 protons. While the LHC is designed to nominally run at 25 ns
bunch spacing, the

√
s = 7 TeV and

√
s = 8 TeV runs both had a bunch spacing

of 50 ns. Each bunch has a length of several cm within the beampipe.
Protons pass through several accelerator steps before being injected into the

main ring. First protons are accelerated to 50 MeV by a linear accelerator (LINAC
2) and then passed to the Proton Synchrotron Booster (PSB) which further in-
creases their energy to 1.5 GeV. The Proton Synchrotron (PS) takes the energy
up further to 25 GeV. They are finally passed to the Super Proton Synchrotron
(SPS) which injects the protons into the LHC ring with an energy of 450 GeV.

47
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Figure 5.1: Illustration of CERN accelerator complex, with the LHC in blue
[80]

Once protons are injected into the main ring of the LHC, it takes protons
roughly 20 minutes to reach their nominal energy. Acceleration is performed by
eight superconducting cavities which produce a high-frequency alternating electric
field with a field gradient of 5 MV/m. The circular path of the beams is achieved
by 1232 superconducting dipole magnets each capable of generating fields of 8.33
Tesla. They are cooled to 1.9 K by a superfluid helium. The beams do not have
a constant size, but are constantly being re-focused by quadrupole magnets, and
the final diameter at the interaction points is about 30 µm.

The instantaneous luminosity at the LHC is dependent soley on beam param-
eters and can be determined by

L =
N2
b nbfrevγr
4πεnβ∗

F (5.1)

where Nb corresponds to the number of particles per bunch, nb is the number of
bunches per beam, frev is the frequency for a complete revolution around the LHC,
γr is the relativistic factor for the protons in the beam, εn is the emittance of the
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Figure 5.2: The ATLAS detector and its many subsystems. It is 25 m wide
and 44 m in length with a weight of about 7000 tons [82].

beams which measures the departure of the protons from the nominal trajectory,
β∗ is the beta function at the interaction point and F is a factor measuring the
reduction of luminosity due to the crossing angle at the interaction point. The
large instantaneous luminosity leads to an average number of µ = 25 interaction
per bunch-crossing when running at a nominal energy of

√
s = 14 TeV.

The first collisions at the LHC took place in November of 2009 at a center-of-
mass energy of

√
s = 900 GeV. After a shutdown in the winter, this was followed

by collisions at
√
s = 7 TeV in March 2010 which lasted through 2011. In 2012 the

center-of-mass energy was increased to
√
s = 8 TeV. The combined data taking

period through 2012 is known as Run-1.

5.2 The ATLAS detector

The ATLAS detector, the largest detector at the LHC, covers nearly the entire
solid angle around the collision point. It is one of two general detectors at the
LHC, the other being the slightly smaller CMS detector. The primary goal of
both experiments has been the discovery of the Higgs Boson, which has been
used as a benchmark to investigate the performance of different sub-systems of
ATLAS. The detector itself consists of many subsystems: The inner detector,
the electromagnetic and hadronic calorimeters and the muon spectrometer. Each
subsystem will be described in what follows. The entire ATLAS detector is shown
in figure 5.2.
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Figure 5.3: A cut-away view of the inner detector in ATLAS [82].

5.2.1 Coordinate system of ATLAS

The right-handed coordinate system is used in ATLAS. The origin is taken as
the nominal interaction point and the z-axis is taken to be along the beam. The
transverse x-y plane is defined so that positive x points toward the center of the
LHC ring while positive y points upwards. More commonly the azimuthal angle φ
is used. The polar angle θ between the z-axis and the x-y plane is used to define
the pseudorapidity

η = −ln (tan (θ/2)) . (5.2)

Quantities such as the transverse energy ET and transverse momentum pT are
defined as being in the transverse plane. Finally, the distance between two objects
in η-φ space is defined as

∆R =
√

∆η2 + ∆φ2 (5.3)

where ∆η is the distance between the objects in η and ∆φ the distance between
the objects in φ.

5.2.2 The inner detector

The inner detector (ID) performs reconstruction of charged particle tracks, mo-
mentum and vertex measurements, and electron identification. It consists of a
combination of silicon pixel (pixel) and strips detectors (SCT), which cover the
inner most tracking volume up to |η| < 2.5, surrounded by straw-tube tracking
detectors (TRT) which can generate and detect transition radiation. The entire
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.

The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:

(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of �20�C and +20�C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;

(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];

(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.

The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.
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Figure 5.4: A schematic of a quarter-section of the ATLAS inner detector
showing the arrangement of pixel layers [82].

inner detector is immersed in a 2 T magnetic field generated by a solenoid ex-
tending over a length of 5.3 m and having a diameter of 2.5 m. The entire inner
detector is shown in figure 5.3.

At the heart of ATLAS closest to the interaction point one finds the silicon
pixel detectors. Each pixel sensor consists of a n+ implants (AC coupled to the
readout electronics) on an oxygenated n-type wafer, with a total thickness of 250
µm. The driving forces in the design of these sensors are stringent requirements
on radiation hardness, resolution and occupancy. For this reason, such sensors
require the latest and most cutting edge detector technology.

They are arranged so that each charged particle originating from the interac-
tion point crosses at least three pixel layers. A total number 1744 pixel modules,
each containing 47232 pixels, are arranged in three barrel layers and two endcap
layers, with each endcap separated into three disk layers. The arrangement of the
pixel layers within the inner detector is shown in figure 5.4. In total, there are
80.4 million pixels with a nominal pixel size of 50× 400 µm2.

Each pixel module contains 16 front-end electronic chips, each having 2880
channels which are bump bonded to the pixels. The modules are mounted on
staves, with each stave containing 13 modules. Sectors are the endcap equivalent
to barrel staves. 48 endcap sectors comprise the endcap layers. The resolution of
each module is about 12 µm at normal incidence.

The SCT surrounds the pixel layer, with 4088 modules arranged in four barrel
layers and nine endcap disks. This allows for at least four spatial points per track.
In the barrel layers, each module consist of of two silicon strip detectors (SSDs)



Chapter 5. The LHC and ATLAS 52

with a length of 6.4 cm and thickness of 285 µm, each having 768 active strips
with each strip having a pitch (distance between center of adjacent strips) of 80
µm. The endcap layers consists of three different types of wedge shaped sensors,
with lengths ranging from 5.4 to 6.6 cm and strip pitches ranging from 57 to 83
µm. It total, there are 6.3 million readout channels covering a surface area of 63
m2. The resolution of the SCT layer is 17 µm in transverse direction and 580 µm
in longitudinal direction.

The final component of the inner detector is the transition radiation tracker,
or TRT. It provides about 36 points in R-φ space per track up to |η| = 2.0. The
elements of the TRT are Polyamide drift (straw) tubes of 4 mm diameter, with
each tube having an accuracy of 130 µm. The straws run parallel to the beam
in the barrel region and have a length of 144 cm. The endcap region contains
straws which are arranged radially in wheels and are 37 cm long. In total, the
TRT contains about 351,000 readout channels.

5.2.3 The calorimeters

Surrounding the inner detector and the solenoid magnets are the calorimeters.
These are broken up into the electromagnetic calorimeter and the hadronic calorime-
ter. Their main purpose is to measure the energy deposited by electrons, photons
and jets. They extend to very forward regions up to |η| < 4.9. The calorimeters
are required to not only provide an accurate measure of energy depositions, but
must also provide accurate spatial resolution in order to accurately reconstruct
photons that don’t leave tracks in the inner detector as well as provide an accu-
rate description of the missing transverse energy from weakly interacting particles.
This requires fine segmentation in both azimuthal and longitudinal directions. A
cut-away view of the entire calorimeter system within ATLAS is shown in figure 5.5

The electromagnetic calorimeter is a liquid argon (LAr) sampling calorimeter
which is intersected by lead absorber plates. It consists of a very finely segmented
central barrel layer which covers regions up to |η| < 1.4, and an endcap layer
covering the forward region up to |η| < 3.2. The barrel layer covers the entire
azimuthal angle and has inner and outer radii of r = 2.8 m and 4 m, respectively.
The endcap layer meanwhile has a radius of r = 0.33 m to 2.1 m with respect to
the beam pipe.

The central barrel layer is broken into two half-barrels centered around the
z-axis. These are further broken into three layers each with a different granularity;
the first layer has a granularity of ∆η × ∆φ = 0.0032 × 0.098, the second layer
a granularity of ∆η × ∆φ = 0.025 × 0.0245, and the third layer a granularity
of ∆η × ∆φ = 0.05 × 0.0245. The entire thickness corresponds to about 22-24
radiation lengths, which provides sufficient shower containment. A sketch of a
barrel module showing the three layers is shown in figure 5.6.

The endcap layer is broken into two half wheels, one on each side of the barrel.
It covers the region between 1.375 < |η| < 3.2. A LAr presampler is implemented
in front of the endcap and covering the range of 1.5 < |η| < 1.8 in order to improve
energy measurements for this region.
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Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The
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Figure 5.5: A cut-away of the calorimeter system within the ATLAS detector
[82].

The hadronic calorimeter is able to measure the energy of charged and neutral
hadrons. It is broken into three regions: a tile calorimeter, a LAr endcap hadronic
calorimeter, and a LAr forward calorimeter.

The tile calorimeter [86] is a sampling calorimeter made up of steel as an
absorber and scintillator as an active medium. It is located behind the LAr elec-
tromagnetic calorimeter in the region |η| < 1.7. It is further broken into a barrel
which covers the region |η| < 1.0 and two extended barrels covering the range
0.8 < |η| < 1.7. The barrel and extended barrels have three layers, with the first
two having a granularity of ∆η×∆φ = 0.1×0.1 and the third having a granularity
of ∆η ×∆φ = 0.2× 0.1.

The hadronic endcap calorimeter uses LAr as an active medium and copper
as an absorber. It consists of two wheels in each endcap and shares the cryostat of
the electromagnetic endcap calorimeter and covers the region 1.5 < |η| < 3.2. It
overlaps with both the tile calorimeter and forward calorimeter to ensure sufficient
coverage of the transition area between different calorimeter subsystems. It has a
granularity of ∆η×∆φ = 0.1×0.1. in the central region of |η| < 2.5 and a coarser
granularity of ∆η ×∆φ = 0.2× 0.2 for larger regions of |η|.

The LAr forward calorimeter covers extreme forward regions near the beampipe
between 3.1 < |η| < 4.9. It is broken into three layers, the first of which uses cop-
per as an active medium, while the other two are based on tungsten as an active
medium. It has a granularity of ∆η ×∆φ = 0.2× 0.2.
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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Figure 5.6: A sketch of a barrel module of the electromagnetic calorimeter.
The segmentation and granularity of the three layers is clearly visible [82].

5.2.4 The muon spectrometer

The muon spectrometer (MS) is dedicated to measuring the momentum and charge
of muons. It surrounds the calorimeter system and covers a range of |η| < 2.7. It
is also able to trigger on particles in the region |η| < 2.4. It is the outmost layer
of ATLAS and determines the total size of the detector. The entire system within
ATLAS can be seen in figure 5.7.

Superconducting air-core toroid magnets are used for magnetic deflection of
charged muons in order to accurately measure their momentum. A large barrel
toroid provides the magnetic field in the range of |η| < 1.4 while two smaller
endcap magnets are used for the region 1.6 < |η| < 2.7. In the region 1.4 <
|η| < 1.6, referred to as the transition region, a combination of barrel and endcap
fields provide magnetic deflection. This configuration provides fields which are
mostly perpendicular to muon trajectories while minimizing loss of resolution due
to multiple scattering. The barrel toroid provides bending power ranging from 1.5
to 5.5 Tm while the endcap region varies from 1 to 7.5 Tm. The bending power
is reduced in the transition region.
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Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.

– 11 –

Figure 5.7: An illustration of the muon spectrometer as seen in ATLAS [82].

Monitored Drift Tubes (MDTs) provide precise measurement of track coordi-
nates over most of the η range. The tubes are made up of aluminum filled with
a Ar/CO2 gas mixture at a pressure of 3 bar. Tungsten-rhenium wires, held at a
voltage of 3080 V, collect electrons arising from the ionization of the gas. A total
number of 1150 tubes are arranged in three cylindrical layers in the barrel region,
5 m to 10 m from the beam pipe, and in the endcap they are arranged into four
wheels at |z| = 7.4 m. The spatial resolution of the tubes is about 80 µm.

Cathode Strip Chambers (CSCs) are used in the forward region between 2.0 <
|η| < 2.7. They are multi-wire proportional chambers with cathodes split into
strips. There are a total 32 CSCs found in the inner most layer of the MS, where
the large particle flux is greater than the limitation of the MDTs, and have a
spatial resolution of about 60 µm.

Fast trigger information in the barrel is provided by Resistive Plate Chambers
(RPCs), which cover the range|η| < 2.4. They consist of two parallel electrode
plates spaced 2 mm apart. The gap between the plates is filled by a gas mixture,
which is ionized by traversing particles. Trigger information for the endcaps is
provided by Thin Gap Chambers (TGCs), which are arranged in four layers and
cover the region 1.05 < |η| < 2.4. They are multi-wire proportional chambers with
good timing resolution suitable to high event rates. Both the RPCs and TGCs
also provide complementary tracking information to the MDTs.
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5.2.5 The trigger system

Due to the high collision rate of 40 MHz, continuous readout of the detector is not
possible. The event rate is therefore reduced by a three tier trigger system that
selects events of the most interest to physics analyses [82]. The first level (L1) is
a hardware trigger that uses limited detector information to reduce the rate to 75
kHz. The second trigger (L2) is a software trigger that makes use of additional
detector information to reduce the rate to 3.5 kHz. Finally the last trigger is an
offline event filter (EF) that further reduces the rate to just 200 Hz, with each
event being approximately 1.3 Mb in size.

The L1 trigger looks for high momentum leptons, photons, jets and missing
transverse energy. Electrons, photons and jets are identified from calorimeter
deposits using a reduced-granularity. Muons are identified using information from
the barrel and endcaps of the muon spectrometer. The L1 trigger also identifies
regions of interest (RoI) in η and φ to be further studied by higher level triggers.
It is able to make a decision in less than 2.5 µs.

The L2 trigger is seeded by the RoI information from the L1 trigger. It makes
use of the entire detector data within the RoI’s, with full granularity and precision.
The decision time is about 40 ms, averaged over all events. The final stage of the
trigger system comes from the EF, which uses offline analysis procedures and takes
about four seconds.

5.2.6 Luminosity measurements in ATLAS

For many analyses, the luminosity represents one of the largest sources of system-
atic uncertainty. Therefore a key component of the physics program in ATLAS
is the measurement of the delivered luminosity. ATLAS measures the delivered
luminosity with two detector subsystems dedicated for such measurements.

The first of these detectors, LUCID (Luminosity measurement Using a Cherenkov
Integrating Detector) [87], is made up of two components located 17 m from the
collision point on either side of ATLAS, as seen in figure 5.8. It measures the
number of inelastic pp collisions using 20 Cherenkov tubes. It is able to measure
the number of charged particles in the forward regions which is able to provide
a measure of the relative luminosity as well as provide online monitoring of the
instantaneous luminosity and beam conditions. The luminosity is measured using
event counting and hit counting algorithms.

The second of these detectors, ALFA (Absolute Luminosity For ATLAS)
[88] is a set of tracking detectors made up of scintillating fibers. It measures
elastic scattering amplitude at very small scattering angles. They are located 240
m from the collision point in the Roman Pot of ATLAS. The Roman Pot is a
vessel that allows a detector in a secondary vacuum to come near to the beam
inside of the beam pipe but separated from the primary vacuum. Special runs
with specific beam conditions are needed for ALFA measurements due to the very
small scattering angles which are smaller than the beam divergence. An ALFA
detector is shown in figure 5.9.

Measurements of the luminosity are performed in two steps. Simplified LHC
runs using machine parameters are used to calibrate the absolute luminosity. These
runs use van der Meer scans with the ALFA detectors to determine the vertical
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1 Introduction

LUCID (luminosity measurement using a Cherenkov integrating detector) [1] is one of the main ATLAS
luminosity monitors. Until the first long shutdown in 2013, the luminosity was measured by event
counting and hit counting algorithms [2]. Such algorithms are sensitive to migration e↵ects, which is
when many small signals from several particles add up to cause hits above threshold. Migration leads to
an overestimation of the luminosity at high µ.

The migration problem can be avoided by using particle counting algorithms. Particle counting is
done by measuring some observable that is directly proportional to the luminosity. In LUCID, an example
of such a variable is the total charge produced by the LUCID photomultipliers from Cherenkov light.
This charge is proportional to the number of produced Cherenkov photons which in turn is proportional
to the number of charged particles passing through the detector. This note presents an implementation
and performance study of a particle counting algorithm in the LUCID detector.

2 The LUCID detector

LUCID is made up of two detector modules, located 17 m away from the interaction point (IP) on each
side of ATLAS as shown in Figure 1. Each detector module consists of 20 aluminium tubes that are
directed towards the IP. Out of those tubes, 16 are coupled to PMTs at the far end. The PMTs have
windows made of quartz. Relativistic particles that travel through the quartz emit Cherenkov radiation
that is amplified by the PMTs, and the signal is read out. The remaining 4 tubes are coupled to optical
quartz fibers. The Cherenkov radiation emitted in the fibers is guided to a set of PMTs located in a
low radiation area on top of the monobloc. One of the LUCID detector modules is shown in Figure 2.
Throughout this note, the 16 readout channels that are coupled directly to PMTs will be referred to as
the ‘PMTs’, and the remaining 4 readout channels that are coupled to PMTs via optical fibers will be
referred to as the ‘fibers’.

LUCID

LUCID

Figure 1: The position of LUCID within ATLAS. The two detector modules are situated in the forward
region, 17 m away from the IP, surrounded by the forward shielding.

1

Figure 5.8: Position of the LUCID detector as seen in ATLAS [87].

and horizontal beam profiles. These are combined with relative luminosity mea-
surements during nominal LHC conditions.

The total luminosity delivered by the LHC and recorded by ATLAS as a
function of time and the recorded luminosity as a function of the mean number of
interaction per bunch crossing between 2011 and 2012 can be seen in figure 5.10.

5.3 Object reconstruction and particle identifi-

cation

The basis for all physics analyses within the ATLAS is the identification and re-
construction of physics objects originating from raw detector signals. The entire
process of event reconstruction relies on a series of dedicated algorithms that re-
construct tracks from single hits in the tracking detector, or clusters of calorimeter
deposits as opposed to signals from individual cells. The following describes the
reconstruction of electrons, muons, jets and missing transverse momentum from
tracks and calorimeter clusters.

5.3.1 Track and vertex reconstruction

In order to properly identify particles, the reconstruction of tracks and vertices
stemming from primary hard interactions is required. Overlapping secondary
proton-proton collisions on top of the primary interaction, known as pileup, makes
reconstruction of the primary vertices more difficult. Events with low pileup are
easy to reconstruct, and Monte Carlo simulations agree well with data [90]. When
the number of interactions per bunch crossing increases, so does the number of
pileup events, and a balance between tighter selection requirements, to ensure
signal purity and reduce the number of fake tracks and vertices, and the loss of
reconstruction efficiency must be found [91].
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Figure 5.9: An ALFA detector which fits inside the Roman Pot [88].
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Figure 5.10: The luminosity (a) as a function of time delivered by the LHC
and recorded by ATLAS and (b) the recorded luminosity as a function of the
mean number of interactions per bunch crossing for the 2011 and 2012 data

taking runs [89].
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(a) (b)

Figure 5.11: (a) Tracking reconstruction efficiency as a function of the trans-
verse momentum [92] and (b) the vertex reconstruction efficiency as a function

number of interactions per event for different processes [91].

The reconstruction of tracks is based on three main algorithms. An inside-
out algorithm reconstructs tracks starting from three adjoining seed hits from
the tracking detectors. Additional hits that are compatible with the initial track
are then added, and this is extended to the TRT. A pT threshold of 400 MeV is
required for each track. This is the primary algorithm used in track reconstruction.
A back-tracking algorithm reconstructs tracks by starting with track fragments in
the TRT. The tracks are extended by adding silicon hits as one moves closer to the
interaction point. These tracks mostly arise from the decay products of primary
particles. TRT tracks that have no segments in the pixel or SCT detector are
known as TRT -standalone. A simulation of the track reconstruction efficiency,
defined as a ratio between the number of tracks matched to charged particles and
the number of generated charged particles, is shown in figure 5.11(a) as a function
of the transverse momentum for

√
s = 8 TeV.

Vertices are reconstructed by using tracks as an input to an iterative χ2 al-
gorithm [93]. Vertex candidates are defined as the global maximum of the z-
coordinate of the tracks extrapolated to the beamline. Initially, one vertex is
defined from all tracks. Tracks are assigned a probability that they stem from the
vertex candidate by the result of the χ2 procedure, with outlying tracks down-
weighted to their overall contribution to the vertex χ2. Tracks that are incom-
patible with the vertex by more than about seven standard deviations are used
to seed a new vertex. This procedure is repeated until no more tracks are left or
no more vertices can be reconstructed. The vertex containing the largest sum of
transverse momentum squared,

∑
p2
T , and having at least three or more tracks is

taken as the primary vertex. Any vertex with two or less tracks is discarded. The
simulated vertex reconstruction efficiency vs. the mean number of pp collisions
per bunch crossing is shown in figure 5.11(b).
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5.3.2 Electrons

Electrons can be identified with very high purity and reconstructed with high
efficiency. They are reconstructed using energy clusters from the calorimeter cells,
which are then matched to tracks from the inner detector. A sliding window
algorithm scans the is used to look for a maximum of energy within a rectangular
region of ∆η×∆φ = 0.075 × 0.125 containing an energy of at least 1.5 GeV with
very loose selection criterion [94]. Tracks within |η| < 2.5 are then matched to the
energy clusters by extrapolating the tracks to the center of the electromagnetic
calorimeters. An electron candidate is reconstructed if the ∆η < 0.05 and the
∆φ < 0.1 between the track and cluster.

The efficiency to detect electrons is broken into three parts: trigger, identifi-
cation and reconstruction efficiencies. The total efficiency, εtotal, for each electron
is determined by

εtotal = εtrigger × εidentification × εreconstruction × εadditional. (5.4)

For the central region (|η| <2.47), cut based operating points for electrons are
defined: loose, medium, tight, and multilepton. The loose, medium, and tight

working points are arranged in order of increasing background rejection, where
more cut variables are added to each, and already used variables are partially
tightened. Thus, tight electrons are a subset of medium electrons, which are
in turn a subset of loose. The multilepton working point is similar to loose

but is optimized for the H → ZZ∗ → 4` analysis. The loose, medium, tight
working points have also been reoptimized using the PlusP lus, or ++, menu, and
are labeled loose++, medium++, tight++. A tag-and-probe technique is used on
Z → ee events to determine the efficiencies. The electron identification efficiencies
as a function of the transverse energy are shown in figure 5.12(a) and as a function
of the number of reconstructed vertices in figure 5.12(b).

Trigger efficiencies are determined for electrons passing a certain identifica-
tion scheme. Thus, there are dedicated sets of triggers for each working point. The
W+c analysis presented later uses single electron triggers, denoted EF e24vhi medium1,
EF e60 medium1, where the EF stands for the event filter trigger, the number
refers to the transverse momentum threshold required by the trigger and medium
stands for electrons identified as medium.

Additional efficiencies are also taken into account, such as isolation efficien-
cies. Isolation requirements are applied to electrons in order to distinguish them
from hadronic backgrounds. The calorimeter isolation energy in the transverse
plane Eiso

T is computed by summing up the energy of all calorimeter cells within
a cone of size ∆R =

√
∆η2 + ∆φ2 around a given electron candidate [94]. A cor-

rection on Eiso
T is applied that subtracts the energy of the electron itself as well as

contributions from the underlying event and pileup [96, 97]. A track isolation pisoT
is also defined by summing the pT of tracks inside a cone of size ∆R around the
electron candidate. Tracks stemming from the electron are not considered in pisoT .
Furthermore, tracks within the sum must have at least four hits from either the
SCT or pixel detector and must be associated with the vertex with the highest
number of tracks.
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(a) (b)

Figure 5.12: Electron identification efficiency for the working points loose,
medium, tight, and multilepton as a function of (a) electron ET and (b) the
number of reconstructed primary vertices. The efficiency in data is determined
from the data-to-MC ratios and the MC prediction for electrons coming from

Z → ee decays [95].

5.3.3 Muons

Muons deposit very little energy as they pass through the electromagnetic calorime-
ters, distinguishing them from electrons and jets. In ATLAS, they are identified
from the muon chamber, the inner detector and to a lesser extent, the calorimeter.
They can be reconstructed from different identification algorithms and are known
as stand-alone (SA), combined (CB), segment-tagged (ST), and calorimeter-
tagged (CaloTag) muons [98, 99]

• SA muons are reconstructed from tracks in the muon spectrometer. Tracks
are extrapolated to the collision point to determine impact parameters. En-
ergy loss in the electromagnetic calorimeters is also taken into account.

• CB muons combine tracks from the muon spectrometer and tracks from the
inner detector, taking into account the full covariant matrix between the two.

• ST muons are seeded with tracks from the inner detector matched to at
least one track from the muon spectrometer, and can be used to reconstruct
muons in the range 2.5 < |η| < 2.7.

• CaloTag muons are identified as such if tracks in the inner detector can
be matched to energy deposits in the calorimeter consistent with minimum
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Figure 5.13: Reconstruction efficiency for different muon types vs. η for
muons with pT > 10 GeV measured with Z → µµ events [99].

ionizing particles. These have the lowest purity of all muon types. CaloTag
muons are optimized for |η| < 0 and 25 <∼ pT <∼ 100 GeV.

Combined muons have the highest purity. Acceptance losses in the muon
spectrometer occur mainly in two regions: in the central region η ≈ 0, where
space is needed to provide support for the servicing of the inner detector and
calorimeters, and in the region between the barrel and end-caps, 1.1 < |η| < 1.3 ,
where some regions of φ are only partially covered by the muon chambers.

Two independent software reconstruction packages, known as Chains [90], are
used in the reconstruction of SA, CB, and ST muons. The first chain, Chain 1,
performs a statistical combination of the SA muon track parameters and ID muons
tracks, using the corresponding covariance matrices. The second chain, or Chain
2, takes hits from the MS and ID sub-detectors and performs a global refit of the
muon tracks. There is a third chain, Chain 3, which combines the best features of
the first two chains. The analysis of the W + c cross section presented later makes
use of these third chain muons. The reconstruction efficiency for Chain 1 muons as
a function of η and measured in Z → µµ events is shown in figure 5.13. Combining
all muon types leads to an efficiency of 99% across most of the detector.

Besides the identification scheme for muons, mentioned above, they are also
separated into different quality levels. These quality levels are defined by the
level of falsely reconstructed muons, and follow the naming scheme of electron
identification: loose, medium, and tight. For Run 1, only loose and medium are
defined, while the tight working point is used in Run 2 analyses. The medium

working point is further loosened to define the medium+ working point, according
to the combined performance group guidelines. More details about the different
quality working points for muons can be found in [100].
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random

soft “ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas

of the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by

the specific set of ghosts used, and change when the ghosts are modified.

have more varied shapes. Finally with the anti-kt algorithm, the hard jets are all circular

with a radius R, and only the softer jets have more complex shapes. The pair of jets near

φ = 5 and y = 2 provides an interesting example in this respect. The left-hand one is much

softer than the right-hand one. SISCone (and Cam/Aachen) place the boundary between

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which

clips a lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various

quantitative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet bound-

aries for different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures

a jet’s susceptibility to point-like radiation, and the active area (A) which measures its

susceptibility to diffuse radiation. The simplest place to observe the impact of soft resilience

is in the passive area for a jet consisting of a hard particle p1 and a soft one p2, separated

– 4 –

Figure 5.14: A simulated event using HERWIG and clustered using the anti-kT
algorithm with R = 1 [101].

5.3.4 Jets

Jets provide signatures for quarks and gluons, and are the dominant feature of pp
collisions. The uncertainty of the jet energy is the largest source of experimental
uncertainties in many physics analyses that contain jets in the final state. They
are reconstructed from energy deposits in the calorimeters, and several algorithms
have been developed to identify and reconstruct them.

The favored algorithm for identifying jets is the anti-kT algorithm [101], which
uses topological energy clusters as input. It begins by introducing the distance
dij between objects i and j and diB between the object i and the beam B. the
distance is defined as

dij = min(p2
T,i, p

2
T,j)

R2
ij

R2
(5.5)

where Rij =
√

∆η2
ij + ∆φ2

ij and R is a fixed distance parameter. Clustering begins

by determining the smallest distance between all objects. If dij is the smallest
distance, then the objects i and j are combined, and if diB is the smallest distance,
then it is labeled as a jet and removed from the list of objects. This procedure is
repeated until the list of objects is exhausted.

If i is a hard particle and j a soft one, then the distance dij will be determined
almost exclusively by the transverse momentum of i and R. Thus, soft particles
will tend to cluster with hard particles before clustering with other soft particles.
This also implies that the shape of the jets is not influenced much by soft particles,
which makes this algorithm resilient in terms of soft-radiation, but flexible in terms
of hard-radiation. A simulated event clustered using the anti-kT algorithm with
R = 1 is shown in figure 5.14.
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Figure 5.15: The relative JES uncertainty for anti-kT jets with R = 0.4 using
Z + jets events as a function of (a) jet pT and (b) jet η [103].

Within ATLAS, jets are calibrated using a variety of schemes, each with vary-
ing levels of complexity and sensitivities to systematic effects [90]. Each scheme
begins with calibration of the calorimeter performed with test-beam measurements
using electrons in order to get a correct response from electromagnetic showers
[102]. Since hadronic clusters have a lower energy density, his allows classification
of clusters as being electromagnetic or hadronic in origin. Energy correction are
then applied to hadronic clusters. The topology of energy clusters are also used
in order to correct the energy loss due to nuclear energy losses, signal losses due
to thresholds on noise and losses stemming from instrumentation gaps.

Systematic uncertainties stemming from the jet energy scale (JES) and the
jet energy resolution (JER) are determined from in-situ measurement of the jet
response asymmetry using Z/γ+ jets events [103]. Monte Carlo modeling effects,
uncertainties on the material in ATLAS and effects from electronic noise are also
considered. The JES uncertainty varies with jet pT and η, being the largest in
the forward regions of the detector where soft physics are assigned a conservative
uncertainty. Smearing of jets is performed in simulation depending on jet pT and
η. The relative JES uncertainty for anti-kT jets with R = 0.4 as a function of pT
is shown in figure 5.15(a) and as a function of η in figure 5.15(b) using Z + jets
events.

The jet vertex fraction (JVF) measures the probability that a given jet
stems from the primary vertex [104]. It is useful in discriminating between jets
coming from the hard interaction and jets coming from pileup. In this way, it is a
very powerful tool in pileup suppression. For a given jet jeti and a vertex vj the
JVF is defined as

JV F (jeti, vj) =

∑
k pT (trkjetik , vj)∑

n

∑
` pT (trkjeti` , vn)

(5.6)

where trkjeti is a track associated with jeti. The JVF ranges from 0 for soft-jets
to 1 for hard jets. Calorimeter jets falling outside of the fiducial tracking region
where no tracks have been associated are given a value JV F = −1. An illustration
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where k runs over all tracks originating from PV j
8 matched to jeti, n over all primary vertices in the

event and l over all tracks originating from PVn matched to jeti. Only tracks with pT > 500 MeV are
considered in the JVF calculation.

For the purposes of this note, JVF will be defined with respect to the event hard-scatter vertex, which
is selected as the primary vertex with the highest

P
tracks(p2

T). In the Z+jets events used for these studies
of pile-up suppression, this vertex selection criteria was found to be correct in at least 98% of events.
JVF may be thus interpreted as an estimate of the fraction of energy in the jet that can be associated with
the hard-scatter interaction. The principle of the JVF variable is shown schematically in Fig. 25.

Figure 25: Schematic representation of the JVF principle.

Figure 26 shows the JVF distribution for hard-scatter jets and for pile-up jets with pjet
T > 20 GeV after

pile-up subtraction and JES correction in a Z(! ee)+jets sample. It shows the discriminating power of
the JVF variable. In Monte Carlo simulation, hard-scatter and pile-up jets are defined by �R association
(see Sec. 4.4) to truth jets9 as follows:

• Hard-scatter jets: calorimeter jets matched to truth jets from the hard-scatter (�R  0.4).

• Pile-up jets: calorimeter jets not matched to truth jets from the hard-scatter (�R > 0.4).

Four distinct populations can be distinguished in the JVF distribution:

• JVF = �1 is assigned to calorimeter jets which do not have associated tracks.

• JVF = 0 indicates that all associated tracks originate from pile-up vertices.

• 0 < JVF < 1 indicates that some associated tracks originate from the hard-scatter vertex, while
others come from pile-up.

• JVF = 1 indicates that all associated tracks come from the hard scatter.

While JVF is highly correlated with the actual fraction of hard-scatter activity in a reconstructed calorime-
ter jet, it is important to note that the correspondence is imperfect. For example, a jet with significant

8Tracks are associated with vertices by requiring |�z ⇥ sin ✓| < 1 mm. In cases where more than one vertex satisfies this
criterion, ambiguity is resolved by choosing the vertex of higher

P
tracks(p2

T).
9Truth jets with pT > 10 GeV and |⌘| < 5 are considered.

32

Figure 5.16: An illustration of the JVF principle [104].
neutral pile-up contributions may receive JVF = 1, while JVF = 0 may result from a fluctuation in the
fragmentation of a hard-scatter jet such that its charged constituents all fall below the track pT threshold.
JVF also relies on the hard-scatter vertex being well separated from pile-up vertices. In some events, a
pile-up jet may receive a high value of JVF because its origin interaction is very close to the hard-scatter
interaction. While this e↵ect is quite small in 2012 pile-up conditions, it will become more important at
higher hµi, as the average distance between interactions decreases as 1/hµi.
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Figure 26: JVF distribution for hard-scatter (blue) and pile-up (red) jets with 20 GeV  pjet
T < 50 GeV

and |⌘| < 2.5 in simulated Z+jets events. Using JVF directly as a discriminating variable provides a way
to separate both classes of jets.

7.2 Recommended JVF Cuts

In 2012, three JVF cuts are recommended for analyses in which pile-up jets are otherwise problematic.
The loosest recommended cut is |JVF| > 0, which rejects only those jets that have zero matched tracks
from the hard scatter. A somewhat tighter cut is |JVF| > 0.25, requiring that at least a quarter of all
associated track pT originates from the hard scatter, while the tightest recommended cut is |JVF| > 0.5.
The cuts are applied to the absolute value of JVF, to avoid rejecting jets with zero matched tracks from
any vertex.

Each analysis applying a JVF cut must choose an optimal cut value among the three recommended
cuts, based on analysis-specific figures of merit. For example, given some definition of signal jets appro-
priate to an analysis, one could choose the JVF cut value that maximizes the signal jet e�ciency divided
by the rate for non-signal jets to pass the cut. Alternatively, one could choose the cut value that results in
stability of jet multiplicity against pile-up, or devise a more sophisticated optimization procedure based
on expected limits or measurement precision.

Figure 27 shows the dependence of JVF on the amount of pile-up, as characterized by the average
number of interactions, hµi. The denominator of JVF grows larger with increased pile-up, while the
numerator remains unchanged. As a result, the optimal JVF cut value is expected to depend on pile-
up conditions, which further emphasizes the need for analysis-specific JVF cut optimization. The ratio
between data and MC is shown at the bottom.
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Figure 5.17: A simulation of Z + jets showing the JVF distribution for hard-
scatter (blue) and pileup (red) [104].
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of the JVF procedure is shown in figure 5.16. The distribution of the JVF for hard
scatter jets and pileup jets simulated on Z+ jets events can be seen in figure 5.17.

5.3.5 Missing Transverse Energy

Many particles leave the detector without being detected. These include neutrinos
as well as other weakly interacting particles predicted by new physics models.
They will manifest themselves as missing energy which can be inferred through
momentum conservation in the transverse plane. Since the total momentum in
the transverse plane must be 0, the missing transverse energy (MET), or Emiss

T is
defined as

Emiss
T = −

∑

detected objects

pobjectsT . (5.7)

In ATLAS, all reconstructed objects are taken as inputs to the Emiss
T calcu-

lation. There are six terms that enter into the Emiss
T calculation corresponding to

photons, electrons, muons, hadronically decaying taus, jets and soft terms. The
soft terms account for all contributions not covered by the other terms. The Emiss

T

is then determined by

Emiss
T = Emiss,γ

T + Emiss,e
T + Emiss,µ

T + Emiss,τ
T + Emiss,jets

T + Emiss,soft
T (5.8)

where each term is the negative sum of momentum components in the transverse
plane of the corresponding fully calibrated physics objects. Furthermore, terms in
Emiss,jets
T only include jets with pT > 20 GeV, while jets between 7 < pT < 20 are

contained in Emiss,soft
T .

Pileup has a large effect on the determination of the MET and must be cor-
rectly taken into account. The effect of pileup on the average Emiss

T can be seen
in figure 5.18. It is important to note that all the terms besides Emiss,soft

T are
already corrected for pileup. The correction on Emiss,soft

T due to pileup is based
on the soft term vertex fraction (STVF), which is similar to the JVF definition
in equation (5.6) and is described in detail in [105].

5.4 The HL-LHC and the Phase-II upgrade to

the ATLAS detector

5.4.1 The HL-LHC

The LHC is scheduled to undergo a luminosity upgrade sometime in the 2020s,
dubbed the High-Luminosity LHC (HL-LHC) [106]. After about 2020, there will
be minimal statistical gain in running the LHC unless the luminosity is significantly
increased, as can be seen in the luminosity plan for the next few years in figure 5.19.
The instantaneous luminosity will be increased by a factor of five to 5×1034 cm−2

s−1 and the integrated luminosity by a factor of ten. Several components of the
LHC will need to be changed and improved due to operating in a harsher radiation
environment, including the low-β triplet magnets, cryogenics and the collimation
system.
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Figure 1: E↵ect of pile-up on (a) the average h⌃ETi and (b) the average hEmiss
T i, reconstructed in Z ! µµ

events without jets with pT > 20 GeV. Both are measured in data in terms of NPV, for di↵erent ranges of
⌘. No pile-up corrections are applied to the Emiss

T and ⌃ET soft terms of the data shown.

Tracking-based pile-up corrections (STVF and JVF): The “Soft-Term Vertex-Fraction” (STVF)
method employs the ratio of the (scalar) sum of soft-event track-pT associated with the hard-
scatter vertex to the sum of all soft-event track-pT in the event. This ratio is used to scale all
soft-event contributions to Emiss

T and ⌃ET in a given event. In addition, the “Jet Vertex-Fraction”
(JVF) [17, 18, 19] is used to filter jets contributing to the hard term in Emiss

T and ⌃ET. It uses a
similar ratio as STVF, but is restricted to tracks associated with a given jet. The details of the
STVF scaling and the determination of STVF are presented in Section 3.2.1. The JVF-based jet
filter is discussed in Section 3.2.2. An overview on the contributions to Emiss

T and ⌃ET a↵ected by
these corrections is given in Tables A and B of Addendum II.

Jet-area-based pile-up suppression (EJA, EJAF, JAF): The common aspect of these methods is the
use of an event-by-event estimator for the transverse momentum density of the soft event. The
corresponding pT-thresholds are employed to remove signal contributions from the soft term in
Emiss

T and ⌃ET. This is an extension of the pile-up suppression for hard jets suggested in Ref. [17]
and of the corresponding ATLAS implementation [19]. It involves the decomposition of the soft
event into soft jets with pT � 0, with typically two di↵erent definitions for these jets: one for
the measurement of the transverse momentum density (⇢-jets), and another as a signal base for
applying the pT-threshold (filter-jets). The details of this approach and the common aspects of the
transverse momentum density determination are described in Section 3.3, and details of the ⇢-jet
and filter-jet configurations are given in Section 3.4.

1. EJA: The “Extrapolated Jet Area” (EJA) method measures the pT-density using the soft event
only in the central part of ATLAS (approximately |⌘| < 2). This density is then extrapolated
to the forward region using pT-flow profiles derived from minimum bias data. Details of the
extrapolation are described in Section 3.3.3.

2. EJAF: The “Extrapolated Jet Area with Filter” method (EJAF) uses the same approach as
EJA to measure the pT-density, including the extrapolation. In addition, a JVF-based selec-
tion [19] is applied to the filter-jets.

3. JAF: The “Jet Area with Filter” (JAF) method uses a pT-density calculated from the soft-
event signals within |⌘| < 4.9 without extrapolation. It also applies a JVF-based selection on
the filter-jets.

6

Figure 5.18: The effect of pileup on the average EmissT for Z → µµ events
reconstructed without jets pT > 20 GeV.

European Strategy Forum on Research Infrastructures (ESFRI) Roadmap of 2006, as has the update of 
2008 [2]. The priority to fully exploit the potential of the LHC has been recently confirmed as first 
priority among the “High priority large-scale scientific activities” in the new European Strategy for 
particle physics – Update 2013 [3]. This update was approved in Brussels on 30 May 2013 with the 
following wording: “Europe’s top priority should be the exploitation of the full potential of the LHC, 
including the high-luminosity upgrade of the machine and detectors with a view to collecting ten times 
more data than in the initial design, by around 2030”. 

The importance of the LHC luminosity upgrade for the future of High Energy Physics has been 
also recently re-affirmed by the May 2014 recommendation by the Particle Physics Project 
Prioritization Panel (P5) to the High Energy Physics Advisory Panel (HEPAP) which in turn advises 
the US Department of Energy (DOE) [4]. The recommendation, a critical step in the updating of the 
USA strategy for HEP, states the following: “Recommendation 10: … The LHC upgrades constitute 
our highest-priority near-term large project.” 

In Japan, the 2012 report of a subcommittee in the HEP community concluded that an e+e- linear 
collider and a large scale neutrino detector be the core projects in Japan, with the assumption that the 
LHC and its upgrade are pursued de facto. The updated KEK roadmap in 2013 states that “The main 
agenda at LHC/ATLAS is to continually participate in the experiment and to take a proactive initiative 
in upgrade programs within the international collaboration at both the accelerator and detector 
facilities.” Following these supports, The ATLAS-Japan group has been making intensive R&D’s on 
the detector upgrades and the KEK cryogenic group has started the R&D of the LHC separation dipole 
magnet. 

Figure 1-2: LHC luminosity plan for the next decade, both peak (red dots) and integrated (blue 
line). Main shutdown periods are indicated.  

In this context, at the end of 2010 CERN created the High Luminosity LHC (HL-LHC) project 
[5]. Started as a design study, and after the approval of CERN Council of 30 May 2013 and the 
insertion of the budget in the CERN Medium Term Plan approved by Council in June 2014, HL-LHC 
has become CERN’s major construction project for the next decade.  

25 

Figure 5.19: Luminosity plan for the LHC in the next few years. Both the
peak luminosity (red) and integrated luminosity (blue) are shown. The shut-

down periods, denoted LS1, LS2 and LS3 are shown in grey [106].
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Figure 6.1. An all-silicon-detector tracker is proposed, with pixel sensors at the inner radii sur-
rounded by microstrip sensors [43]. In the central region, sensors are arranged in cylinders, with
4 pixel layers followed by 3 short-strip layers then 2 long-strip layers. From current knowledge
of the LHC conditions the outer radius of the beam pipe is assumed to be at 33 mm. Given the
required modularity discussed above, an inner support tube (IST) will be implemented at a radius
of 110 mm, and a pixel support tube (PST) at 345 mm, taking account of the required clearances for
service routing. The forward regions will be covered by 6 pixel disks and 7 strip disks. Strip layers
are double-sided with axial strip orientation on one side and sensors rotated by 40 mrad on the
other side, giving the second coordinate measurement. The tracker is surrounded by a polyethylene
moderator to reduce the energies of neutrons, which decreases the 1MeV neutron equivalent silicon
damage fluence arising from the flux of neutrons entering from the calorimeters [44] (which for the
current ID are partially moderated by the material of the TRT).
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Figure 6.1: The baseline layout of the replacement tracker showing the active areas of silicon detectors
arranged on cylinders and disks.

In the optimisation process, gaps have been preserved between subdetector parts to allow for
supports, services, and insertion clearances. The resulting sensor areas and channel counts are
shown in table 6.6.

The biggest changes to the current inner tracker are replacement of the TRT with 47.8 mm long
silicon strips; the pixel system extends out to larger radii; more pixel hits in the forward direction
to improve the tracking in this dense region; and smaller pixels and 23.8 mm long inner strips to
increase the granularity. The outer active radius is slightly larger, improving momentum resolution.
Services have been routed out of the active area as soon as possible, minimising the effects of non-
sensitive materials. The layers of silicon are more evenly spaced, especially in the forward region,

– 59 –

Figure 5.20: Layout of the new all-silicon tracker for the Phase-II upgrade of
ATLAS showing the pixel layers (red) and strip layers (blue) [107].

5.4.2 The Phase-II upgrade to ATLAS

The ATLAS detector will also undergo significant changes in design to cope with
the increased luminosity. This is termed the Phase-II upgrade [107, 108]. The cur-
rent inner detector layout will no longer be suitable for Phase-II due to an increased
radiation environment and higher luminosity. The TRT will be replaced with a
new all-silicon tracker whose layout can be seen in figure 5.20. The calorimeters
and the Muon system readout will also need to be upgraded to maintain perfor-
mance given a larger number of collisions per bunch crossing. Changes in the
trigger and computer software architecture will will be upgraded also to maintain
and improve performance of event selection.

The radiation environment in the inner detector will be particularly harsh.
The inner most pixel layers are expected to reach 1.4 × 1016 cm−2 neq while the
strip layers will be exposed to 5.3× 1014 neq in the barrel and 8.1× 1014 neq in the
endcaps. These high fluences require increased radiation-hardness of the silicon
detectors, as the current detector designs are not able to withstand such fluences.
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Figure 6.2: RZ-map of the 1 MeV neutron equivalent fluence in the Inner Tracker region, normalised to
3000 fb�1 of 14 TeV minimum bias events generated using PYTHIA8.

predicted fluences for 7 TeV running with the fluences and doses obtained from Pixel, SCT and
RadMon measurements using 2011 data [39]. In general, differences between simulation and data
throughout the inner detector volume are found to be well within 50% for both 1 MeV new fluences
and ionising doses. The largest discrepancies, a factor of two, are found for the innermost modules
of the SCT end-caps.

6.1.3 Trigger information from the tracker

Several possibilities are being considered to bring the tracker information into the trigger chain as
early as possible. Details are discussed in 2.5. The baseline solution is a region of interest (ROI)
based approach that has no implications on the layout but requires the readout of the pixel and strip
detectors to provide sufficient bandwidth to have a Level-0 (Level-1) accept rate of 500 (200) kHz
with a latency of 6 (20) µs. However, in contrast, a self-seeded trigger based on directional in-
formation in double layers would strongly affect the layout of the strip detector. Although the
required technologies for this are being studied, a tracker layout incorporating such a self-seeded
trigger architecture is not considered further in this Letter of Intent.

6.2 Phase-II tracker layout and performance

The proposed tracker layout is mainly based on requirements of excellent performance to fully
exploit the physics at HL-LHC and in particular to be able to cover the multi-TeV range. In addition
to meeting these requirements, the layout must respect constraints from integration, modularity and
cost. Figure 6.1 provides details on the proposed tracker including the overall dimensions.

Some characteristics of the performance of this layout compared with the present inner detec-
tor are summarised in table 6.7.

– 61 –

Figure 5.21: Expected radiation environment of the ATLAS inner detector
for the Phase-II upgrade normalized to 3000 fb−1 [107].



Chapter 6

Measurement strategy for the
W+c production cross-section

6.1 Motivation

The production cross-section of a W boson in association with a single charm
quark at hadron colliders is sensitive to the strange quark content of the proton.
As can be seen in figure 6.1, the strange quark PDF is not very well constrained.
While measurements of the cross-section have been performed at the Tevetron and
the LHC, only recently has there been the potential to use these measurements
to constrain the PDF of the strange quark. The phase space covered by various
experiments so far for the determination of the strange quark can be seen in
figure 6.2.

The recent ATLAS [109] and CMS [110] measurements at
√
s = 7 TeV of this

cross section have been able to reduce the uncertainties on the strange quark PDF,
but the measurements still exhibit large statistical uncertainties. By using the full√
s = 8 TeV data set, the hope is to have much smaller uncertainties, due to the

fact that the peak luminosity and inclusive cross section should be roughly five
times larger than at

√
s = 7 TeV. The systematic uncertainty on the background

estimation, in particular the QCD and W+light-jets backgrounds, is also expected
to be reduced due to the data driven methods used to normalize each.

Of paticular interest is the strange sea supression factor, defined as rs = (s+
s̄)/2/d̄. Previous experiments, such as the NuTeV and CCFR neutrino scattering
experiments, have indicated an asymmetry between the strange and anti-strange
quark PDFs [111–114]. The error on the strange quark PDF and the asymmetry
between the strange and anti-strange quark PDFs has further been constrained
using the latest collider data, including measurements from ATLAS and CMS
[115]. The latest results including CMS and ATLAS data are consistent with the
PDFs being symmetric, as can be seen in figure 6.3. The analysis presented here
also measures the ratio of W+ + c̄ to W− + c production.

70
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Figure 6.1: Relative strange quark PDF uncertainties including data from
different experiments [115]. The left plot includes NuTeV/CCFR data in com-
parison with the one including also the NOMAD [116] and CHORUS [117] data.

The right plot includes data from CMS and ATLAS

Figure 6.2: Kinematic phase space covered by different experiments for the
determination of the strange quark PDF. ATLAS results are in red and taken

at Q2 = m2
W [118].
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Figure 6.3: The strange sea suppression factor rs = (s+ s̄)/2/d̄ as a function
of the Bjorken x for determined from various experiments [115].

6.2 Data and simulation samples

6.2.1 Data sample

The measurement is carried out using the full 2012 ATLAS data set collected using
single electron trigger, which are denoted as EF e24vhi medium1 and EF e60 medium1.
The data is split into different periods, which followed the LHC configurations and
the ATLAS trigger and detector conditions which changed with time. The full in-
tegrated luminosity for the sample is 20.3 fb−1. The uncertainty on the integrated
luminosity is ±2.8%. It is derived following the methodology detailed in [119].

6.2.2 Simulation

Monte Carlo simulations are used for the background estimation of some of the
background processes and to perform the calculation of the cross section from
the measured signal yields. The backgrounds considered are QCD, W+light-jets,
W + bb̄, W + cc̄, diboson, tt̄, single top and Z+jets. The QCD and W+light-
jets background processes are normalized using data driven methods, but the
W+light-jets background shape is extracted using Monte Carlo while the QCD
shape is extracted from the data, as described in section 6.5. Other backgrounds
are estimated from simulation.

The W + c signal process is simulated using ALPGEN+PYTHIA. It is broken into
samples labeled W+c+NpX, where NpX represents the number of initial state par-
tons, i.e. Np1 has one additional initial state parton, Np2 has two additional initial
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Figure 3: Illustration of the strange-gluon fusion associated production of a W and a single charm quark.

leptonic decay of the charm quark, e.g. into a muon with a branching fraction of 9.6% [35].260

In the present analysis the latter approach, selection via the semi-leptonic decay into a muon, has261

been adopted, allowing also for a specific strategy to separate W+c signal and backgrounds. This semi-262

leptonic decay muon, in the following also called the soft muon, has the same charge sign as the charm263

quark and thus a charge opposite to the W boson and the corresponding decay lepton, called signal264

lepton in the following. Requiring the W decay lepton and the soft muon to be of opposite charge265

therefore selects the W+c signal with very high e�ciency (opposite charge selection). The backgrounds266

are mostly evenly distributed between events with opposite (OS) and same charge (SS) between the W267

boson and the soft muon. Therefore the main strategy to select a signal of high purity is to extract it268

as the di↵erence between the opposite and same charge sample, NOS � NSS, where N is the number of269

selected events. Furthermore, this technique rejects W+cc̄ events owing to their charge symmetry.270

Some backgrounds exhibit a slight asymmetry between the OS and SS samples, thus a small residual271

background is present in the OS-SS sample. The W+light jets background is particularly relevant: it is272

essentially composed of W + d/u events that are produced via up/down-gluon fusion; in this case the273

d/u quark charge is also correlated with the W boson charge and thus the quark fragmentation products,274

when falsely reconstructed as muons, are more likely to be have opposite charge to the W boson. Also,275

backgrounds from cc̄ and to a lesser extent bb̄ multijet production are preferentially charge asymmetric.276

Muon pairs produced via the Drell-Yan Z/�⇤ process also have opposite charge, and this constitute an277

asymmetric background for the muon channel.278

All large asymmetric backgrounds are determined from data as described in section 8.279

In lowest order W+c production, the W boson is accompanied by exactly one charm jet as illustrated280

in figure 3. However, final states with more than one jet are produced at next-to-leading order (NLO) not281

only by simple final or initial state radiation but can also originate from initial states other than gluon-282

quark fusion. Figure 4 depicts W+c production from a gluon-gluon initial state. Other initial states283

are also possible. Table 2 shows the fractional composition of the various incoming parton flavours to284

W+c production for the fiducial selection listed in table 61 on the truth level. In the 1-jet bin, strange-285

gluon fusion represents more than 80% of the W+c production. This fraction drops to 55% in the 2-jets286

bin, while production processes from qs, q̄s and gg become more important. Hence, splitting the selected287

candidate events into samples with di↵erent number of selected jets can enhance initial states with strange288

quarks for certain jet bins.289

In summary, the selection of a charm jet via a semileptonic decay into a muon and the subsequent290

requirement that the charge of the muon be opposite of that of the W decay lepton, selects W+c produc-291

tion with high e�ciency. By subtracting from the opposite charge events the candidate events with the292

same charge will select a signal sample with high purity. Splitting the final event sample into jet bins,293

enhances strange quark distributions in certain bins. The above considerations drive the event selection294

for this analysis.295

The analysis is performed for event with exactly one jet or exactly two jets. The full analysis is296

Figure 6.4: Diagram of strange-gluon fusion associated with the production
of a W-boson and a single charm quark
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Figure 4: Illustration of the gluon-gluon fusion associated production of a W and a single charm quark.

gs,gs̄ gd gd̄ qs,q̄s other qq, gq gg

W+c (1-jet bin) 82.2% 7.0% 3.4% 4.1% 0.2% 3.1%
W+c (2-jet bin) 53.7% 6.1% 2.4% 15.6% 1.3% 21.0%

Table 2: Fractional composition according to incoming parton flavours for W+c production in the 1 and
2 jets bins. The number are extracted from the signal sample generated using Alpgen W+c+Np with
Cteq6ll as input PDF.

also performed for events with one or two jets. This procedure automatically takes into account all297

correlations between the uncertainties in the 1-jet and the 2-jets sample. Furthermore, this procedure298

allows for an increased statistics in control regions used to extract di↵erent backgrounds for the 1,2-299

jets sample. In addition, the analysis is performed separately for W++c̄ and W�+c production. The300

ratio between the W++c̄ and the W�+c sample is also measured separately and takes into account all301

correlations between the samples with a positively and a negatively charged signal leptons (leptons from302

W bosons decay).303

The tt̄ background fully dominates events with more than three jets and therefore W+c events with304

higher jet multiplicity are di�cult to extract from data. However the 1,2-jets yields are extrapolated305

to measure the production cross section of a W boson and a c-jet in addition to any number of non-c-306

jets. The theory prediction uncertainties are minimal for the inclusive measurement allowing the 1-jet307

inclusive measurement to constrain di↵erent PDF sets. The 1-jet and 2-jets exclusive measurements are308

also presented to gauge the Monte Carlo prediction of jet multiplicity in W+c events.309

7 Selection310

Events are required to contain exactly one isolated high-pT lepton (electron or muon) and large transverse311

missing energy stemming from neutrino production. They are also required to have one or two jets.312

Exactly one of the jets is to be identified as a c-jet using the soft muon tagger described in [36].313

Leptons and jet four-momenta as well as the electron isolation are corrected following the corre-314

sponding combined performance group recommendations. The Emiss
T is rebuilt using the corrected mo-315

menta of the objects. In addition, scale factors are used to correct object reconstruction and identification316

e�ciency discrepancies between data and Monte Carlo. The versions of the tools used for these correc-317

tions are listed in section C. The selection procedure is summarised in tables 3 and 4 for the electron and318

the muon channels and is described in details in the following.319

Figure 6.5: Diagram of gluon-gluon fusion associated with the production of
a W-boson and a single charm quark

state partons, etc. W+light-jets, W + bb̄, W + cc̄ and Z + jets are also estimated
using ALPGEN+PYTHIA. Diboson and tt̄ are estimated using POWHEG+PYTHIA. Single
top is estimated using AcerMC+PYTHIA for all channels. The list of all background
samples are listed in appendix A.

All Monte Carlo samples are reweighted to match the data beam spot, pileup,
trigger and detector conditions. The samples are furthermore reweighted to match
the data resolution and reconstruction efficiencies. K-factors are also applied to
each sample.

6.3 General Strategy

W + c production at hadron colliders is dominated by strange-gluon fusion, with a
small contribution (∼10%) from down-gluon fusion suppressed by CKM couplings.
The LO diagram for strange-gluon fusion is shown in figure 6.4. Events with
additional jets at NLO can be produced through gluon-gluon fusion, as seen in
figure 6.5. An important feature of the process is that the W boson and the
charm quark always carry opposite charge sign. While the W boson is best selected
through its leptonic decay, the charm quark can be selected either through selection
of the fully reconstructed charmed hadron or through its semi-leptonic decay into
a muon.

The present analysis uses the latter approach, that is selection via the semi-
leptonic decay into a muon. The muon will carry the same charge sign as that of
the charm quark, and thus have opposite charge to that of the W boson and the
corresponding decay lepton, referred to as the signal lepton. Thus, W + c events
can be selected with high efficiency by requiring the signal lepton and muon to
have opposite charge. Background processes are mostly symmetric between events
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having opposite sign charge (OS) and having the same sign charge (SS) between
the signal lepton and muon. Taking the difference of OS to SS events (OS-SS) will
therefore select W + c events with high purity while minimizing the background.

Some backgrounds, such as W+light-jets and QCD, will exhibit a small asym-
metry between OS and SS events, and will contribute a small residual background
in the OS-SS sample. The W+light-jets background will be mostly composed of
W + u/d that are produced via down/up-gluon fusion. The u/d quark charge is
also correlated to the W boson charge, and thus a false reconstructed muon arising
from the quark fragmentation products, will have opposite charge to the W -boson.
Also, for some QCD background like cc̄ and bb̄ multijet production an asymmetry
could be expected. The determination of the normalization and asymmetry of the
dominant backgrounds is described in section 6.5.

To summarize, requiring the muon, from the semileptonic decay of a charm-
jet, to have opposite charge sign to that of the signal lepton, arising form the
leptonic W decay, selects W+c events with high efficiency. Subtracting the SS
sample from the OS sample will cancel many backgrounds that are symmetric
between OS and SS, and thus lead to a signal with high-purity. The strange quark
distributions are enhanced by splitting the final events into different jet bins.

For events with a jet multiplicity greater than two, tt̄ production becomes
the dominant background. This makes extraction of the W + c more difficult for
higher jet multiplicities. The 1- and 2-jet yields are extrapolated to measure the
production cross section of a W boson and a c-jet plus any number of jets.

The analysis is carried out for events with exactly one jet or exactly two jets.
The sum of the 1 and 2 jet measurements is used to determine the 1-jet inclusive
measurement. The analysis also measures the production of W+ + c̄ and W− + c.
This allows for the measurement of the ratio between the W+ + c̄ and W−+c cross
section, which is important in constraining the ratio of the strange to anti-strange
quark PDFs.

6.4 Event and Candidates Selection

The W boson is tagged by requiring events to have one isolated high-pT lepton
and a large missing transverse energy coming from neutrino production. Events
are also required to have one or two jets, with one of the jets containing a muon.

All leptons and jets, as well as lepton isolation, are corrected according to the
combined performance group recommendations. The Emiss

T and mW
T are recom-

puted using the corrected properties of the objects. Scale factors, which correct
object reconstruction and efficiency discrepancies between data and Monte Carlo,
are also applied. The selection for W → eν selection is listed in table 6.1 .

6.4.1 Event selection

Data Quality Selection Data sample events need to pass detector quality
requirements according to the Standard Model WZ good run list: data12 8TeV.
periodAllYear DetStatus-v61-pro14-02 DQDefects-00-01-00 PHYS
StandardGRL All Good.xml
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Event Selection
Detector conditions GRL & LArError 6= 2
Trigger EF e24vhi medium1, EF e60 medium1
Primary vertex Ntracks ≥3

Signal electron selection
Electron ID Author 1 or 3

tight++
Phase space |η| <2.47, exclude 1.37 <|η| <1.52

pT >25 GeV
Isolation etcone30/pT <0.14

ptcone30/pT <0.07

Veto electron selection
Electron ID Author 1 or 3

medium++
Phase space |η| <2.47, exclude 1.37 <|η| <1.52

pT >25 GeV

Veto muon selection
Muon ID 3rd chain

Medium+
6=StandAlone

Phase space |η| <2.4
pT >25 GeV

MCP cuts Nhits
pixel +Ndead−sensors

pixel ≥ 2

Nhits
SCT +Ndead−sensors

SCT ≥ 6
Nholes
pixel +Nholes

SCT ≥ 3
if Nhits

TRT ≥ 6 then N outliers
TRT /(Nhits

TRT +N outliers
TRT ) < 0.9

if 0.1 <|η| <1.9 then Nhits
TRT ≥ 6

Isolation ptcone20/pT <0.1
W → eν event selection

Lepton exactly one signal electron
no veto electrons or muons

Trigger matching offline signal electron match to trigger muon is
∆R<0.15

Electron-jet overlap remove jet if ∆R(jet, electron) <0.5
Emiss
T cleaning looser jet cleaning

LAr hole SimpleVeto
Missing transverse en-
ergy

Emiss
T >25 GeV

W transverse mass mT (W ) >40 GeV

Table 6.1: Summary of event selection cuts
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Trigger Selection The analysis focuses on the W → eν (electron) channel.
The eGamma stream is used for this channel. Events are required to pass
the trigger, listed in table 6.1, with the lowest threshold. The trigger varies
with different data periods corresponding to the increasing LHC luminosity.

Primary Vetex Multiple proton-proton interactions can lead to several
vertices reconstructed in a given event. The vertex with the highest

∑
p2
T is

selected as the primary vertex corresponding to the hard interaction.

6.4.2 W→ `ν selection

Selection of a W boson candidate is done through its leptonic decay. The lep-
ton selection, with additional Emiss

T and mW
T cuts, are chosen to maximize the

the statistics while minimizing background contributions. The selection for the
electron channel is described below and detailed in table 6.1.

Signal Electrons Electrons are reconstructed using the calorimeter-seeded
algorithm dedicated to reconstructing isolated high-pT electrons (author ==
1 or 3). Following the eGamma combined performance group recommenda-
tions, a rescaling is done on the data while smearing of the electron cluster
energy is done Monte Carlo. Tight++ electrons are used and are required to
have pT >25 GeV and cluster |η| <2.47 (excluding 1.37 <|η| <1.52). Elec-
trons are required to be isolated by requiring the relative energy deposited
in the calorimeters in a cone of ∆R <0.3 around the electron to be less than
0.14, while the relative energy of all tracks in a cone of ∆R <0.3 around
the electron must be less than 0.07. The energy is corrected for leakage and
pileup effects. Lastly, the selected electron must match the trigger electron
object within ∆R <0.15. Scale factors for the electron trigger, reconstruction
and identification are applied to the simulation to account for differences in
efficiency with respect to data. Additional scale factors are applied to correct
for impact parameter and the isolation cut efficiency on Monte Carlo.

Veto Leptons Events are allowed to contain exactly one isolated lepton.
Events with additional isolated electrons or muons are rejected. The veto
criteria for electrons are looser than for signal electrons: medium++ electrons
are rejected, while the isolation requirement is also dropped.

Missing Transverse Energy and the W Boson Transverse Mass The
Emiss
T of an event is computed using fully calibrated objects. Both the elec-

tron and muon channel use the Emiss
T built with with track-based soft terms

(MET RefFinal TST), which is recommended by the JetEtMiss combined
performance group [120]. The transverse mass mW

T is determined from the
electron and neutrino (missing energy) momenta in the transverse plane by

mW
T =

√
2peTp

ν
T (1− cos(φe − φν)) (6.1)

where peT and φe is the transverse momentum and azimuthal angle of the
electron and pνT and φν is the transverse momentum and azimuthal angle
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Jet selection
Jet ID anti-kT

∆R = 0.4
Loose

Phase space |η| <2.4
pT >25 GeV

Jet vertex fraction |JV F | >0.5 for 50 GeV <pT <100 GeV

Table 6.2: Summary of jet cuts

of the neutrino. A 40 GeV cut is placed on mW
T which optimizes the signal

efficiency and background rejection.

6.4.3 Jet selection

Jet selection Jet reconstruction is done using the anti-kT algorithm with
a distance parameter of ∆R = 0.4. Jet energy is calibrated at the hadronic
scale and is corrected for pileup effects. Jets are required to have pT>25
GeV and |η| <2.4. The jet vertex fraction (JVF) is required to be |JV F |
>0.5 for jets with pT <50 GeV, which helps remove jets reconstructed from
energy deposits coming from pileup events. Only events with one or two
jets are considered. BadLooseMinus requirement are rejected. A summary
of the jet selection can be found in table 6.2

Lepton-Jet Overlap and Isolation Jets, selected as described in table 6.2,
that are found within ∆R <0.5 of a signal lepton are rejected. These jets
are required to have pT >25 GeV and a |JV F | >0.5 for jets with pT <50
GeV.

Charm-jet tagging The Soft Muon Tagger (SMT) tool is used to associate
muons coming from semi-leptonic heavy flavor decays to jets. The tagger
searches muons inside jets. Exactly one muon is required to be associated
to a jet. Events with more than one muon are rejected. Events with more
than 1 muon tagged jets are also rejected.

The SMT uses staco muons and fully calibrated jets as an input. muons are
required to have a pT >4 GeV, |η| <2.5, |d0| <3 mm, |z0 sinθ| <3 mm, and
pass the MCP cuts. SMT tagged jets must have an EM fraction <0.8 and
contain more than 3 tracks. Cuts applied by the SMT are listed in table 6.3.

6.5 The Background Composition

The analyses takes the difference between OS and SS events. Many backgrounds
are symmetric between OS and SS events, and only events with a significant asym-
metry will contribute to the final sample. Processes such as W+bb̄ and W+cc̄ are
completely symmetric between OS and SS events, and will largely cancel in the
subtraction. Backgrounds such as tt̄, diboson, and single top are estimated using
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muon selection
Muon ID Staco

Phase space |η| <2.5
pT >4 GeV

MCP cuts Nhits
pixel +Ndead−sensors

pixel ≥ 2

Nhits
SCT +Ndead−sensors

SCT ≥ 6
Nholes
pixel +Nholes

SCT ≥ 3
if Nhits

TRT ≥ 6 then N outliers
TRT /(Nhits

TRT +N outliers
TRT ) < 0.9

if 0.1 <|η| <1.9 then Nhits
TRT ≥ 6

Impact parameter |z0 sinθ| <3 mm
|d0| <3 mm

SMT tagged jets Ntracks >3 & EM fraction <0.8

Table 6.3: Summary of cuts applied by the SMT
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Figure 6.6: The QCD template for the (a) 1-jet and (b) 2-jet bin

MC simulations. Additionally, W+light-jet and QCD events contribute signifi-
cantly in the final OS-SS sample.

The estimation of W + light− jets and QCD backgrounds are broken up into
two components: the overall normalization of QCD and W+light-jets in the SS
sample, and determination of the asymmetry for each, which is used to extrapolate
the normalization in the SS sample to the OS-SS sample. The asymmetry is defined
as

A =
NOS −NSS

NOS +NSS
(6.2)

where NOS and NSS are the number of events in the OS and SS samples respec-
tively.

6.5.1 QCD and W+light-jet normalization

A data driven method is used in order to determine the correct normalizations
for the QCD and W+light-jets backgrounds. The normalization of the QCD and
W+light-jets backgrounds are extracted from the SS sample, which is mostly signal
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Figure 6.7: The W+light-jets template for the (a) 1-jet and (b) 2-jet bin
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(b) 1-jet W−
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Figure 6.8: EmissT fits used to determine R(+/−) in the SS sample
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(b) 1-jet W−
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(c) 2-jet W+
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Figure 6.9: mW
T fits used to determine R(+/−) in the SS sample

free. Emiss
T is used as a discriminant variable and a binned maximum likelihood

fit is then carried out to extract the fraction of QCD and W + light− jet events
from the data. One can alternatively perform the fits using mW

T as a discriminant
variable, but this leads to upwards of a 40% difference in the QCD normalization
between fitting in Emiss

T and mW
T . The normalization of the QCD and W+light-

jets backgrounds are thus not extracted directly from the fits, but instead are used
to measure the ratio of W+ and W− events, in which the difference between fitting
in the two variables should largely cancel out. The ratio,

R = N+/N−, (6.3)

can be used to constrain the QCD and W+light-jets yields in the SS sample by
taking advantage of the fact that theW+ sample will be larger than theW− sample
due to charge conservation in proton-proton collisions. Here N+/− are the number
of events stemming from W+/−. The procedure for obtaining the normalization
for the QCD and W+light-jets backgrounds is outlined in what follows.

For the QCD, a template is constructed from the data control sample by
inverting some electron ID cuts: Namely, the electrons are required to pass the
medium++ requirements but fail at least one of the tight++ as well as have an
anti-isolation cut of 3 GeV. The QCD sample is also required to contain a b-layer
hit. As seen in figures 6.6(a) and 6.6(b), the QCD template has the same shape in
the OS+, OS−, SS+ and SS− samples, thus the combined OS+SS template is used
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in all fits to increase statistics. The W+light-jets template, seen in figures 6.7(a)
and 6.7(b), is taken from MC simulation, as are all other non-QCD templates.
The fits are performed after all non-QCD/W+light-jets (including W+c signal)
are subtracted.

The sample constructed from data using the inverted electron isolation cuts
mainly consists of QCD events. Real electrons can fail the identification cuts,
causing a small contribution from W and Z bosons and top quark production.
Electrons are in general well described by the detector simulation, and the residual
non-QCD contributions is estimated and subtracted from the QCD template using
Monte Carlo simulation. The residual non-QCD background’s contribution to the
QCD template are listed in table 6.4.

The same sign sample is broken up into samples consisting of W+ and W−

candidates. The number of events in the W+ and W− can be written as

N+
data = N+

QCD +N+
W+light

N−data = N−QCD +N−W+light

where Ndata is the number of events measured in data minus all non-QCD and
non-W+light-jets backgrounds, which are taken from Monte Carlo. NQCD and
NW+light are the number of events in QCD and W+light-jets respectively. The
total number of events for W+light-jets and QCD in the SS sample can thus be
written as

NSS
W+light =

RW+light + 1

RW+light −RQCD

(
N+
data −RQCDN

−
data

)
(6.4)

NSS
QCD = NSS

data −NSS
W+light (6.5)

where NSS
data = N+

data +N−data. Lastly, one can write the number of events for QCD
and W+light-jets in the SS W+ and W− samples as

NSS+ =
NSS ×R
R + 1

(6.6)

NSS− =
NSS

R + 1
(6.7)

The ratios RQCD and RW+light are measured using the Emiss
T fits from data

for the W+ and W− samples. The difference to the results using the mW
T fits is

then taken as a systematic uncertainty on the ratios. The results of the fits for
the 1- and 2-jet bins are listed in tables 6.5 and 6.6 respectively.

The Emiss
T fits used to determine R = N+/N− for QCD and W+light-jets

in the SS sample are shown in figure 6.8 for both the 1- and 2-jet bins, while
the corresponding fits in mW

T are shown in figure 6.9. The resulting values of
R = N+/N− and the resulting yields in the SS sample for the QCD and W+light-
jets backgrounds are listed in table 6.7 .
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1-jet 2-jet
W + bb̄ 0.03% 0.9%
W + cc̄ 0.04% 0.7%
tt̄ 0.3% 2.2%

single top 0.3% 0.8%
diboson <0.1% <0.1%
Z+jets 0.3% 0.4%

W+light-jets 1.8% 1.9%
W+c 5.1% 3.3%
Total 8.5% 10.3%

Table 6.4: Fractional contribution of different processes to the QCD template

1-jet QCD W+light-jets
NSS+ fit 4479 ± 36 5052 ± 97
NSS− fit 4053 ± 33 3867 ± 93

SUM 8532 ± 48 8918 ± 135
NSS fit 8559 ± 69 8898 ± 134

Table 6.5: Yields in the 1-jet bin of the QCD and W+light-jet backgrounds in
the control region for the SS sample. The W+ and W− fits are performed sep-
arately and compared to the combined sample result. All numbers are rounded

to the nearest integer

2-jet QCD W+light-jets
NSS+ fit 3011 ± 30 3396 ± 75
NSS− fit 3217 ± 33 2421 ± 67

SUM 6228 ± 45 5818 ± 101
NSS fit 6142 ± 62 5909 ± 102

Table 6.6: Yields in the 2-jet bin of the QCD and W+light-jet backgrounds in
the control region for the SS sample. The W+ and W− fits are performed sep-
arately and compared to the combined sample result. All numbers are rounded

to the nearest integer

1-jet 2-jet
RQCD 1.10 ± 0.07 0.94 ± 0.06
RW+light 1.31 ± 0.05 1.40 ± 0.04
NSS
QCD 1673 ± 2527 2916 ± 907

NSS
W+light 8676 ± 2560 4900 ± 925

Table 6.7: Measured values of R(+/−) and the resulting SS yields evaluated
according to equations (6.4) and (6.5)

.
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Figure 6.10: Fit to calculate the asymmetry for QCD in the 1- and 2-jet bins

6.5.2 Estimation of the QCD asymmetry

The asymmetry is important in extrapolating the normalization from the SS sam-
ple to the OS sample. Fits are performed in the SS and OS samples, and asym-
metry is calculated using equation (6.2).

The fits do not take into account the statistical uncertainty of the templates.
To account for this the templates are varied randomly bin by bin within their statis-
tical uncertainties and the asymmetry for QCD is recomputed. This is carried for
10000 toy experiments. The asymmetry and its uncertainty are determined from
a Gaussian fit to the resulting asymmetry distributions, as seen in figure 6.10(b).

The nominal result is taken from the fit range of 10 - 90 GeV. Additional
variations are performed as to not underestimate the systematic uncertainty on
the asymmetry. One variation is that of different fit ranges. Another variation
is performed where each non-QCD Monte Carlo template is varied up and down
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Figure 6.11: The 1-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples for different fit ranges.
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Figure 6.12: The 1-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples by varying the background cross sections

up and down by 15%.
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Figure 6.13: The 1-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples for different QCD template definitions.
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Figure 6.14: The 2-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples for different fit ranges.
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Figure 6.15: The 2-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples by varying the background cross sections

up and down by 15%.
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Figure 6.16: The 2-jet QCD EmissT (a) yields and (b) the resulting asymmetry
calculated using the OS and SS samples for different QCD template definitions.
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Identification Isolation Cut
Default failed ConverstionMatch or TrackTRThits 3 GeV

Iso1 failed ConverstionMatch or TrackTRThits 1 GeV
Iso5 failed ConverstionMatch or TrackTRThits 5 GeV
Iso7 failed ConverstionMatch or TrackTRThits 7 GeV

Tight++ pass ConverstionMatch and TrackTRThits 3 GeV
TRT failed TrackTRThits 3 GeV
CM failed ConverstionMatch 3 GeV

TRTpassCM pass ConverstionMatch and failed TrackTRThits 3 GeV
CMpassTRT failed ConverstionMatch and passed TrackTRThits 3 GeV

Table 6.8: Different template definitions used for the template variation of
the QCD background

1-jet 2-jet
AQCD 0.036 ± 0.060 0.055 ± 0.035

Table 6.9: The QCD asymmetry in the 1- and 2-jet bins

by 15%, leading to a different QCD and data template shapes. This takes into
account inaccurate cross sections of the backgrounds. Additionally, the extraction
of the QCD template is considered as another systematic uncertainty: inverting
some of the electron identification and isolation cuts might lead to a bias in the
Emiss
T shape. Due to neutrinos produced in semileptonic decays of heavy flavor

particles, non-isolated electrons from these decays will on average have a larger
Emiss
T compared to the sample of conversion and fake electrons in our template.

The different template definitions used in the variation are listed in table 6.8.
The yields in the 1-jet bin of the different variations are shown in figures 6.11(a),
6.12(a) and 6.13(a) and the corresponding asymmetries in figures 6.11(b), 6.12(b)
and 6.13(b). The yields in the 2-jet bin of the different variations are shown in
figures figures 6.11(a), 6.12(a) and 6.13(a) and the corresponding asymmetries in
figures 6.11(b), 6.12(b) and 6.13(b)

The final asymmetry is taken as the nominal value and the uncertainty is taken
to cover the largest difference for each variation and then added in quadrature
to get the final uncertainty. The uncertainty extracted from the QCD template
variation excludes the result of the CMpassTRT variation in the 1-jet bin due to
a poor fit result. The final results for the QCD asymmetry are listed in table 6.9.

6.5.3 Estimation of the W+light-jets asymmetry

W+light events can pass the selection by mis-tagging a light-jet as a c-jet. The
muons reconstructed inside a light-jet are either fake or decay in flight muons
which can mimic a muon decay signature. Tracks are taken as candidates to be
reconstructed as muons. Therefore sample containing tracks inside jets, instead
of muons inside jets, with a ∆R < 0.5, is taken as the pre-tagged sample which is
dominated by W+light-jet events.
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Figure 6.17: 1-jet spectrum of
(a.) pµT and ptrackT normalized to
unity and (b.) the scaling function

applied to the ptrackT distribution
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Figure 6.18: 2-jet spectrum of
(a.) pµT and ptrackT normalized to
unity and (b.) the scaling function

applied to the ptrackT distribution

The pT spectrum for tracks should be harder than that of tagged muons due to
high pT kaons and pions decaying into muons outside the muon chamber, while the
low pT kaons and pions will generally decay to a muon before the muon chamber.
This also leads to different asymmetries between tracks and muons in different pT
regions. To account for this the track pT is reweighted to the muon pT and the
track asymmetry recalculated. The measurement of the W+light-jets asymmetry
is described in detail in what follows.

The re-weighting function of track pT to muon pT is extracted using the
Monte Carlo prediction. The weights for each pT bin are calculated from the
OS+SS sample and are then applied to the OS and SS samples separately. The
asymmetry for tracks is then recomputed.

The W+light-jet asymmetry can be estimated from data using the assumption
that any track inside a jet that passes the same kinematic, impact parameter and
inner detector cuts has an equal probability to fake a muon. A correction factor to
the asymmetry between muons and tracks using Monte Carlo is applied to correct
for residual differences between tracks and reconstructed muons. The asymmetries
for tracks measured in the data pre-tag sample is corrected using Monte Carlo to
get the final W+light-jet asymmetry using the following:
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1-jet 2-jet
muon asymmetry (MC) 0.1065 ± 0.0114 0.0734 ± 0.0131

track asymmetry before reweighting (MC) 0.1164 ± 0.0004 0.0658 ± 0.0004
track asymmetry after reweighting (MC) 0.0861 ± 0.0003 0.0477 ± 0.0004

correction factor (MC) 1.24 ± 0.13 1.54 ± 0.27
measured track asymmetry before reweighting 0.0967 ± 0.0007 0.0500 ± 0.0007
measured track asymmetry after reweighting 0.0719 ± 0.0007 0.0337 ± 0.0007

corrected data asymmetry 0.0892 ± 0.0094 0.0516 ± 0.0091

Table 6.10: Values of the asymmetries for muons, tracks before and after pT
re-weighting, the correction factor and the measured asymmetry

1-jet 2-jet
Data statistics 0.37% 0.94%

Monte Carlo pT re-weighting 10.48% 17.53%
W+c background 0.12% 0.30%
QCD background 0.08% 0.26%

Other backgrounds 0.09% 0.34%
Total 10.54% 17.64%

Table 6.11: Breakdown of contributions to the W+light-jet asymmetry

AcorrectedW+light =
AMC
W+light(muons)

AMC
W+light(tracks)

× AdataW+light(tracks) (6.8)

where AdataW+light(tracks) is calculated from the data sample minus the Monte Carlo
prediction for all non-W+light-jet processes. The pT spectrum for tracks and
muons together with the re-weighting function are shown in figures 6.17(a) and
6.17(b) for the 1-jet bin and in figures 6.18(a) and 6.18(b) for the 2-jet bin.

The uncertainty on the asymmetry is split into two parts: the uncertainty
on the data pre-tag sample asymmetry due to background determination and
the uncertainty on the correction factor due to Monte Carlo statistics. These
uncertainties are determined as follows:

• The uncertainty on the background determination is split into the
uncertainty from the QCD background determination and the contribution
from all other backgrounds including the W+c signal. The QCD background
and uncertainty in the pre-tag sample is computed in the same way as de-
scribed in the previous sections.

• The uncertainty on the correction factor coming stemming largely from
Monte Carlo statistics in the W+light-jets sample with an SMT muon.

The track and muon asymmetries before and after re-weighting as well as the
correction factor are listed in table 6.10. A breakdown of the uncertainty on the
asymmetry is listed in table 6.11. The uncertainty is listed as the fractional error
to the overall asymmetry.
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OS SS OS-SS
QCD 1798 ± 2724 1673 ± 2527 125 ± 287

W+light 10376 ± 3069 8676 ± 2560 1700 ± 540

Table 6.12: Yields of the QCD and W+light-jet backgrounds in the signal
region for the 1-jet bin

OS SS OS-SS
QCD 3255 ± 1038 2916 ± 907 339 ± 252

W+light 5433 ± 1031 4900 ± 925 533 ± 142

Table 6.13: Yields of the QCD and W+light-jet backgrounds in the signal
region for the 2-jet bin

6.5.4 QCD and W+light-jet yields in the OS-SS sample

The number of QCD and W+light-jet events in the OS and OS-SS samples can
be computed from the SS sample and the asymmetry by

NOS =
(1 + A)×NSS

1− A (6.9)

NOS−SS =
2× A×NSS

1− A (6.10)

The final yields in the signal region for the QCD and W+light-jet backgrounds in
the 1- and 2-jet bins are listed in tables 6.12 and 6.13 respectively.

6.5.5 Other backgrounds

All other backgrounds are taken from their Monte Carlo prediction and represent
a relatively small contribution to the total background yield in the OS-SS sample.
The largest background besides QCD and W+light-jets is tt̄, whose contribution
in the 1-jet bin in minimal and in the 2-jet, while it quickly dominates at high jet
multiplicities.
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Results of the W + c production
cross-section

7.1 Extraction of the W + charm final yields

The final yield of background events are listed in table 7.1 and 7.2 for the 1- and 2-
jet bins respectively and on table 7.3 for the combined 1+2-jet bin. The QCD and

1-jet NOS NSS NOS−SS

W + bb̄ 946 ± 29 1014 ± 30 -67 ± 42
W + cc̄ 863 ± 27 836 ± 27 27 ± 38
tt̄ 651 ± 11 583 ± 10 68 ± 15

single top 1171 ± 31 743 ± 25 428 ± 40
diboson 73 ± 1 24 ± 1 50 ± 2
Z+jets 246 ± 18 185 ± 14 62 ± 23

W+light-jets (measured) 10376 ± 3069 8676 ± 2560 1700 ± 540
QCD (measured) 1798 ± 2724 1673 ± 2527 125 ± 287

Total 16317 ± 1608 13711 ± 1352 2392 ± 578

Table 7.1: List of background yields in the OS, SS, and OS-SS sample in the
1-jet bin

2-jet NOS NSS NOS−SS

W + bb̄ 1353 ± 33 1391 ± 34 -38 ± 48
W + cc̄ 1266 ± 32 1217 ± 31 48 ± 45
tt̄ 3925 ± 26 3351 ± 24 573 ± 36

single top 1803 ± 38 1260 ± 32 543 ± 50
diboson 39 ± 1 17 ± 1 22 ± 1
Z+jets 349 ± 19 284 ± 16 66 ± 25

W+light-jets (measured) 5433 ± 1031 4900 ± 925 533 ± 142
QCD (measured) 3255 ± 1038 2916 ± 907 339 ± 252

Total 17423 ± 945 15335 ± 853 2086 ± 286

Table 7.2: List of background yields in the OS, SS, and OS-SS sample as well
as the asymmetry in the 2-jet bin

90
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(1+2)-jet NOS NSS NOS−SS

W + bb̄ 2299 ± 44 2405 ± 45 -105 ± 64
W + cc̄ 2129 ± 42 2053 ± 41 75 ± 59
tt̄ 4576 ± 28 3934 ± 26 641 ± 39

single top 2974 ± 49 2003 ± 41 971 ± 64
diboson 112 ± 1 41 ± 1 72 ± 2
Z+jets 595 ± 26 469 ± 21 128 ± 34

W+light-jets (measured) 15809 ± 2915 13576 ± 2722 2233 ± 558
QCD (measured) 5053 ± 2915 4589 ± 2685 464 ± 382

Total 33740 ± 1865 29046 ± 1599 4478 ± 645

Table 7.3: List of background yields in the OS, SS, and OS-SS sample as well
as the asymmetry in the (1+2)-jet bin

1-jet NOS NSS NOS−SS

data 38570±196 14592±121 23978±231
estimated background 16317±1608 13711±1352 2392±578

W+c (measured) 22748±196(stat)±1608(syst) 881±121(stat)±1352(syst) 21586±231(stat)±578(syst)
fractional error 0.86%(stat) + 7.07%(syst) 13.71%(stat) + 153.45%(syst) 1.07%(stat) + 2.66%(syst)

Table 7.4: Final measured W + c yields in the 1-jet bin

2-jet NOS NSS NOS−SS

data 25652±160 15732±125 9920±203
estimated background 17152±945 15335±853 2086±286

W+c (measured) 8229±160(stat)±945(syst) 397±125(stat)±853(syst) 7834±203(stat)±286(syst)
fractional error 2.05%(stat) + 11.12%(syst) 31.49%(stat) + 214.86%(syst) 2.59%(stat) + 3.65%(syst)

Table 7.5: Final measured W + c yields in the 2-jet bin

(1+2)-jet NOS NSS NOS−SS

data 64222±253 30324±174 33898±308
estimated background 33740±1865 29046±1599 4479±645

W+c (measured) 30482±253(stat)±1865(syst) 1278±174(stat)±1599(syst) 29419±308(stat)±645(syst)
fractional uncertainty 0.83%(stat) + 6.11%(syst) 1.36%(stat) + 125.00%(syst) 1.05%(stat) + 2.19%(syst)

Table 7.6: Final measured W + c yields in the (1+2)-jet bin

Source 1-jet 2-jet
QCD & W+light-jets normalization 2.35% 1.96%

QCD asymmetry 0.93% 2.60%
W+light-jets asymmetry 0.75% 1.14%

Monte Carlo statistics 0.35% 1.19%
Total 2.66% 3.65%

Table 7.7: Breakdown the systematic uncertainty to the 1- and 2-jet yields.
The dominant contributions come from the normalization of QCD and W+light-

jets and the QCD asymmetry
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W+light-jets backgrounds are extracted from the data as described in section 6.5.
Other backgrounds are estimated from their Monte Carlo prediction. The total
data and background contributions and the final measured and expected W + c
yields are listed in tables 7.4 to 7.6 for the 1-jet, 2-jet and 1-jet inclusive bins
respectively. The final uncertainties take into account the correlations between
OS and SS samples and also the correlation between the QCD and W+light-jet
backgrounds extracted from equations (6.4) and (6.5). The statistical uncertainties
from the various backgrounds are included in the final systematic uncertainty.

A breakdown of the systematic uncertainties on the 1- and 2-jet yields is listed
in table 7.7. The dominant contributions come from the QCD and W+light-jets
normalization and the QCD asymmetry determination. These are followed by the
W+light-jets asymmetry determination and Monte Carlo statistics.

Several kinematic distributions are checked to compare the agreement between
data and expectation in the OS-SS sample. These distributions are constructed
with all non-QCD/W+light-jet set to their Monte Carlo predictions, while the
QCD and W+light-jets backgrounds are estimated using the data-driven method
mentioned in section 6.5. The W + c signal in each figure is scaled by the ratio
of the measured signal yield to the Monte Carlo prediction. Different electron
kinematics variables are shown in figures 7.1(a) to 7.3(b). Charm-jet kinematics
are shown in figures 7.4(a) to 7.6(b) and the associated muon kinematics can be
seen on figures 7.7(a) to 7.9(b). The ∆R between SMT-tagged muons and jets is
shown in figures 7.10(a) and 7.10(b) and the ratio SMT-tagged muon pT to the
charm-jet pT is shown in figures 7.11(a) and 7.11(b). The corresponding OS and
SS distributions can be found in appendix B

7.2 Yields for the W+ and W− production

The extraction of yields split between W+ and W− production mirrors the pro-
cedure used for the total cross-section measurement. The measured ratio of the
signal in the OS-SS sample is given by

ROS−SS =
NOS−SS
data+ −NOS−SS

bkg+

NOS−SS
data− −NOS−SS

bkg−

(7.1)

The normalization in the SS sample for the QCD and W+light-jets back-
grounds is determined from equations (6.4) and (6.5), while all other backgrounds
are estimated using their Monte Carlo prediction. Yields for the QCD and W +
light − jet backgrounds in the OS-SS sample are determined from the normal-
ization in the SS sample and the asymmetries, calculated separately for W+ and
W−, as detailed in section 6.5. The number of events in the W+ and W− samples
for QCD and W+light-jets can be found in tables tables 7.8 and 7.9 for the 1- and
2-jet bins respectively.

While the analysis can be performed separately for the W+ and W− samples,
a different approach is used which reduces the uncertainties and simplifies the
correlation between the two samples. The ratio is R(W+/W−) is computed sepa-
rately for each background and combined with the total yields to get the yields in
the W+ and W− samples.
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Figure 7.1: Electron pT for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.2: The reconstructed EmissT for the 1-jet (left) and 2-jet (right) bins
in the OS-SS sample.
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Figure 7.3: The reconstructed W boson transverse mass for the 1-jet (left)
and 2-jet (right) bins in the OS-SS sample.
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Figure 7.4: Charm-jet pT for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.5: Charm-jet η for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.6: Charm-jet φ for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.7: Muon pT for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.8: Muon η for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.9: Muon φ for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.



Chapter 7. W+c cross-section results 96

)µ R(jet, ∆
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

E
nt

rie
s 

/ 0
.0

25

0

1000

2000

3000

4000

5000

6000

7000 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

D
at

a/
M

C

0.5

1

1.5

(a)

)µ R(jet, ∆
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

E
nt

rie
s 

/ 0
.0

25

0

500

1000

1500

2000

2500

3000 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

D
at

a/
M

C

0.5

1

1.5

(b)

Figure 7.10: ∆R(jet, µ) for the 1-jet (left) and 2-jet (right) bins in the OS-SS
sample.
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Figure 7.11: pµT /p
charm−jet
T for the 1-jet (left) and 2-jet (right) bins in the

OS-SS sample.

The ratio for the two dominant backgrounds, W+light-jets and QCD, are
determined as in section section 6.5. All other backgrounds are determined form
their Monte Carlo predictions. The ratio for both W+light-jets and QCD are
assumed to be independent of the charge of the SMT tagged muon, and thus the
results taken from the Emiss

T fits in the SS samples are used. The values of the
ratio and the resulting yields for the backgrounds in the W+ and W− samples is
listed in tables 7.8 and 7.9 for the 1- and 2-jet bins respectively. The final W+

and W− yields and the ratio for the signal is listed in sections 7.2 and 7.2 and ??
for the 1-, 2- and 1+2-jet bins, respectively.

7.3 Determination of the W+c cross-section

The cross-section is measured based on the event yields in the OS-SS sample
obtained in section 7.1. The production cross-section of a W boson associated
with a muon inside of a jet from a charm quark is given by

σfid,OS−SSW+c(c→µ) ×BR(W → `ν) =
NOS−SS
data −NOS−SS

bkg

U ·
∫
L dt (7.2)
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1-jet R(W+/W−) NOS−SS
+ NOS−SS

−
W + bb̄ 1.79 ± 0.08 -43 ± 27 -24 ± 15
W + cc̄ 1.70 ± 0.08 17 ± 24 10 ± 14
tt̄ 0.98 ± 0.02 34 ± 7 34 ± 8

single top 1.79 ± 0.08 274 ± 26 154 ± 15
diboson 0.89 ± 0.03 24 ± 1 26 ± 1
Z+jets 1.03 ± 0.11 31 ± 12 31 ± 11

W+light-jets (measured) 1.31 ± 0.05 964 ± 307 736 ±234
QCD (measured) 1.10 ± 0.07 65 ± 150 60 ± 137

Table 7.8: List of background yields in the OS-SS sample for W+ and W− in
the 1-jet bin

2-jet R(W+/W−) NOS−SS
+ NOS−SS

−
W + bb̄ 1.78 ± 0.06 -24 ± 31 -14 ± 17
W + cc̄ 1.61 ± 0.06 30 ± 28 18 ± 17
tt̄ 0.99 ± 0.01 285 ± 18 288 ± 18

single top 1.90 ± 0.07 356 ± 33 187 ± 18
diboson 0.93 ± 0.04 11 ± 1 11 ± 1
Z+jets 1.01 ± 0.08 33 ± 13 33 ± 12

W+light-jets (measured) 1.40 ± 0.04 311 ± 83 222 ± 59
QCD (measured) 0.94 ± 0.06 164 ± 122 175 ± 130

Table 7.9: List of background yields in the OS-SS sample for W+ and W− in
the 2-jet bin

(1+2)-jet R(W+/W−) NOS−SS
+ NOS−SS

−
W + bb̄ 1.79 ± 0.05 -67 ± 41 -38 ± 23
W + cc̄ 1.64 ± 0.05 47 ± 37 28 ± 22
tt̄ 0.99 ± 0.01 318 ± 19 323 ± 20

single top 1.85 ± 0.05 630 ± 42 341 ± 23
diboson 0.90 ± 0.02 34 ± 1 38 ± 1
Z+jets 1.02 ± 0.06 65 ± 17 63 ± 17

W+light-jets (measured) 1.34 ± 0.03 1275 ± 317 958 ± 241
QCD (measured) 1.03 ± 0.01 230 ± 194 234 ± 189

Table 7.10: List of background yields in the OS-SS sample for W+ and W−

in the (1+2)-jet bin

1-jet N+ N− R(W+/W−)
data 11635±108 12343±111 –

estimated background 1223±341 900±270 –
W+c (measured) 10269±108(stat)±341(syst) 11316±78(stat)±270(syst) 0.91±0.02(stat)±0.04(syst)

Table 7.11: Measured W+ + c̄ and W− + c yields and their ratio in the 1-jet
bin
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2-jet N+ N− R(W+/W−)
data 4631±68 5289±72 –

estimated background 1165±157 921±147 –
W+c (measured) 3466±68(stat)±157(syst) 4368±72(stat)±147(syst) 0.79±0.03(stat)±0.04(syst)

Table 7.12: Measured W+ + c̄ and W− + c yields and their ratio in the 2-jet
bin

(1+2)-jet N+ N− R(W+/W−)
data 16266±128 17632±133 –

estimated background 2531±379 1948±310 –
W+c (measured) 13735±128(stat)±379(syst) 15684±133(stat)±310(syst) 0.88±0.01(stat)±0.03(syst)

Table 7.13: Measured W+ + c̄ and W−+ c yields and their ratio in the (1+2)-
jet bin

Lepton from W → `ν
p`T >20 GeV
|η`| <2.5

Neutrino from W → `ν
pνT >25 GeV

W boson
mW
T >40 GeV

Jets

pjetT >25 GeV
|ηjet| <2.5

Exactly 1 c-jet identified using a c-hadron with:

pc−hadronT >5 GeV
∆R(c-hadron-jet) <0.3

W and c-hadron charges OS-SS

Muon inside c-jet
pµT >4 GeV
|ηµ| <2.5 GeV

∆R(µ-jet) <0.5 GeV

Table 7.14: Fiducial phase space for the σfid,OS−SSW+c(c→µ) × BR(W → `ν) mea-
surement. One of the jets is required to be matched within ∆R <0.3 with a
c-hadron with pT > 5 GeV. Only weakly decaying c-hadrons with pT >5 GeV
are used; c-hadrons originating from b-hadron decays are not considered. For
the σfid,OS−SSW+c × BR(W → `ν) measurement the same fiducial space is used
for the jets, for the leptons originated from the W boson decay and for the W

boson except the muon inside c-jets requirement is dropped.
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where NOS−SS
data and NOS−SS

bkg are the yield measured in data and the estimated

number of background events respectively,
∫
L dt is the integrated luminosity and

U is the acceptance factor. One can determine the production cross-section of a W
boson associated with a charm quark, where the charm quark does not necessarily
decay semileptonically into a muon, through

σfid,OS−SSW+c ×BR(W → `ν) =
σfid,OS−SSW+c(c→µ) ×BR(W → `ν)

B
(7.3)

where B is a correction factor that takes one from events where the c-quark decays
semileptonically into a muon to events without requiring a muon inside of the jet.

The acceptance factor U is determined from the Monte Carlo ALPGEN+PYTHIA

fully simulated signal sample using

U =
NW+c,OS−SS
MC,reco (analysis cuts)

NW+c,OS−SS
MC,truth (fiducial cuts)

(7.4)

where NW+c,OS−SS
MC,reco (analysis cuts) is the W+c Monte Carlo expected OS-SS yield

extracted in 7.1 and NW+c,OS−SS
MC,truth (fiducial cuts) is the number of OS-SS events in

the Monte Carlo signal sample with truth objects satisfying the kinematic cuts of
the fiducial phase space defined in table 7.14. The correction factor B is defined
as

B =
NW+c,OS−SS
MC,reco (fiducial cuts)

NW+c,OS−SS
MC,truth (fiducial cuts without the muon requirement)

. (7.5)

The fiducial region is chosen to be as close as possible to the kinematic cuts applied
at reconstruction level.

Dressed electrons 1 are used to define the fiducial cross-section. Truth jets
used the same anti-kT algorithm with a ∆R < 0.4 as jets on reconstruction level.
The electron and neutrino from the W -boson are not used as input objects for
truth jets.

On truth level, c-jets are defined to be jets containing at least one c-hadron
with ∆R < 0.3 to a truth jet. Only weakly decaying c-hadrons with a pT > 5 GeV
are considered, while c-hadrons arising from b-decays are not considered. Each
event is required to have at least one c-jet. For the 1-jet bin, no additional jets are
allowed, while for the 2-jet bin at least one other jet is required. Jets are required
to contain a muon with ∆R < 0.5 to the c-jet. Decay in-flight muons are not
considered. Muons are required to have pT > 4 GeV and |η| < 2.5, but are not
explicitly required to have come from a c-hadron.

Alpgen+Pythia is used to determine the factors U and B. The fragmentation
and decay of c-hadrons are not well modeled, and are reweighted before calculating
the U and B factors. The fragmentation is described by two quantities:

1Dressed electrons are taken as born level electrons with additional energy contributions
stemming from radiated photons. The energy of the photons are added is the ∆R < 0.2 between
the candidate electron and a photon.
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Figure 7.12: Relative fraction of weakly decaying c-hadron types.
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Figure 7.13: pc−hadronT /pjetT distribution for the D0 and the charmed Baryons
considered.

• The relative fraction of weakly decaying c-hadrons. Only the most relevant
weakly decaying c-hadrons are considered: D+, D0, Ds, Λ0

C , Ξ0
C , Ξ+

C and Ω0
C .

• The fractional energy carried by the c-hadron, which is modeled by the
fraction of c-hadron pT with respect to the c-jet pT .

The fractions of weakly decaying c-hadrons are reweighted to the latest e+e−

and ep results [121]. The fractions of weakly decaying c-hadrons for Pythia,
Sherpa and the e+e− and ep results is shown in figure 7.12.

HERWIG is found to provide a better description of the pc−hadronT /pc−jetT shape
than Pythia, therefore the shape in Pythia is reweighted to Herwig++ separately
for the different c-hadron types. The pc−hadronT /pc−jetT shapes for different c-hadrons
is shown in figure 7.13.

The decay of c-hadrons inside jets is modeled by two quantities:
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Figure 7.14: Branching ratio of weakly decaying c-hadron into soft-muons.
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Figure 7.15: p∗ distribution for the D0 and the charmed Baryons considered.

• The branching ratio of different c-hadrons into soft-muons

• The momentum of the soft-muon in the rest frame of the c-hadron (p∗),
which provides a way to describe the muon kinematics independent of the
c-hadron kinematics.

The branching ratio calculated from Pythia is reweighted to values determined
from the PDG. The branching ratio into electrons for D+ and D0 is used instead
of the branching ratio into muons because it is measured to a higher precision.
For the Λ0

C the branching ratio into electrons is used because the measurement for
muons is not available. This is justified assuming the leptons couple universally to
W bosons. The branching ratio into muons, including τ → µ decays, is used for the
Ds. No measurement is available for the Ξ0

c , Ξ+
c and Ω0

c , so the lifetime of those
c-hadrons with the measurement of the Λ0

C is used to determine the branching
ratios by,
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BR(Ξ0
c ,Ξ

+
c ,Ω

0
c) =

τΞ0
c ,Ξ

+
c ,Ω0

c

τΛ0
C

×BR(Λ0
C) (7.6)

where τ represents the respective lifetime of the c-hadrons. The branching ratios
from Pythia, Sherpa and those calculated form the PDG are shown in figure 7.14.
The systematic uncertainties are estimated by re-weighting the correction factors
to the up and down uncertainties of the PDG. The final uncertainty is obtained by
doing this separately for each c-hadron type and adding the results in quadrature.

The p∗ distribution from PYTHIA is reweighted to the distribution from EvtGen,
which provides a better description of c-hadron decays. The p∗ distribution for
PYTHIA and EvtGen are shown in figure 7.15. The systematic uncertainty is de-
termined by taking the difference between the correction factor before and after
re-weighting.

The modelling of the number of reconstructed jets is also taken into account.
The ratio of 1- to 2-jet yields in PYTHIA is reweighted to the measured ratio in
data, the correction factors recomputed, and the difference taken as a systematic.

Residual non-perturbative effects not accounted for in the re-weighting pre-
sented above are also taken into account by comparing different generators, in this
case PYTHIA and SHERPA. The c-fragmentation and decay are reweighted for SHERPA
in the same way as is done for PYTHIA, and the difference between the two is taken
as a systematic. This uncertainty takes into account differences in modelling of
the parton shower and fragmentation of non-c-jets. Differences in fragmentation
should mostly cancel in the OS-SS subtraction, so most of the difference comes
from the parton shower. It should be noted that additional differences between
PYTHIA and SHERPA arise due to a lower number of generated samples for SHERPA,
which lead to a larger statistical uncertainty in these samples compared to those
generated with PYTHIA.

Different PDF sets have a significant impact on the total normalization of
the W + c signal. Using different PDF sets changes the correction factors and
thus the measured cross section by altering the kinematic shapes and by virtue
the reconstruction and acceptance efficiencies. The uncertainties arising from
such shape differences are estimated by comparing the correction factors after
re-weighting to different PDF sets. The PYTHIA sample used to determine the
nominal correction factors was produced with CTEQ6LL [122], and a comparison
is made to MSTW2008nlo68cl, CT10nlo, NNPDF30 nlo and HERAPDF15NLO.
Re-weighting to CT10nlo shows the largest difference to the nominal and the dif-
ference is taken as a systematic.

The final correction factors after full re-weighting are presented in table 7.15.
The uncertainties shown are statistical only. The full systematic uncertainties due
to modelling effect are presented in table 7.16, where the dominant source comes
from modelling of the fragmentation of c-hadrons to jets.
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jet multiplicity U B U ×B
1-jet 0.3460 ± 0.0029 0.0515 ± 0.0002 0.0178 ± 0.0002
2-jet 0.4462 ± 0.0063 0.0550 ± 0.0004 0.0246 ± 0.0004
1-jet inclusive 0.3845 ± 0.0026 0.0529 ± 0.0002 0.0203 ± 0.0002

Table 7.15: Correction factors U , B and their product U × B for W → eν.
The uncertainties are statistical only

1-jet 2-jet 1-jet incl.
Source U U ×B U U ×B U U ×B
D0 fraction 0.08% 0.18% 0.09% 0.15% 0.09% 0.17%
D+ fraction 0.12% 0.64% 0.09% 0.25% 0.15% 0.49%
Ds fraction 0.02% 0.09% 0.02% 0.11% 0.02% 0.47%
Baryon fraction 0.01% 0.54% 0.11% 0.55% 0.07% 1.41%
Fragmentation function 1.95% 2.22% 2.51% 2.07% 2.60% 1.55%
Residual 0.44% 1.25% 0.83% 1.90% 0.61% 1.05%
D0 decay 0.05% 0.11% 0.06% 0.10% 0.06% 0.11%
D+ decay 0.07% 0.28% 0.09% 0.25% 0.08% 0.27%
Ds decay 0.02% 0.09% 0.02% 0.10% 0.02% 0.09%
Baryon decay 0.09% 2.40% 0.41% 2.03% 0.25% 2.23%
p∗ 0.09% 0.27% 0.05% 0.39% 0.07% 0.34%
PDF 0.64% 0.94% 0.69% 0.95% 0.68% 0.94%
nJets modelling 1.69% 1.48% 0.72% 0.53% 0.73% 0.57%
Total 2.71% 4.01% 2.86% 3.71% 2.74% 3.95%

Table 7.16: Relative systematic uncertainties on the correction factors due to
Monte Carlo modelling effects

U+B+/U−B−

1-jet 0.9811 ± 0.0127
2-jet 1.0222 ± 0.0256
1-jet inclusive 0.9855 ± 0.0109

Table 7.17: Correction factor for the ratio measurement. Uncertainties are
statistical only.

7.3.1 Determination of σfid,OS−SSW++c̄ , σfid,OS−SSW−+c̄ and their ratio

The ratio σfid,OS−SSW++c̄ /σfid,OS−SSW−+c̄ is measured according to

R
+/−
fid =

R
+/−
yields

U+B+/U−B−
(7.7)

where R
+/−
yields is the ratio of the measured W+ + c̄ and W− + c yields presented

in section 7.2. Limited number of events lead to large statistical uncertainties
on the U+B+/U−B− factors. For this reason, a sample of W + c, with a large
number of generated events, filtered to contain only events where the charm decays
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Source 1-jet 2-jet 1-jet inclusive
D0 fraction 0.04% 0.02% 0.01%
D+ fraction 0.03% 0.01% 0.01%
Ds fraction 0.01% <0.01% <0.01%
Baryon fraction 0.02% 0.04% 0.01%
Fragmentation function 0.04% 0.27% 0.22%
Residual 0.33% 0.92% 0.33%
D0 decay 0.02% 0.01% 0.01%
D+ decay 0.02% 0.01% 0.01%
Ds decay 0.01% <0.01% <0.01%
Baryon decay 0.12% 0.12% <0.01%
p∗ 0.04% 0.18% 0.19%
PDF 0.10% 0.30% 0.06%
nJets modelling <0.01% 0.02% 0.01%
Total 0.47% 1.00% 0.49%

Table 7.18: Relative systematic uncertainties on U+B+/U−B− due to Monte
Carlo modelling effects

semileptonically into a soft-muon is used to determine U+/U−. Details of this
sample can be found in table A.2. The correction factor for the ratio is listed in
table 7.17 and the uncertainty due to MC modelling effects in table 7.18.

7.3.2 Systematic uncertainties due to Reconstruction Ef-
fects

The combined performance groups’ recommendations are used to correct all recon-
structed objects to match the efficiencies and resolution measured in data. Each
correction is varied within its uncertainty and the correction factors recomputed.
The difference with the nominal value is taken as the systematic uncertainty. The
uncertainties are then added in quadrature. In cases where the up and down vari-
ations disagree the largest one is chosen and the uncertainty symmetrized. The
reconstruction uncertainty values are listed in table 7.19.

The JES is the dominant source of uncertainty in both the 1- and 2-jet bins.
The JES uncertainty is composed of 18 different components which are added in
quadrature to get the total JES uncertainty. The breakdown of the JES is also
listed in table 7.19.

The reconstruction uncertainties for the ratio measurement are listed in ta-
ble 7.20. Many components cancel in the ratio, such as the JES and JER, which
do not depend on the charge of the W-boson. Due to large statistical fluctuations
in the JES, JER, and MET, the uncertainties are extracted from the sample before
requiring a SMT muon, where charge-dependent effects on these uncertainties are
negligible.
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Source 1-jet 2-jet 1-jet incl.
Electron efficiency 0.86% 0.87% 0.86%
Electron energy scale 0.19% 0.38% 0.24%
Electron resolution 0.06% 0.04% 0.05%
Soft-muon efficiency 1.17% 1.07% 1.14%
Muon energy scale 0.43% 0.63% 0.13%
Muon energy resolution 0.29% 0.32% 0.30%
SMT efficiency 0.50% 0.50% 0.50%
JER 0.56% 0.68% 0.79%
JES 2.18% 6.21% 3.16%
MET soft resolution 0.33% 0.27% 0.31%
MET soft scale 0.30% 0.34% 0.31%
Total 2.82% 6.48% 3.64%

JES breakdown
EffectiveNP1 1.13% 3.15% 1.71%
EffectiveNP2 0.33% 0.67% 0.47%
EffectiveNP3 0.10% 0.12% 0.14%
EffectiveNP4 0.04% 0.12% 0.07%
EffectiveNP5 0.04% 0.09% 0.04%
EffectiveNP6restTerm 0.14% 0.20% 0.16%
EtaIntercalibrationModelling 0.21% 0.58% 0.31%
EtaIntercalibrationTotalStat 0.30% 0.63% 0.44%
SingleParticleHighPt <0.01% <0.01% <0.01%
RelativeNonClosureMC12a <0.01% <0.01% <0.01%
PileupOffsetMuTerm 0.10% 0.03% 0.07%
PileupOffsetNPVTerm 0.12% 0.44% 0.03%
PileupOffsetPtTerm <0.01% <0.01% <0.01%
PileupOffsetRhoTopology 0.76% 2.29% 1.18%
FalvorComp 0.78% 2.38% 1.14%
FlavorResponse 1.25% 3.45% 1.55%
BJES 0.66% 2.08% 0.99%
PunchThrough <0.01% <0.01% <0.01%
Total 2.18% 6.21% 3.16%

Table 7.19: Systematic uncertainties due to reconstruction effects for the
W+ +W− inclusive measurement
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Source 1-jet 2-jet 1-jet incl.
Electron efficiency 0.02% 0.03% 0.02%
Electron energy scale 0.35% 0.31% 0.27%
Electron resolution 0.29% 0.37% 0.21%
Soft-muon efficiency 0.02% 0.03% 0.01%
Muon energy scale 0.01% 0.01% <0.01%
Muon energy resolution <0.01% <0.01% <0.01%
SMT efficiency 0.01% <0.01% <0.01%
JER 0.09% 0.17% 0.07%
JES 0.19% 0.91% 0.17%
MET soft resolution 0.26% 0.28% 0.28%
MET soft scale 0.25% 0.36% 0.76%
Total 0.62% 1.14% 0.90%

JES breakdown
EffectiveNP1 0.13% 0.17% 0.06%
EffectiveNP2 0.03% 0.10% 0.03%
EffectiveNP3 0.01% 0.02% <0.01%
EffectiveNP4 0.01% 0.02% 0.01%
EffectiveNP5 0.01% 0.02% 0.02%
EffectiveNP6restTerm 0.02% 0.02% 0.01%
EtaIntercalibrationModelling 0.01% 0.57% 0.03%
EtaIntercalibrationTotalStat 0.01% 0.28% 0.05%
SingleParticleHighPt <0.01% <0.01% <0.01%
RelativeNonClosureMC12a <0.01% <0.01% <0.01%
PileupOffsetMuTerm 0.02% 0.08% 0.05%
PileupOffsetNPVTerm 0.06% 0.25% 0.05%
PileupOffsetPtTerm <0.01% <0.01% <0.01%
PileupOffsetRhoTopology 0.01% 0.12% 0.04%
FalvorComp 0.12% 0.21% 0.03%
FlavorResponse 0.01% 0.43% 0.09%
BJES 0.01% 0.25% 0.06%
PunchThrough <0.01% <0.01% <0.01%
Total 0.19% 0.91% 0.17%

Table 7.20: Systematic uncertainties due to reconstruction effects for the
W+/W− ratio measurement
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σfid,OS−SSWc(c→µ) ×BR(W → `ν)

1-jet 3.07 ± 0.03(stat) ± 0.17(syst) [pb]
2-jet 0.86 ± 0.02(stat) ± 0.07(syst) [pb]
1-jet inclusive 4.11 ± 0.04(stat) ± 0.22(syst) [pb]

σfid,OS−SSWc ×BR(W → `ν)
1-jet 59.68 ± 0.64(stat) ± 3.79(syst) [pb]
2-jet 15.74 ± 0.41(stat) ± 1.40(syst) [pb]
1-jet inclusive 77.72 ± 0.74(stat) ± 4.68(syst) [pb]

σfid,OS−SSW+c̄ /σfid,OS−SSW−c

1-jet 0.92 ± 0.02(stat)± 0.04(syst)
2-jet 0.78 ± 0.03(stat) ± 0.05(syst)
1-jet inclusive 0.89 ± 0.01(stat) ± 0.03(syst)

Table 7.21: Measured W + c cross-section and their ratios for the 1-, 2- and
1-jet inclusive bins.

σfid,OS−SSWc ×BR(W → `ν)
source 1-jet 2-jet 1-jet incl.

data statistics 1.07% 2.59% 0.96%
Background yield 2.66% 3.65% 2.01%

Detector systematics 2.82% 6.48% 3.64%
MC statistics 0.84% 1.41% 0.68%
MC modelling 2.71% 2.86% 2.74%

Total systematics 4.80% 8.09% 4.44%
Luminosity 2.8% 2.8% 2.8%

Table 7.22: Breakdown of the uncertainty on the σfid,OS−SSWc(c→µ) ×BR(W → `ν)
measurement.

7.4 Cross-section results

The measured fiducial W+c cross sections and their ratios are summarized in ta-
ble 7.21. The measurements are performed independently for the 1-, 2- and 1-jet
inclusive samples. The systematic errors include uncertainty on the background
yields, correction factors, reconstruction effects and the luminosity. The break-
down of the uncertainty for σfid,OS−SSWc ×BR(W → `ν) is listed in table 7.23, where
the largest source of systematic error arises from Monte Carlo modelling effects.
A breakdown of the uncertainty for σfid,OS−SSWc ×BR(W → `ν) in table 7.24, where
the dominant source of uncertainty comes from background estimation which does
not cancel in the ratio measurement. The 1-jet inclusive measurement uses the
(1+2)-jet yields and ratio and multiplying it by the ratio of 1-jet inclusive results
to (1+2)-jet results using Monte Carlo.



Chapter 7. W+c cross-section results 108

σfid,OS−SSWc ×BR(W → `ν)
source 1-jet 2-jet 1-jet incl.

data statistics 1.07% 2.59% 0.96%
Background yield 2.66% 3.65% 2.01%

Detector systematics 2.82% 6.48% 3.64%
MC statistics 1.12% 1.63% 0.99%
MC modelling 4.01% 3.71% 3.95%

Total systematics 5.69% 8.47% 5.32%
Luminosity 2.8% 2.8% 2.8%

Table 7.23: Breakdown of the uncertainty on the σfid,OS−SSWc ×BR(W → `ν)
measurement.

σfid,OS−SSW+c̄ /σfid,OS−SSW−c

source 1-jet 2-jet 1-jet incl.
data statistics 1.44% 2.13% 1.26%

Background yield 4.40% 5.06% 3.40%
Detector systematics 0.62% 1.14% 0.90%

MC statistics 1.29% 2.50% 1.11%
MC modelling 0.47% 1.00% 0.49%

Total systematics 4.65% 5.85% 3.73%

Table 7.24: Breakdown of the uncertainty on the σfid,OS−SS
W+c̄

/σfid,OS−SS
W−c mea-

surement.

7.5 Comparison to theoretical predictions

The measurements are compared to their ALPGEN+PYTHIA LO prediction produced
with the CTEQ6LL PDF set [122]. A k-factor of k = 1.092 is applied between
the LO and NLO prediction, calculated from the W inclusive sample. The results
are summarized in table 7.25 for the 1-jet measurement, in table 7.26 for the 2-jet
measurement and in table 7.27 for the 1-jet inclusive measurement. A comparison
to the LO prediction for the σfid,OS−SSWc ×BR(W → `ν) cross section is shown
in figure 7.16 and for the ratio σfid,OS−SSW+c̄ /σfid,OS−SSW−c in figure 7.17 for the 1-jet
inclusive measurement.

The agreement between the prediction and the measurement is the best for
the 1-jet inclusive bin, with all measured values being within one standard de-
viation to the prediction. This is to be expected, as it is known that theoretical
predictions are most precise for the inclusive measurements. In the 1-jet bin, there
is agreement within one and a half standard deviations for W+c(c→ µ) and W+c,
while the ratio between σfid,OS−SSW+c̄ /σfid,OS−SSW−c agrees well below one standard de-
viation. The 2-jet measurement shows agreement of the cross-sections within one
standard deviation, but the ratio is off by more than two standard deviations.
This is an unexpected result, as the dominant contribution to W +c production at
this jet multiplicity should come from gluon-gluon fusion, which should be largely
symmetric between W+ and W− events, and should be investigated further.
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Figure 7.16: Measurement of the σfid,OS−SSWc ×BR(W → `ν) cross section in
the 1-jet inclusive sample compared to the LO ALPGEN+PYTHIA prediction.
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Figure 7.17: Measurement of the σfid,OS−SS
W+c̄

/σfid,OS−SS
W−c cross section ratio

in the 1-jet inclusive sample compared to the LO ALPGEN+PYTHIA prediction.

The measurements would greatly benefit from comparison to the NLO pre-
dictions such as with McAtNLO, and by comparing the effect of different PDF sets,
as the main goal of such a measurement is to constrain the strange quark PDF.
This could further shed light on the large asymmetry between W+c̄ and W−c
production observed in the 2-jet bin.
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σfid,OS−SSWc(c→µ) ×BR(W → `ν)

1-jet measurement 3.07 ± 0.03(stat) ± 0.17(syst) [pb]
ALPGEN+PYTHIA prediction 2.85 ± 0.08 [pb]

σfid,OS−SSWc ×BR(W → `ν)
1-jet measurement 59.68 ± 0.64(stat) ± 3.79(syst) [pb]
ALPGEN+PYTHIA prediction 55.33 ± 1.58 [pb]

σfid,OS−SSW+c̄ /σfid,OS−SSW−c

1-jet measurement 0.92±0.02(stat)±0.04(syst)
ALPGEN+PYTHIA prediction 0.91 ± 0.01

Table 7.25: Measured and predicted 1-jet W +c cross-section and their ratios.

σfid,OS−SSWc(c→µ) ×BR(W → `ν)

2-jet measurement 0.86 ± 0.02(stat) ± 0.07(syst) [pb]
ALPGEN+PYTHIA prediction 0.90 ± 0.03 [pb]

σfid,OS−SSWc ×BR(W → `ν)
2-jet measurement 15.74 ± 0.41(stat) ± 1.40(syst) [pb]
ALPGEN+PYTHIA prediction 16.30 ± 0.49 [pb]

σfid,OS−SSW+c̄ /σfid,OS−SSW−c

2-jet measurement 0.78 ± 0.03(stat) ± 0.05(syst)
ALPGEN+PYTHIA prediction 0.92 ± 0.01

Table 7.26: Measured and predicted 2-jet W +c cross-section and their ratios.

σfid,OS−SSWc(c→µ) ×BR(W → `ν)

1-jet inclusive measurement 4.11 ± 0.04(stat) ± 0.22(syst) [pb]
ALPGEN+PYTHIA prediction 4.02 ± 0.11 [pb]

σfid,OS−SSWc ×BR(W → `ν)
1-jet inclusive measurement 77.72 ± 0.74(stat) ± 4.68(syst) [pb]
ALPGEN+PYTHIA prediction 76.03 ± 2.16 [pb]

σfid,OS−SSW+c̄ /σfid,OS−SSW−c

1-jet inclusive measurement 0.89 ± 0.01(stat) ± 0.03(syst)
ALPGEN+PYTHIA prediction 0.91 ± 0.01

Table 7.27: Measured and predicted 1-jet inclusive W + c cross-section and
their ratios.



Chapter 8

Detectors under study and
measurement set-up

8.1 Devices under study

The detectors used in this thesis are all n-in-p FZ silicon strip detectors (SSD).
Detectors came from three manufacturers, MICRON Semiconductor Co. Ltd. in
Sussex, UK, Hamamatsu Photonics K.K. (HPK) in Hamamatsu, Japan and the
Fondazione Bruno Kessler (FBK) in Trento, Italy.

8.1.1 MICRON detectors

The MICRON detectors used in this thesis are specially designed charge multi-
plication (CM) detectors produced within the framework the CERN RD50 group
[66]. The detectors are 1 × 1 cm2 n-in-p FZ planar SSDs. These devices have a
thickness ranging from 150 to 675 µm, varying strip widths and pitches, as well as
some sensors having either floating or biased intermediate strips between readout
strips. Strip isolation is achieved through p-spray with a concentration of 2 × 1012

ions/cm2.
A total of five different types of wafers were produced; a standard wafer (std.),

a wafer where the energy of the implants during processing was doubled (2E imp.),
a wafer where the diffusion time for the implants was doubled during processing
(extr. diff.), a thin wafer having a thickness 150 µm instead of the standard 300
µm (thin) and a wafer with a thickness of 675 µm (thick). The resistivity for
the different wafer types as given by the manufacturer is shown in table 8.1. The
effect of including an intermediate implant strip between the readout strips is also
investigated, where the intermediate strip can either be biased (i) or left floating
(f). This study will focus on the std, 2E imp, and extra diff. wafers. All sensors

Wafer type Thickness (µm) Resistivity (kΩcm)
Standard (std.) 305 13

Double diffusion time (extr. diff.) 305 13
Double implant energy (2E imp.) 300 10-13

Table 8.1: Thickness and resistivity of the three MICRON wafers investigated.

111
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Production run Thickness (µm) Resistivity (kΩcm)
ATLAS07 320 >2
ATLAS12a 310 4-8

Table 8.2: The thickness and resistivity of the HPK sensors investigated

Figure 8.1: Cross-section schematic of a 3D-DDTC detector with passing
through columns.

in the study will be compared to a standard sensor with a strip width of 25 µm
and pitch of 80 µm (std., p80, w25) at the corresponding radiation fluence.

The aim of such devices is to increase the electric field near the readout
strips, in particular near the strip edges, where the focusing of the electric field
is the strongest [123]. The strength of the electric field in such regions is heavily
dependent on the strip width/pitch (w/p) ratio, with lower w/p leading to higher
fields near the strip edges.

8.1.2 HPK detectors

The detectors by HPK are 1 × 1 cm2 n-in-p FZ SSDs. The sensors in this study
were part of the ATLAS07 [124] and ATLAS12A [125] production runs. The thick-
ness of the sensors are 320± 15 µm for ATLAS07 and 310± 25 µm for ATLAS12A.
The ATLAS07 sensors have a strip pitch of 74.5 µm while the ATLAS12a sensors
have a pitch ranging from 63.6 - 105 µm. For the ATLAS07 sensors strip isolation
was achieved through use of either p-stop implants placed between read-out strips
with a concentration around 1 × 1013 ions/cm2 or with p-spray with a concen-
tration of 2 × 1012 ions/cm2. ATLAS12a sensors achieved strip isolation through
p-stop implants with a concentration of 4 × 1012 ions/cm2. The resistivity of the
wafers from the two production runs is listed in table 8.2.

8.1.3 FBK detectors

The FBK detectors are 1 × 1 cm2 n-in-p FZ double-sided 3D (3D-DDTC) SSDs.
The geometrical configuration of such sensors can be seen in figure 8.1. They
consist of 102 strips of 8 mm length with each strip containing 102 junction columns
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Figure 8.2: Geometrical configuration of the considered 3D strip sensors with
80 µm pitch between columns of the same doping type (a). The enhanced

punch-through structure layout is also highlighted (b).

(n+), each surrounded by four ohmic columns (p+). Sensors have a thickness of 230
± 20 µm and a resistivity in the range between 10 and 30 kΩ cm. Devices used in
this study come from the ATLAS IBL production batch named ATLAS10 [126].
The main layout properties are shown in figure 8.2(a). Both AC and DC pads
are available. The strips employ punch-through biasing. The final layout of the
ATLAS10 design can be seen in figure 8.2(b). The distance between the n+ strip
implant and the bias line was reduced from 20 µm of the previous 3D generation
to 5 µm and the bias line geometry was altered to assure a better coupling to the
strips. Strip isolation was obtain by means of p-spray implantations on both wafer
sides.

8.2 Measurement set-up

This section describes different measurement types used to characterize and test
sensors investigated in this thesis. Measurements include current-voltage (IV),
capacitance-voltage (CV), punch-through measurements and charge collection (CC)
with either beta source or a laser source. Other tests performed, but not shown
in this thesis, include interstrip resistance and capacitance measurements.

8.2.1 Capacitance-Voltage and Current-Voltage measure-
ments

The leakage current is measured using a Keithly 237 power supply which provides
the HV and is typically applied to the detector backplane while the bias rail is
grounded. For pre-irradiated sensors the measurements are performed in a probe
station at room temperature. For irradiated sensors the measurements are carried
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Figure 8.3: Schematic of the ALIBAVA read-out system.

out in a freezer while already bonded to boards for charge collection measurements,
as described in section 8.2.2.

The capacitance as a function of the detector bias voltage is measured using
a HP 4284A Precision LCR Meter. For pre-irradiated detectors, the capacitance
is measured at room temperature with a frequency of 10 kHz, which is less than
the high-frequency cut-off introduced by the strip geometry of the sensor. The
capacitance in irradiated detectors must be corrected due to the non-trivial fre-
quency response of radiation induced defect states to the AC signal used to in the
measurement. The general rule is to correct the capacitance measured at 10 kHz
and at room temperature to any other temperature [127].

8.2.2 Charge collection measurements

Charge collection measurements are used for determining the efficiency of a given
sensor and also its general robustness. The signal-to-noise ratio (SNR) is an im-
portant quantity to assess the radiation-hardness of silicon detectors. The signal
itself also constitutes an important part of sensor R&D, as it is generally free of
external influences that affect the noise, such as temperature, the readout elec-
tronics and surface geometry of a given sensor. Limiting thegDegradation of the
signal with increasing radiation fluence is an important driver of detector design
and optimization.

8.2.2.1 The ALIBAVA read-out system

All charge collection measurements are carried out using the ALIBAVA read-out
system [128]. ALIBAVA is an analogue read-out system that was developed within
the framework of the RD50 collaboration for testing the collected charge in silicon
detectors. It was designed to be of a similar read-out as the LHC electronics, and
is compact and portable. Developed by the institutes in Liverpool, Barcelona and
Valencia, ALIBAVA stands for Analogue Liverpool Barcelona V alencia read-out
system.

The system consists of two parts, a hardware part and a software part. The
hardware part is further divided into two subsystems: a daughterboard which
performs amplification and shaping of the detector signal and amotherboard which
processes the analogue data and sends it to a PC for analysis via a USB cable. The
software part controls the entire system and processes the data coming from the
motherboard. The processed data is saved in a file format so that it can be read
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Figure 8.4: A detector board with two mini SSDs bonded to Beetle chips on
the daughter board. A thermistor can be seen attached the detector board.

3 Operating the Beetle Chip

3.1 Front-end Pulse Shape

The front-end output signal is a semi-Gaussian pulse which can be characterised by three parameters:

• peaking time tp (0 − 100%) or rise time tr (10 − 90%),

• peaking voltage Vp and

• remainder R, which is the ratio between the signal voltage 25 ns after the peak (V25+) and Vp.

The peaking time is sometimes hard to measure since the starting point of the pulse is not well defined,
so the rise time tr (10 − 90%) is usually quoted. Figure 4 explains the various parameters.

R = V25+ /Vp10%

90%

tp

tr

Vp

V25+

25 ns

Figure 4: Semi-Gaussian pulse with the corresponding parameters characterising the shape.

Information about the front-end’s pulse shape can be obtained on a Beetle readout chip from either
the test channel output (TestOutput, pad no. 242) or from a pulse shape scan. Here, the front-end’s
output is read out via the pipelined path while the preamplifier input signal is shifted w. r. t. the
sampling clock.

The pulse shape can be varied by 5 bias parameters:

Ipre sets the preamplifier bias current. Higher currents decrease the rise time and the remainder and
increase the pulse undershoot.

Isha defines the shaper bias current. Increasing currents shift the DC-offset to lower values and result
in a slightly decreasing rise time, remainder and undershoot.

Ibuf sets the buffer bias current. It does not affect the shape of the pulse, but the DC-offset.

Vfp determines the preamplifier feedback resistance. It defines the time constant for discharging the
preamplifier’s integration capacitor and therefore the tolerable input charge rate.

Vfs controls the shaper feedback resistance. Increasing Vfs values enlarge the peaking time, the peaking
voltage as well as the remainder (cf. figure 6).

Figure 5 depicts the variation of the pulse shape for four example bias parameter settings. For the
nominal settings listed in table 14, i.e. Ipre = 600µA, Isha = Ibuf = 80µA, Vfp = Vfs = 0 V, the
front-end sensitivity AQ = VFEout/Qin = 38mV/22 000 e− = 38mV/MIP.

12

Figure 8.5: Signal shape of the Beetle chip output [129].

and analyzed using custom software based on the ROOT framework. A schematic
of the ALIBAVA system is shown in figure 8.3.

The daughterboard takes the signal from the silicon detectors and performs
amplification and shaping of the signal with on-board Beetle chips, whose charac-
teristics and internal architecture can be found in [129]. The output pulse shape
of the Beetle chip can be seen in figure 8.5. Each board contains two Beetle chips
having 128 channels each. This allows for placement of two detectors at a time.
A fan-in chip is used to bond the read-out strips of the detectors to the Beetle
chip channels. The fan-in chips have pads with 80 µm pitch with ten rows for
multiple wire bonding. This allows for testing multiple detectors for a given Bee-
tle chip. Detectors are placed on a detector board, which is then bonded to the
daughterboard.

The detector board is composed of aluminum nitride, which has a high thermal
conductivity. Detectors are placed onto the boards using a layer of double sided
tape, as opposed to glue or epoxy, in order to ensure the quick and safe removal
of detectors after completion of the measurement. The tape covers the backside
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detector surface only partially to allow for backside electrical contact for biasing.
The backside contact is achieved with copper tape, which is then connected to the
HV power supply. There is an additional low pass filter connected to each board
to reduce external noise and avoid large voltage spikes. A picture of a detector
board bonded to a daughterboard is shown in figure 8.4.

The temperature can be read-out from internal sensors on the Beetle chips,
or by a thermistor placed as close as possible to the detectors. The source of
the temperature measurement, from the chip or thermistor, is controlled by the
ALIBAVA software. There is also the option to supply the HV to the detector
directly from the daughterboard.

The motherboard processes signals from the daughterboard and puts them
into a binary format for the PC to read. It is controlled by an FPGA (field pro-
grammable gate array). The analogue data from the daughterboard is converted
into digital counts via the ALIBAVA ADC (analogue to digital converter). The
motherboard also handles the inputs of external triggers. Once a trigger signal is
received, the motherboard initiates read-out of the Beetle chips, which are sam-
pled every 25 ns. An onboard TDC (time to digital converter) measures the phase
shift of the trigger with respect to a 10 MHz clock. Thus the analogue signal from
the Beetle can be reconstructed in a 100 ns time window.

During laser source measurements, the motherboard also facilitates the use
of a fixed time trigger. The trigger coincides with the creation of a laser pulse,
whose delay with respect to the trigger can be adjusted in 1 ns increments. The
delay can be varied to find the maximum of the Beetle signal pulse.

8.2.2.2 Calibration of detector boards

Detector boards need to be calibrated in order to convert the signal from ADC
into charge. Signal measured in charge, CC(ke−) is determined by

CC(ke−) = S(ADC)G(T ) (8.1)

where S(ADC) is the signal measured by the beetle chip in ACD and G(T ) is the
gain of the chip as a function of temperature T . The gain G(T ) as a function of
temperature is given by

G(T ) =
Qcal

A+BT

f(Cdet)

f(Ccal)
(8.2)

where Qcal is the signal expected at full depletion of a calibration detector of a
known thickness, A and B are constants to be fitted for, T the temperature in ◦ C,
Cdet the capacitive load of the detector being measured, Ccal the capacitive load
of the calibration detector and f(C) a function of the capacitive load, derived in
[130] and given by

f(C) = 0.999 + 0.018C (8.3)

where C is taken in units of pF. The constants A and B are determined by fitting
the signal S(ADC) to a linear function A+BT , which can be seen in figure 8.6 for
a particular board with an ATLAS07 sensor used for calibration. Typically, the
uncertainty on the calibration detector thickness dominates the total uncertainty
on the gain.
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Figure 8.6: Measured signal in ADC as a function of temperature for an
ATLAS07 sensor used to calibrate detector boards. The red points indicate
temperatures taken with an external thermistor, as seen in figure 8.4, while the
blue points represent temperatures taken with the internal temperature sensor

of the ALIBAVA beetle chips.

90Sr%source% detector% scin/llators%

electron%

Figure 8.7: A schematic diagram of the beta source set-up

8.2.2.3 Beta source measurements

For beta source measurements signals are generated using MIPs from a 90Sr source.
Two scintillators read out in coincidence are located behind the sensor and are used
to trigger. A schematic of the set-up is shown in figure 8.7. The entire set-up is
housed in a freezer that can be cooled down to -20◦ C. Temperatures as low as -60◦

C can be attained using an external liquid nitrogen system. During measurements,
the temperature was kept at approximately -20◦ C for fluences of 1×1015 neq, while
sensors ≥ 5×1015 neq were tested at about -40◦ C. Nitrogen gas was used to bring
the relative humidity in the freezer below 5%.

Each measurement begins with a pedestal run. The pedestal run is a mea-
surement of the signal in the absence of traversing particles, and is performed with
a random trigger. The mean signal for each channel is calculated and subtracted
from the data. The noise for each measurement is calculated as the RMS deviation
of the signal in the pedestal run. The noise should follow a Gaussian distribution,
but this is not always the case, as typically there are a few “hot” channels that
exhibit large noise deviations which lead to non-Gaussian tails. These can arise
from damage to the strips on the sensor, faulty wire bonds or damage to channels
of the Beetle chips. Only a small fraction, typically <10%, of channels exhibit
high noise and these are disregarded from the measurement. The effect on the
final measured signal is negligible. Ideally, the beta source should be removed or
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Figure 8.8: Signal in ADC as a function of the time measured by the ALIBAVA
TDC.

covered during pedestal runs, but this is not practical most cases. The beta source
is therefore left in place, and the increase in noise was found to be in the order of
1%.

A common shift in the signal to all channels can be introduced through exter-
nal noise contributions which tend to broaden the signal distributions. Since it is
common to all channels, it can be corrected for. After subtracting out the pedestal
measurement from the data, the common mode is calculated as the mean signal
over all channels event by event. Furthermore, channels with excessive signals are
disregarded from the common mode calculation, which ensures that signals from
electrons traversing the detector do not contribute.

The time between a trigger signal and a 10 MHz clock is measured by the
ALIBAVA TDC. The spectrum for such a signal arising from a beta source can be
seen in figure 8.8. For each event, the channel having the highest signal-to-noise
ratio (SNR) is taken and the average for each 1 ns bin is calculated. Only events
within a 10 ns time window around the peak of the distribution are considered.
A fit to the peak is performed to determine the maximum and the range of the
window. A SNR cut is applied, and events below the cut are disregarded.

The signal is reconstructed from a charge cluster in order to account for charge
sharing between strips. After passing the signal SNR cut, the SNR of the adjacent
strips is calculated. If the SNR of the neighboring strips is larger than the neighbor
SNR cut (usually smaller than the signal SNR cut), then the neighbor signal is
added to the seed signal to get the cluster signal. This is repeated as long as the
strips pass the SNR cut. The final cluster signal is fitted with a convolution of
a Landau and Gaussian function. The final signal for each event is taken as the
most probable value (MPV) of the Landau function extracted from the fit.

8.2.2.4 Laser source measurements

The laser source measurements make use of an infrared pulsed laser (λ = 974
nm), with pulses shorter than 1 ns. The laser pulses are fed through an optical
microscope (Leica Polyvar SC) by means of a 1 m long optical fiber, and are
focused on the sensor front surface. The trigger for the laser is provided by the
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Figure 8.9: A schematic diagram of the laser source set-up

ALIBAVA system. The laser profile has a Gaussian spatial distribution with a
diameter of about 4 µm. Sensors are mounted on a cooling structure that can
be moved in both x and y directions, with 1 µm precision, by motorized stages
remotely controlled via software. This allows to perform laser scans on large areas
in order to investigate the spatial uniformity of the sensors response. Detectors are
mounted on similar boards to that of the beta source measurements. Before each
measurement, the sensor position and laser focus must be adjusted. The detector
orientation is adjusted so that the focus of the laser is equal over the entire surface.

The absorption length of λ = 974 nm light is about 100 µm in silicon at a
temperature of -30◦ C, which means that the signal is primarily generated near the
sensor surface. This leads to a strong dependence of the measurement on surface
effects. Due to the small absorption length, absolute signal charge from the sensor
cannot be determined, but only relative changes can be investigated.

The pedestal and common mode calculation is performed in the same way as
in the beta source measurements. For the signal measurement, 500 laser pulses are
generated for each point. The resulting spectrum follows a gaussian distribution,
and a fit is performed to get the mean of the distribution, which is taken as the
signal for that point. The delay between the trigger and laser pulse is adjusted
as to ensure that the signal from the Beetle chip is always sampled around the
maximum. The Beetle chip signal as a function of the laser delay is shown in
figure 8.10.

8.2.3 Long-term HV measurements

During long-term measurements, sensors are tested over long periods (several days
to weeks) under two scenarios:

• A constant high voltage ranging from several hundred V to a few kV

• Tests where the HV is turned off between measurements but the 90Sr source
is left placed in front of the sensor. After a drop of signal was observed, a few
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Figure 8.10: Signal measured in ADC as a function of the laser delay for a
seed strip and its two nearest neighbors.

methods for recovering the lost charge were tested. This included removing
the HV for a period spanning a few hours to several months, forward biasing
the sensor for a period of time and shining UV light over the sensor (no HV)
for a period of time, in an attempt to relax any residual surface charges.

8.3 Irradiation facilities

Devices were irradiated with either reactor neutrons at the Jozef Stefan Institute in
Ljubljana from the TRIGA Mark II research reactor [131] or with 25 MeV protons
from the Proton-Compact Cyclotron in Karlsruhe [132]. A relative error of 10% is
assumed for each fluence. Sensors were kept unbiased during irradiations. After
irradiation, sensors were transferred to a freezer to prevent annealing. Sensors are
shipped from the irradiation institutes with frozen gel packs and insulated packag-
ing. Some uncontrolled annealing occurs at room temperature during preparation
times for measurements, which include mounting and bonding to detector boards
and placement in the freezer before cooling. This source of uncontrolled annealing
is negligible and covered by the errors of the measurement.
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Results of detector measurements

9.1 Characterization of 3D-DDTC strip sensors

with passing-through columns

Sensors in this section were produced by FBK as part of the ATLAS10 produc-
tion run as outlined in the previous chapter. Devices were chosen from on-wafer
IV measurements, looking for those showing higher breakdown voltages, in order
to assure the best performance both before and after irradiation. Devices were
initially tested and then diced at FBK and sent to the University of Freiburg for
charge collection measurements. Pre-irradiated tests at Freiburg were followed up
by tests performed after proton irradiation. TCAD and PSPICE simulations were
carried out at FBK and compared to the measurements performed in Freiburg.

9.1.1 Electrical characterization

The current-voltage (IV) measurements were performed by grounding the bias line
and sweeping the bias voltage from the back side p+ contact. The IV curves for
all shipped sensors are shown in figure 9.1.

All currents saturate before 10 V of bias, which suggests a small depletion
voltage, as expected in 3D detectors. Breakdown is observed at about 40 V, al-
though one sensor exhibited high current before this. The current slope is rather
steep after 20 V but is still within the expected behavior identified on 3D diodes
with 80 µm pitch, and confirmed by numerical simulations [133]. Current mea-
surements were also performed on single strips showing a current value of about
200 pA, corresponding to roughly 2 pA/column, which is in good agreement with
what was found on other sensors from the same batch [134] and slightly larger
than found in previous 3D-DDTC technologies [135].

The effective bias voltage of the single strip was also measured to confirm
the proper operation of the modified punch-though biasing structure. Results are
shown in figure 9.2 and show good agreement with numerical simulations. The
measurements were performed by reverse biasing the entire strip detector and by
monitoring the voltage of a single strip from the DC pad. The current was held to
0 while monitoring the floating potential of the strip. These results indicated an
effective bias voltage of about 27 V for an applied potential of 40 V. This is rather

121
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Figure 9.1: I–V measurements of different 3D sensors.

low, but is more than enough to fully deplete the device. The correct operation
of the punch-though mechanism in these devices has also been confirmed after
irradiation.

Capacitance measurements were also performed. The strip-to-backplane ca-
pacitance was found to be about 9 pF at full depletion. The full depletion voltage
extracted from CV curves was found to be ∼ 6 V in good agreement with TCAD
simulations [133]. The interstrip capacitance was found to be about 0.9 pF at full
depletion. The integrated AC capacitor was also measured and was found to have
a capacitance of about 8.1 pF. As will be shown later, this low value has a strong
effect on the signal measured with AC coupled devices. Such a low value is at-
tributed to the rather thick passivation layers present on the surface of the device,
used as etch stop for the DRIE (Deep Reactive-Ion Etching) during fabrication.
The most relevant electrical parameters are listed in table 9.1.

The current after proton irradiation can be seen in figure 9.3 for a select set of
sensors at different fluences. Different measurements were carried out at different
temperatures, ranging from -15◦ C to -41 ◦ C, so currents were normalized to
-20◦ C for easy comparison. As expected, there is proper scaling of the current
with fluence. The breakdown voltage also increased after irradiation, although
not always high enough for full charge collection efficiency, as will be seen in the
following subsection.
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Figure 9.2: Measured (solid lines) voltages on a single strip compared with
the simulated strip voltage (dashed line).

Figure 9.3: IV measured on 3D detectors at three different fluences, normal-
ized to -20◦ C, and on a non-irradiated one taken at room temperature.
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Figure 9.4: Noise as a function of the bias voltage. Noisy sensors are not
shown and have values around 5–6 ke−.

Parameter Unit Value
Full depletion voltage V ∼6

Breakdown voltage V ∼40
Strip current at full depletion pA 200

Strip to back capacitance at full depletion pF 9.0
Interstrip capacitance at full depletion pF 0.9

Coupling capacitance pF 8.1

Table 9.1: Summary of the main electrical parameters of the considered 3D
strip detectors.

9.1.2 Beta source measurements

Due to the low value of the coupling capacitor, devices were assembled with two
different configurations: a group of five devices were connected to the readout
electronics using the DC coupled pads and an external RC fan-in (R = 1 MΩ, C
= 275 pF), while a group of four sensors were bonded to the electronics directly
from their AC pads.

The noise of the system was measured as a function of the bias voltage and
was found to be between 1-2 ke− for most of the devices. As is seen in figure 9.4,
only two devices showed rather large noise (in the order of 5-6 ke− for W9-SD4
and W24-SD3), because of low breakdown effects, but this did not affect their
operation as explained later. While the noise decreases slightly with respect to
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Figure 9.5: Measured collected charge as a function of the bias voltage using
the beta source setup. Dashed lines represent PSPICE simulation results as

described in the text.

the bias voltage, it is almost flat, confirming that full depletion is achieved at low
biases.

Sensors using DC pads in conjunction with the external RC fan-ins showed
slightly larger noise than the AC coupled sensors. A partial explanation could
be that when strips are biased by punch-through (i.e. in sensors using the AC
pads), a contribution to the noise of the system is given by the punch-through
current flowing toward the bias line, which is equal to the noise contribution of
the leakage current and adds quadratically to it (with a current noise spectral
density of 2qIstrip) [136]. When DC pads are used in combination with an external
fan-in, a parallel noise term is added by the external 1 MΩ resistor, contributing
to the overall noise with a current noise spectral density of 4 kT/R. This results
in a larger total noise for this configuration. However, at a shaping time of 25 ns,
this difference in the parallel noise term is quite small (a few tens of electrons)
so that it is not large enough to explain the difference in noise between the two
configurations. A more significant decrease in the noise of the AC devices actually
comes from the low value of the integrated coupling capacitance, which causes the
noise (as well as the signal, as will be shown in the following) to redistribute over
the parasitic capacitances.

For a 230 µm thick silicon sensor, the expected charge from an incoming MIP
is equal to 18.4 ke−. The pre-irradiated signal for different sensors is shown in
figure 9.5. Two groups of curves can be seen. The DC coupled devices exhibit
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Figure 9.6: Fitted Landau distribution (a) and cluster size measurement (b)
using the beta source set-up and tested at a bias voltage of 15 V.
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Figure 9.7: Measured and simulated collected charge on 3D detectors at three
different fluences and on a non-irradiated one taken at room temperature.

charge saturation before 10 V of bias and a maximum charge collection slightly
larger than expected (∼ 20 ke−). This can be attributed to uncertainties on the
wafer thickness (20 µm) and to particles impinging the device with angles different
from 90◦, thus traveling larger distances in the bulk and generating more charge
inside the devices. It is important to note that both sensors with high noise
(W9-SD4 and W24-SD3) also exhibit full charge collection.

As expected, the AC sensors using the integrated coupling capacitor exhibit
lower chare. The collected charge corresponds to roughly half of the charge col-
lected by the other sensors. In order to confirm the effect of the small coupling
capacitance on the sensor performance, PSPICE simulations were performed incor-
porating all the measured electrical parameters and also including the AC coupling
and parasitic capacitors. The strip was modeled using a pulsed current generator
with the strip capacitance in parallel. The charge collected from the DC coupled
sensors was injected into the circuit and the readout was simulated using a sim-
ple integrator. Simulation results were found tp be in good agreement with the
measured ones and are shown in figure 9.5. Since the coupling capacitance is com-
parable to the parasitic capacitances, the signal charge is not effectively coupled
to the readout electronics and part of it is lost.

The Landau fit and cluster size distribution for at a bias voltage of 15 V can
be seen in figure 9.6, and are fully compatible with those found in FE-I4 pixel
detectors coming from the same batch [137]. Due to their unique structure, which
provides a sort of self-shielding effect between adjacent cells, 3D detectors feature
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Figure 9.8: Measured and fitted Landau spectrum (top) and cluster size (bot-
tom) on an irradiated 3D sensor after a proton fluence of 5×1015 neq tested at

150 V.
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Figure 9.9: Laser scan performed on DC coupled strip sensor over an area of
∼ 100 × 100 µm2 at a bias voltage of 30 V.

lower charge sharing between adjacent electrodes with respect to planar devices.
The noise was not significantly affected by irradiation, so long as the sensors

were properly cooled to reduce the leakage current. The values ranged from ∼
1 ke− to ∼ 3 ke−, with most sensors being below 1.5 ke−, which is close to the
pre-irradiated values.

The collected charge for three irradiated sensors is shown in figure 9.7. The
signal from a pre-irradiated sensor is added for comparison. A distinction of the
signal from the noise can been seen already for very low voltages, and the in-
crease with voltage agrees well with expectations. Only the 2×1015 neq sensor
reached saturation before breakdown. The data was compared to TCAD simula-
tions performed with Synopsys Sentarus, incorporating the “Perugia” trap model
[138] modified to account for radiation damage, as described in [139]. Despite the
signal overestimate, the agreement between the measurements and simulations is
acceptable given the uncertainties in fluences and detector thickness.

Finally, the signal spectra shape and cluster size distribution is not signifi-
cantly different from the pre-irradiated case, as can be seen in figure 9.8 for a given
sensor at a bias of 150 V and fluence of 5×1015 neq. This confirms the low charge
sharing properties of 3D devices.

9.1.3 Laser source measurements

Laser scan measurements at different bias voltages were also performed. The mea-
surements for one DC coupled device at a bias of 30 V is shown in figure 9.9. The
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Figure 9.10: Laser scan performed on a sensor irradiated with protons to a
fluence of 2×1015 neq over an area of ∼ 100 × 100 µm2 at a bias voltage of 50

V (top) and 120 V (bottom).
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Figure 9.11: The electric field simulated on a sensor irradiated to 2×1015

neq at 120 V. The range of the simulation extends from the enter of a junction
column (0 µm,0 µm) to the center of an ohmic column (40 µm, 40 µm).

scanned area corresponds to a region of ∼ 100 × 100 µm2, four junction electrodes
can be seen at the corners and one ohmic electrode (etched from the backside) is
visible in the middle. Due to the reflectivity of the metal strips on the front sur-
face, no charge is collected from these regions. The electrode columns also appear
as inefficient regions because they are empty, which was observed also on previous
generations of 3D-DDTC strip sensors [135]. The central region of the scan appears
to be very uniform, confirming that the device is operating in full depletion and
is fully efficient. The metal readout strips are slightly misaligned with respect to
the electrodes, which is caused by the wafer bowing during the fabrication process
[140]. As the metallization is one of the last steps, the lithography of this layer is
particularly critical and a misalignment can occur already for wafer curvatures in
the order of 10-20 µm. This effect was seen from optical inspection of the wafers
and is here confirmed by the laser scan.

Measurements were also performed on irradiated sensors, one for each fluence.
Comparisons are made to TCAD simulations described earlier. The results for a
sensor irradiated to a fluence of 2×1015 neq is shown in figure 9.10 at two different
bias voltages. For a bias of 50 V (top) the signal is maximal around the junction
columns, while at 120 V (bottom) the maximum is in a wider region between the
junction and ohmic columns. This is in good agreement with simulation, shown
in figure 9.11, with a lateral spread of the depletion region and electric field. A
low signal region can be seen in the measurement at 120 V between the junction
columns of adjacent strips, due to two simultaneous effects: (a) the lower electric
field in regions between electrodes of the same doping type, a well known property
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Figure 9.12: Laser scan performed on a sensor irradiated with protons to a
fluence of 2×1016 neq over an area of ∼ 100 × 100 µm2 at a bias voltage of 50

V (top) and 150 V (bottom).
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Figure 9.13: The electric field simulated on a sensor irradiated to 2×1016

neq at 150 V. The range of the simulation extends from the enter of a junction
column (0 µm,0 µm) to the center of an ohmic column (40 µm, 40 µm).

of 3D detectors which makes those regions more prone to trapping; (b) the “non-
collecting” strip will induce a fast signal on the ”collecting” strip, so that a partial
compensation of the fast part of the two signals happens since they are summed.

Results at 2×1016 neq can be seen in figure 9.12. The measurement taken at
50 V (top) shows a peculiar feature; a maximum around both the junction and
ohmic columns which is indicative of a double-junction effect, also observed in
CNM sensors [141]. At a larger voltage of 150 V, the high signal region extends
between the junction and ohmic columns, albeit with a lower efficiency region in-
between, for the same reasons as described above. These effects are enhanced due
to the fact that the sensor is running below full depletion. This is confirmed by
simulation, seen in figure 9.13, which fails to describe the double-junction effect.

9.1.4 Discussion

3D detectors are very promising detectors for use in high-radiation environments.
One drawback of such devices is an increase in the complexity of the fabrication
process, so that there is a need to simplify the fabrication process in order to drive
down production costs. Double-sided Double Type Column (3D-DDTC) have been
investigated as such an option. These sensors feature fully penetrating columnar
electrodes, which have the advantage, as they do not require a support wafer for
fabrication. They also exhibit better biasing than previous design, owing to an
optimized punch-through biasing structure. Laser scan measurements show good
alignment of the columnar electrodes, which is difficult to achieve in 3D devices.
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Tests performed after proton irradiation showed good charge collection effi-
ciency throughout the 3D unit cell, in line with previous measurements on such
devices. At high fluences though, breakdown prevented full charge collection, a
common problem in 3D devices owing to the high electric fields present in the de-
vice. Laser scan measurements indicate the presence of a double junction, which
was not expected from TCAD simulation, so future simulations should include
improved trap modelling to account for radiation damage at such high fluences.

9.2 Charge Collection Measurements on Dedi-

cated Charge Multiplication SSDs

All sensors in this section come from the MICRON CM detector run described in
the previous chapter. IV, CV and interstrip measurements were preformed prior
to irradiation to measure the breakdown voltage and ensure proper processing
of the sensors. Of those, only a subset of sensors having a breakdown voltage
in excess of 1000 V were chosen for irradiation and subsequent charge collection
measurements.

9.2.1 Measurement results

Clear signs of CM are observed for neutron irradiated sensors at a fluence of 1×1015

neq past 1000 V, as seen in figure 9.14, where 100% of the pre-irradiated charge
is reached after 1200 V. The SNR remains relatively high (>15), as seen in figure
9.15. Proton irradiated sensors at 1×1015 neq showed no signs of CM up to 1100
V, shown in figure 9.16, although it is possible the signal could increase at higher
voltages. The SNR stays high even at higher voltages, as seen in figure 9.17. The
strip pitch is denoted by p, the width by w, sensors with intermediate biased strips
by i, and floating intermediate strips by f . The number next to each are their
respective values in µm.

Charge multiplication can also be observed at a neutron fluence of 5×1015 neq.
A comparison of 2E imp. sensors can be seen in figure 9.18. A small enhancement
of charge can also be seen in sensors from the extra diff. wafer, shown in figure
9.19. Although not as pronounced, the extra diff. w6, p80 sensor shows an increase
of about 10-15% when compared to the std. w25, p80 sensor at high voltages.

The addition of an intermediate strips between readout electrodes is found
to degrade the collected charge compared to a std. w25, p80 sensor, regardless if
the strips were left biased or floating. This is seen in proton irradiated sensors at
1×1015 neq and in neutron irradiated sensors at 5×1015 neq, as seen in figures 9.20
and 9.21 respectively. Degradation is thought to be due to intermediate strips
collecting charge, which does not reach the readout electronics, leading to a lower
observed signal charge. When the strips are held to the same potential as the
bias rail, the degradation is more pronounced compared to the situation when the
strips are left floating. This is most likely due to the fact that the floating strips
are at a lower bias voltage compared to the biased strips.

As expected, the w/p ratio plays an important role in enhancing charge mul-
tiplication. By taking the data at a constant bias voltage and plotting it as a
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Figure 9.14: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for detectors irradiated with

protons to 1×1015 neq.
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Figure 9.15: The signal-to-noise ratio (SNR) as a function of the bias voltage
for detectors irradiated with protons to 1×1015 neq.
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Figure 9.16: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for detectors irradiated with

protons to 1×1015 neq.
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Figure 9.17: The signal-to-noise ratio (SNR) as a function of the bias voltage
for detectors irradiated with protons to 1×1015 neq.
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Figure 9.18: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for 2E imp. sensors irradiated

with neutrons to 5×1015 neq.

function of w/p, it is clear that lower w/p values lead to higher charge, shown in
figure 9.22, for sensors irradiated with neutrons to 5×1015 neq. This is as expected
as lower w/p values lead to a focusing of the electric field near at the strip edges
[123]. Furthermore, when the data is plotted in such a fashion, a trend can be
seen where not only does the wafer with twice the implant energy shows larger
charge, but also the sensor from the wafer with double diffusion shows enhanced
charge with respect to the standard wafer sensor. Although this enhancement is
not as pronounced as the 2E imp. energy sensor, the trend is consistent for bias
voltages above 600 V.

9.2.2 Discussion

Charge multiplication has been proposed as one candidate for designs in radiation
hard silicon detectors. Most attempts aim at increasing the electric field near the
readout electrodes past the critical value needed for impact ionization. Care must
be taken to make sure the breakdown voltage and the noise do not hinder sensor
performance, since impact ionization also tends to decrease the breakdown voltage
while also enhancing the noise generated in the bulk.
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Figure 9.19: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for extra diff. sensors irradiated

with neutrons to 5×1015 neq.

Special processing of silicon sensors can lead to enhancements of the signal
through the multiplication effect. Increasing both the implantation energy and
diffusion time lead to increased charge after irradiation when compared to a stan-
dard processed sensor, although the increase was more pronounced in the former.
The enhancement of charge is thought to be due to junctions being sharper and
better defined, leading to large potential gradients and thus sufficiently large fields
needed for CM.

As expected, geometry also plays a large role in signal enhancement. Of par-
ticular importance is the strip width over pitch ratio, w/p. This ratio measures
how far the geometry is from a 1-D, planar diode situation, with w/p = 1 being
a simple diode. As w/p decreases, the field lines at the strip edges become more
dense, as there is less area for them to terminate on. Reducing the w/p ratio is per-
haps the simplest and most effective approach to achieving charge multiplication
in planar sensors.



Chapter 9. Detector results 139

]
- 

C
ol

le
ct

ed
 C

ha
rg

e 
[k

e

0

5

10

15

20

25
std., p80, w25

std., p80, w25, i10

std., p80, 25, f10

Voltage [V]
0 200 400 600 800 1000

R
at

io

0.8

1

1.2

Figure 9.20: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for sensors with an intermediate

strip irradiated with protons to 1×1015 neq.

9.3 Long-term HV stability of the collected charge

9.3.1 Beta source measurements

Previous studies on unirradiated sensors have shown a drop in the detector signal
over large time scales due to the Beta source used to generate signal electrons. It
was shown that prolonged exposure to such a source slowly irradiates the sensor
causing damage to the surface. Such a result is to be expected, as it is known that
sensors suffer surface damage in the presence of ionizing radiation.

The collected charge for a pre-irradiated MICRON detector is shown in figure
9.23. The measurements were performed by holding the 90Sr source in front of
the sensor (as would be done during a normal test), and periodically scanning
the bias voltage between 25 and 150 V. Results show no observable drop in the
signal, contrary to what was observed in previous studies. A possible explanation
for the discrepancy could be due to the surface isolation used during fabrication
of the devices; the previous studies were on sensors containing p-stop isolation,
while the MICRON sensor in this test was treated with p-spray. The p-spray
could protect the whole surface of the sensor from low doses of ionizing radiation,
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Figure 9.21: The collected charge (top) and the ratio compared to the stan-
dard (bottom) as a function of the bias voltage for sensors with an intermediate

strip irradiated with neutrons to 5×1015 neq.

as it is sprayed uniformly across they entire sensor. The p-stop on the other hand
consists of localized implants between readout strips, leaving much of the sensor
prone to surface damage caused by ionizing radiation.

A drop in signal was observed on a few irradiated sensors held to a constant
high voltage and measured with the β-source set-up. The effect is seen in neutron,
proton, and mixed irradiated sensors, as well as being observed on sensors from
different manufacturers, in this case MICRON and HPK.

Degradation of the collected charge for a MICRON sensor irradiated with
neutrons to 5×1015 neq and held at 1300 V can be seen in figure 9.24. The sen-
sor shows signs of CM, exhibiting a higher signal when compared to a standard
processed sensor of the same geometry and fluence. The signal appears to drop
quickly in the first day or two, with a subsequent drop in signal seen even after
two weeks. After the drop was observed, the HV was removed for one day and
applied again, in order to determine if the drop in signal was permanent. While
a small recovery of the signal is observed, the original charge at t = 0 is never
fully recovered. Indeed, even after removing the HV for eight months and testing
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Figure 9.22: The collected charge as a function of w/p for sensors of dif-
ferent processing types irradiated with neutrons to 5×1015 neq and taken at
Vbias = 1000 V. The trend of high charge collection for low w/p is in line with

expectations.
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Figure 9.23: The collected charge as a function of time of an unirradiated
MICRON sensor where the 90Sr source is held in front of the sensor and the

voltage is ramped periodically from 25-150 V during tests.
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Figure 9.24: The collected charge as a function of time after applying a bias
voltage of 1300 V for a MICRON sensor exhibiting signs of CM irradiated with

neutrons to 5×1015 neq.
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Figure 9.25: The ratio of 2- to 1-hit clusters as a function of time after
applying a bias voltage of 1300 V for a MICRON sensor exhibiting signs of CM

irradiated with neutrons to 5×1015 neq.

again, the original signal is not recovered, implying that a degradation of the col-
lected charge seems to be permanent. The drop in signal is also accompanied by
an increase in the cluster size, which is evident when looking at the ratio of 2- to
1-hit clusters as seen in figure 9.25. The Landau spectrum of the signal, seen in
figure 9.26, also exhibits peculiar features, before and after the drop. The initial
signal is seen to be broader than that of a standard sensor not exhibiting CM, and
the shape of the signal appears to become double peaked.
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Figure 9.26: The signal spectra of the sensor shown in figure 9.24 before the
drop (black), after the initial drop before the day of rest (red) and after the day

of rest (blue).

Another MICRON sensor irradiated with neutrons to a fluence of 5×1015 neq
and held to a reverse bias voltage of 1300 V also exhibited a drop in signal over
time. While there seems to be a small increase in the collected charge at smaller
times, the overall trend is that of signal loss, as seen in figure 9.27. After removing
the HV for a day and retesting the sensor, the initial charge is never fully recovered,
although a small increase at smaller times is still observed. The Landau spectrum
of the signal is shown in figure 9.28, and a broadening of the signal is evident
before the drop.

The degradation of the detector signal is also observed in proton irradiated
sensors. Figure 9.30 shows the signal as a function of time for a proton irradiated
MICRON sensor at a fluence of 5×1015 neq and held to a reverse bias voltage of
1300 V, while the Landau spectra are shown in figure 9.31. After the initial drop,
the HV was removed from the sensor for one week and then repeated, where it is
seen that the original signal is not recovered. The sensor was subsequently forward
biased to 50 µA for one hour, in an attempt to relax any long-lived radiation-
induced defect states that may have caused a drop in signal through modifications
to the electric field. After no recovery of the signal was observed, the forward
bias was increased to 100 µA for an additional hour, again with no recovery of the
signal. Finally, in an attempt to reset any surface charges that may have caused
a decrease in signal, the sensor was illuminated with UV light for one hour, which
also did not show recovery the initial charge. This implies that the loss of signal
is a permanent effect.

An HPK sensor from the ATLAS07 run, irradiated with a mixture of neutrons,
protons and pions to 1×1015 neq, and previously reported on in [142], also exhibited
a charge drop over time. The sensor was previously annealed to 4200 minutes at
room temperature (22◦ C). The collected charge for this sensor held to a bias
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Figure 9.27: The collected charge as a function of time after applying a bias
voltage of 1300 V for a MICRON sensor not exhibiting signs of CM irradiated

with neutrons to 5×1015 neq.
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Figure 9.28: The signal spectra of the sensor shown in figure 9.27 before the
drop (black), after the initial drop before the day of rest (red) and after the day

of rest (blue).
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Figure 9.29: The collected charge as a function of time after applying a bias
voltage of 1300 V for a MICRON sensor exhibiting signs of CM irradiated with

protons to 1×1015 neq.

time   [s]
0 50 100 150 200 250 300 350 400

310×

cl
us

te
r s

iz
e 

ra
tio

   

0

0.2

0.4

0.6

0.8
1

1.2

1.4

1.6

1.8
2

initial

1w rest
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plying a bias voltage of 1300 V for a MICRON sensor exhibiting signs of CM
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Figure 9.31: The signal spectra of the sensor shown in figure 9.27 before the
drop (black), after the initial drop before a week of rest (red) and after a week

of rest (blue).
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Figure 9.32: The collected charge as a function of time after applying a bias
voltage of 1100 V for a HPK sensor irradiated with a mixture of protons, pions,
and neutrons to 1×1015 neq. The black curve is the initial measurement and
the blue is the measurement after a day of rest and accelerated annealing for

one hour at 60◦ C.
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Figure 9.33: The ratio of 2- to 1-hit clusters for the sensor in 9.32. The black
curve is the initial measurement and the blue is the measurement after a day of

rest and accelerated annealing for one hour at 60◦ C.
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Figure 9.34: The collected charge as a function of time after applying a bias
voltage of 700 V for a MICRON sensor not exhibiting signs of CM irradiated

with neutrons to 1×1015 neq.

voltage of 1100 V as a function of time can be seen in figure 9.32 and the ratio of
2- to 1-hit clusters is seen in figure 9.33.

While a drop in signal was observed in irradiated detectors, this was limited
to sensors at very high bias voltages. Several sensors exhibited no loss in signal
when tested at lower bias voltages, although they also did not exhibit an enhance-
ment of charge that is characteristic of charge multiplication. Figure 9.34 shows a
standard processed MICRON sensor held to a bias voltage of 700 V and irradiated
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Figure 9.35: The collected charge as a function of time after applying a bias
voltage of 820 V for a MICRON sensor not exhibiting signs of CM irradiated

with protons to 1×1015 neq.
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Figure 9.36: The collected charge as a function of time after applying a bias
voltage of 1000 V for a MICRON sensor not exhibiting signs of CM irradiated

with protons to 1×1015 neq.
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Figure 9.37: The collected charge as a function of time after applying a bias
voltage of 1100 V for a HPK sensor not exhibiting signs of CM irradiated with

protons to 2×1015 neq.

to a fluence of 1×1015 neq with neutrons. Figures 9.35 and 9.36 show a standard
processed MICRON sensor held to a bias voltage 820 V and a MICRON sensor
processed with twice the implantation energy held to a bias voltage of 1000 V
respectively, both being irradiated with protons to a fluence of 1×1015 neq. Addi-
tionally, a HPK sensor irradiated to 2×1015 neq with protons held to a bias voltage
of 1100 V did also not exhibit a decrease in signal over time, as seen in figure 9.37.

9.3.2 Laser source measurements

Laser scan measurements were also carried out in order to investigate the electric
field strength near the sensor surface. Only measurements in one axis, perpendicu-
lar to the strip alignment, were performed due to the long time needed to perform
the measurements in both the x and y directions (upward of a day). This ensures
that the change in the signal during the individual laser scans has a minimal effect
over the entire timescale investigated.

The sensor chosen for the laser scan measurements was an ATLAS07 sensor,
irradiated with a mixture of protons, neutrons and pions and annealed for 4200
minutes at 60◦ C. The sensor had previously been tested with beta source mea-
surements which are reported in [142] The sensor was also tested with beta source
at a bias voltage 1100 V for 8 hours, in which a drop in signal was observed. The
laser scan measurements, also taken at 1100 V, are shown in figure 9.38.

Measurements were carried out once a day for four days, during which the
HV was continuously applied. A larger drop in the signal is seen after only one
day at 1100 V, and saturates already at two days. Removing the HV for a day,
and then reapplying it leads to a recovery of the charge from the beginning of the
tests. This recovery does not reach the initial charge, which was lost after the
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a couple days and the recovery is evident after removing the HV for a day and
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The charge does not depend on temperature to first order.
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first beta tests. This partial recovery of the signal is consistent with what is found
in beta source measurements, and implies some polarization of the electric field.
Areas where the signal drops to zero represent the readout electrodes, where the
laser is reflected by the AC coupled aluminum strips, and a small enhancement of
charge can be seen due to the p-stop implant used for strip isolation.

Due to the long time-scales involved in the measurements, the temperature
was not always constant. Refilling of the liquid nitrogen tank that was used in
the cooling system caused temperatures during the test to vary by up to 10◦ C
during a single measurement. The effect of the temperature on the signal was
investigated, and can be seen in figure 9.39 for two different temperatures of -3◦ C
and -8◦ C. As expected, to first order the charge is independent of the temperature
during the measurement.

9.3.3 Discussion

What is evident is that the drop in signal can be broken into separate parts: a
permanent non-recoverable drop of the initial charge, and a temporary drop that
is recoverable after switching off the HV. Although the nature of the signal drop
over large times is not well understood, there are a few possible explanations.

The 90Sr source used during the measurements to create the signal will slowly
irradiate the sensor, leading to surface damage that reduces the electric field near
the readout electrodes. This seems to be ruled out by the source test done on the
pre-irradiated sensor in figure 9.23. And the fact that the drop is seen in heavily
irradiated proton sensors, where the surface damage should saturate at a relatively
low dose, and on the heavily irradiated neutron sensors, where the gamma dose is
already large enough to saturate the surface as well [143], seems to also rule out
surface damage caused by the 90Sr source. Also, the effect is seen in laser scan
measurents, where no gamma source is present.

Another possible explanation would be polarization of the electric field in the
sensor, which has been observed not only in large band gap materials like diamond,
but also in materials with smaller band-gaps like CdTe [144, 145]. Defect states
with very long lifetimes would lead to a time dependence of the space charge
within the device after applying a bias voltage, which in turn leads to a reduction
in the effective depleted volume of the sensor. Once the bias voltage is removed,
the long-lived defect states would relax, and the sensor would return to its initial
configuration. Thus, polarization could explain the the temporary, recoverable
part of the signal. The drawback of such an explanation is that polarization in
the silicon bulk should happen at any voltage, not just on extremely large one.
Capture cross sections for such defect states in silicon which correspond to lifetimes
on the scale of these measurements would also be extremely small, on the order of
10−21 to 10−22 m2.

A polarization effect can be attributed to a bistable defect. This could lead
to a bias dependent effect [146–148], as bistable defects can modify their state
with the bias voltage. They can also have very long lifetimes without the need to
invoke the idea of a capture cross section, which is not a unique property of an
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interface state1 [149].
Interface states also can be very long lived, which would account for the long

time scale of the drop. They lie at the surface of the detector, where the electric
fields are largest and CM is occurring, and would nonetheless be involved in the
evolution of the field near the surface.

The permanent drop in signal is more puzzling, and indeed more detrimental
to the use of CM devices for radiation-hard detectors. The electric field could be
inducing a sort of annealing in the sensor over long time periods. High electric
fields near the readout strip edges, which are needed to induce CM, could increase
the temperature locally in the region where the fields are their highest. This
would lead to different parts of the sensor annealing at different rates, with the
regions near the strip edges with the highest field annealing faster than the rest of
the sensor. This could result in a decrease of the field in these regions, reducing
the effect of CM, and hence leading to less signal being collected over time. The
advantage of this explanation is that the effect is permanent and should depend
on the strength of the electric field, and hence the bias voltage, which is what
is currently observed. The drawback of this explanation is that it is not as well
documented as the other mechanisms.

The signal drop has been observed for different sensors of varying geometry
and processing, coming from different manufacturers, and for different radiation
flavors. Regardless of the physics of the signal degradation in CM devices at high
voltages, one thing is clear; it is a real phenomena and its effects must be well
understood before applying CM as a solution to radiation-hard silicon detectors.
Indeed, given the current situation, the feasibility of using CM detectors in situa-
tions such as the HL-LHC seems dire.

1The same can be said not just of interface states, but of bulk defects as well. A cross section
is a measure of the strength of an interaction, and thus not a unique property of a particle or
defect state.



Chapter 10

Summary and Conclusions

The Large Hadron Collider is currently the most powerful particle accelerator in
the world, designed to collide protons at a center-of-mass energy of

√
s = 14

TeV. ATLAS is one of four main experiments at the LHC. It is a general purpose
detector designed to search for new physics and provide precision measurements
of Standard Model processes. The determination and constraint of various parton
distribution functions is included in this physics program.

Throughout its operational lifetime, the LHC is foreseen to undergo a major
upgrade that will see the instantaneous luminosity increased by a factor of five
and the integrated luminosity by a factor of ten. The ATLAS detector is also
envisioned to undergo an upgrade, to cope with the increased data volumes and
harsher radiation environment that such an increase in luminosity will bring.

The innermost layers of ATLAS consist of a large number of silicon detectors.
Signal loss due to radiation damage is a primary concern for silicon detectors in
ATLAS. These will be exposed to large amounts of radiation during the lifetime of
ATLAS and the LHC, with the high luminosity upgrade pushing current detector
technologies to the limit. An intense R&D program has been carried out in the past
years aimed at finding novel ways to cope with this increased radiation dose. One
option for radiation-hard detector designs has been so called charge multiplication
detectors.

The work presented here is composed of two parts. In the first part, a physics
analysis using the 2012 ATLAS data set was carried out, searching for events with
a W boson accompanied by a charm quark. This measurement is sensitive to
the strange quark content of the proton, and helps constrain the strange quark
PDF. The second part of this work concentrated on detector R&D, studying the
effectiveness of 3D and charge multiplication detectors as a viable candidates for
radiation-hard sensors needed for the luminosity upgrade of ATLAS. Particular
emphasis is put on the stability and longevity of detectors operating in the charge
multiplication mode.

10.1 W+c cross-section

The production cross-section of a W boson in association with a charm quark in
pp collisions has been measured using the 2012 ATLAS data set taken at

√
s = 8

TeV. The analysis searches in a phase space where the W boson candidate and a
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charm quark, tagged by a muon from a semileptonic decay, have opposite charge
sign. In particular, the difference in the number of events where the W boson
and charm quark have opposite sign to those where the two have the same sign
is determined. In this subtraction, many important background processes can-
cel out, and the W+c signal is relatively clean. Much of the analysis focuses on
estimation of residual background, in particular QCD and W+light-jets, where
data driven methods are employed. The measurement is carried out for events
that have 1-jet, 2-jets or 1+2-jets. The 1+2-jets measurement is used to deter-
mine the 1-jet inclusive cross-section. Furthermore, the measurement of the ratio
σfid,OS−SSW+c̄ /σfid,OS−SSW−c is also carried out to investigate the possible asymmetry be-
tween the strange quark and anti-strange quark PDF. The results are compared to
LO theoretical predictions, but the comparison to NLO predictions with different
PDF sets would significantly improve interpretation of the results.

The measured cross-sections for a W boson accompanied by a charm quark are
59.68 ± 0.64(stat) ± 3.79(syst) pb for the 1-jet measurement, 15.74 ± 0.41(stat)
± 1.40(syst) pb for the 2-jet measurement and 77.72 ± 0.74(stat) ± 4.68(syst)
pb for the 1-jet inclusive measurement. Their respective ratios for W+ + c̄ to
W− + c production were measured to be 0.92 ± 0.02(stat) ± 0.04(syst), 0.78 ±
0.03(stat) ± 0.05(syst) and 0.89 ± 0.01(stat) ± 0.03(syst). Results are in line
with the LO predictions, with the exception of the 2-jet ratio measurement, where
the difference between measurement and prediction is larger than two standard
deviations. More precise prediction at NLO would shed light on this result.

10.2 Charge multiplication detectors

Charge multiplication detectors, designed to increase the signal that gets partially
lost after radiation damage, have been investigated. Multiplication of the signal
is achieved by increasing the electric field past the critical point to induce im-
pact ionization. Various methods are employed to achieve such large fields, from
changes to the detector geometry, mainly through a decrease in the strip width
over pitch ratio, to changing the processing of the strip implants, thus creating
more sharply defined junctions.

This study focused on charge collection measurements, carried out with elec-
trons coming from the decay of Sr90, as well as from an infrared laser. The electrons
from the Sr90 source closely mimic minimum ionizing particles, and are used to
measure absolute charge collection of detectors to asses their performance. Mea-
surements carried out with the IR laser serve to investigate the spatial uniformity
of the electric field near the surface of the sensors, as the IR laser light does not
penetrate fully through the detector thickness and is thus not useful in absolute
charge collection measurements. Several sensors were tested before and after irra-
diation, including irradiations with protons, neutrons, pions or a combination of
radiation types. Furthermore, high voltage tests were carried out over large time
scales (days to weeks), where a high voltage was applied continuously to detectors
once in the charge multiplication mode.

A “standard” detector having a nominal strip width of 25 µm and and pitch
of 85 µm with no special processing was used as a benchmark to assess whether
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sensors showed signs of charge multiplication. Several sensors exhibited signs of
charge multiplication, with a pronounced effect seen in sensors with very low width
over pitch ratios and sensors whose strip implants were processed with twice the
normal implantation energy.

The long-term high voltage tests on irradiated devices yielded interesting re-
sults. Sensors held to a high bias voltage and initially showing signs of charge
multiplication exhibited a decrease of the total collected charge, with a signifi-
cant drop seen already in the first day or two of the measurement. The drop
in signal was semi-permanent; there was a large permanent component, while a
small recovery was seen if allowing the sensors to “rest”, which means turning
off the high voltage for a period of time. The time for the resting period ranged
from a few hours up to many months. The recovery of signal was modest when
measurements were repeated on such devices, and the original collected charge at
the beginning of the measurement was never fully recovered. This was observed
on sensors irradiated with different radiation species and from different detector
manufacturers.

A few explanations are put forward to explain the charge drop, from polariza-
tion of the electric field due to long lived bulk or interface defect states to localized
annealing of the sensor due to high electric field regions that would increase the
temperature significantly in those regions. Polarization seems to be a likely can-
didate to explain the temporary drop in signal, as any long-lived defect states
would revert to their initial state after switching off the high voltage. Electric
field induced annealing could explain the permanent drop, as annealing is itself an
irreversible process. More studies need to be carried out to investigate the exact
nature of the signal loss. Whatever the explanation might be, it is clear that such
tests call into question the viability of such sensors as radiation-hard detectors, at
least in their applicability in the operational conditions of the HL-LHC.

Aside from studies on charge multiplication devices, 3D detectors were also
studied. Tests focused on double sided 3D detectors, which aim to simplify the
fabrication process of such devices and bring down production costs. Detectors
showed good charge collection before irradiation, and laser scan measurements
confirmed good alignment of the columnar electrodes, which is difficult to achieve
during fabrication. Detectors were then irradiated, and showed compatible results
to other sensors fabricated in the same way and tested at other institutes. An
interesting discovery was the formation of a double junction in highly irradiated
detectors, which was not expected from TCAD simulations.
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Appendix A

Monte Carlo Samples used in the
W+c cross section measurement

A list of Monte Carlo samples used in background estimation, as well as those
used in the correction from the meausred yields to the cross-section are presentes
here.

Process Sample ID Generator
W(eν)+light-jets 147025-147030 ALPGEN+PYTHIA

W(µν)+light-jets 147033-147038 ALPGEN+PYTHIA

W(τν)+light-jets 147041-147046 ALPGEN+PYTHIA

Z(ee)+jets 117650-117655 ALPGEN+PYTHIA

Z(µµ)+jets 117660-117665 ALPGEN+PYTHIA

Z(ττ)+jets 117670-117675 ALPGEN+PYTHIA

Z(ee)+bb+jets 110817-110820 ALPGEN+PYTHIA

Z(µµ)+bb+jets 110821-110824 ALPGEN+PYTHIA

Z(ττ)+bb+jets 110825-110828 ALPGEN+PYTHIA

WW 126928-126936 POWHEG+PYTHIA

W(eν)Z 129477-129479, 129486-129488 POWHEG+PYTHIA

W(µν)Z 129480-129482, 129489-129491 POWHEG+PYTHIA

W(τν)Z 129483-129485, 129492-129494 POWHEG+PYTHIA

ZZ 126937-126942, 126949-126951 POWHEG+PYTHIA

tt̄ 117050 POWHEG+PYTHIA

Single Top 117360-117362 AcerMC+PYTHIA

W+bb̄ 200256-200259 ALPGEN+PYTHIA

W+cc̄ 200156-200159 ALPGEN+PYTHIA

Table A.1: Monte Carlo Samples used for background estimation in W+c
cross-section measurement
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Process Sample ID Generator
W+c+jets 200056-200060 ALPGEN+PYTHIA

W+c(c→ µ)+jets 185900-185904 ALPGEN+PYTHIA

W+c+jets 167741 SHERPA

Table A.2: Monte Carlo Samples used as signal in the W+c cross-section
measurement



Appendix B

Control plots for the OS and SS
samples

Various kinematic distributions are checked and a comparison between data and
Mone Carlo prediction are made. Here one can find the same distributions as in
chapter 7, corresponding to the OS and SS samples. These samples are shown
to check background distributions, since they cancel in the OS-SS plots shown in
chapter 7.

159



Appendix B. W+c control plots in OS and SS 160

 [GeV]el

T
p

40 60 80 100 120 140

E
nt

rie
s 

/ 5
 G

eV

0

1000

2000

3000

4000

5000

6000 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

40 60 80 100 120 140

D
at

a/
M

C

0.5

1

1.5

(a)

 [GeV]el

T
p

40 60 80 100 120 140

E
nt

rie
s 

/ 5
 G

eV

0

500

1000

1500

2000

2500

3000

3500

4000 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

40 60 80 100 120 140

D
at

a/
M

C

0.5

1

1.5

(b)

Figure B.1: Electron pT for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.2: The reconstructed EmissT for the 1-jet (left) and 2-jet (right) bins
in the OS sample.
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Figure B.3: The reconstructed W boson transverse mass for the 1-jet (left)
and 2-jet (right) bins in the OS sample.
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Figure B.4: Electron pT for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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Figure B.5: The reconstructed EmissT for the 1-jet (left) and 2-jet (right) bins
in the SS sample.
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Figure B.6: The reconstructed W boson transverse mass for the 1-jet (left)
and 2-jet (right) bins in the SS sample.
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Figure B.7: Charm-jet pT for the 1-jet (left) and 2-jet (right) bins in the OS
sample.

(charm)η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

E
nt

rie
s 

/ 0
.2

0

500

1000

1500

2000

2500

3000

3500 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.5

1

1.5

(a)

(charm)η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

E
nt

rie
s 

/ 0
.2

0

500

1000

1500

2000

2500 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.5

1

1.5

(b)

Figure B.8: Charm-jet η for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.9: Charm-jet φ for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.10: Charm-jet pT for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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Figure B.11: Charm-jet η for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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Figure B.12: Charm-jet φ for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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Figure B.13: Muon pT for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.14: Muon η for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.15: Muon φ for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.16: Muon pT for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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Figure B.17: Muon η for the 1-jet (left) and 2-jet (right) bins in the SS sample.
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Figure B.18: Muon φ for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.19: ∆R(jet, µ) for the 1-jet (left) and 2-jet (right) bins in the OS
sample.
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Figure B.20: pµT /p
charm−jet
T for the 1-jet (left) and 2-jet (right) bins in the OS

sample.



Appendix B. W+c control plots in OS and SS 167

)µ R(jet, ∆
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

E
nt

rie
s 

/ 0
.0

25

0

500

1000

1500

2000

2500

3000

3500 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

D
at

a/
M

C

0.5

1

1.5

(a)

)µ R(jet, ∆
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

E
nt

rie
s 

/ 0
.0

25

0

500

1000

1500

2000

2500

3000

3500 Data 2012
QCD

cWc
bWb

diboson
W+light-jets
Z+jets
tt

single top
W+c
stat. unc.

 -1 L dt = 20.3 fb∫ = 8 TeV, s

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

D
at

a/
M

C

0.5

1

1.5

(b)

Figure B.21: ∆R(jet, µ) for the 1-jet (left) and 2-jet (right) bins in the SS
sample.
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