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Preface

Curiosity is one of the main features which characterises the human kind. The first

civilisations were already inquiring the nature in order to have a better understanding

of the universe, for example by studying the motion of the stars. During the last few

centuries, the curiosity gave rise to modern science, while the development of technologies

provided to scientists advanced equipments, used to push further and further the limits

of our knowledge of the universe. The XX century was one of the most successful age

for science. In physics, one of the most important achievements obtained in this period

is the formulation of the Standard Model of particle physics (SM), a theoretical model

which describes the properties and the interactions between the elementary particles

which constitute the ordinary matter.

Nowadays we know that the base components of the universe are the so-called fermi-

ons and that they interact through four different forces: strong, weak, electromagnetic

and gravitational force. Only the first three forces are relevant at a very small scale and

they fully determine the interactions between elementary particles. The gravitational

force becomes relevant at very large scales and it regulates the motion of macroscopic

objects like planets, stars and galaxies. The Standard Model incorporates all these in-

teractions (with the only exception of the gravity) into a coherent framework, based on

quantum field theory. In the last decades many experiments have been set up in order

to verify its predictions and to measure and constrain its 19 free parameters. So far, the

prediction power of this model is outstanding. All the particles foreseen by the Stand-

ard Model have been experimentally observed and many of their characteristic quantum

numbers have been measured. At the end of the XX century only one particle, predicted
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by the SM, was not yet observed by any experiment: the Higgs boson. Last year a

new particle, compatible with the Higgs boson, has been observed at the Large Hadron

Collider (LHC), a proton-proton synchrotron operating at CERN laboratory. This ob-

servation is now confirmed with a significance higher than the 5σ required to claim the

discovery. If all the measured properties will be in agreement with the prediction of the

SM, then this discovery will add one of the most important missing pieces to the SM

puzzle.

Despite of the remarkable success of the Standard Model and the incredible accur-

acy of all its predictions, there are still many open questions which are not possible to

address within this model. The first problem, partially mentioned above, is represen-

ted by the impossibility to include the gravity in a fully coherent quantum field theory.

This aspect sets an upper limit on the energy range where the SM can provide reliable

predictions; indeed approaching the Planck scale (O(1019) GeV) quantum-gravity effects

become relevant and new physics is expected to appear close to this scale. Such a large

difference between the cut-off scale and the electro-weak scale, together with the large

mass difference between quarks and leptons of different generations, represents yet an-

other aspect which is not natural and that is not accounted for in the Standard Model.

This is known as the Hierarchy problem. Another problem, still related to the very high

cut-off scale with respect to the electro-weak scale, is known as the fine-tune problem. In

this case, the issue appears in the one-loop corrections to the Higgs boson mass, which

are quadratically divergent with the cut-off scale. The observed mass of the Higgs boson

is the difference between the Lagrangian parameter and its counter-term which includes

all loop and radiative corrections. To bound the observable Higgs boson mass at the

EW scale, the precision of the cancellation between the bare mass and the counter-term

has to be of several orders of magnitude. In addition to these aspects concerning the

Standard Model theory, there are also several experimental observations which suggest

the presence of new physics beyond the Standard Model. Among them we can quote here:

the anomaly observed in the rotational curve of galaxies, which suggests the presence of

dark matter, the accelerating inflation of the universe, which can be explained only by

hypothesising the existence of a dark energy which is responsible or such acceleration,
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and the matter-antimatter asymmetry in the universe.

To find an answer to these questions where the Standard Model fails, many theor-

ies beyond the Standard Model have been developed in the last decades. One of the

most complete and attractive extensions of the Standard Model is represented by a set

of models known as Supersymmetric model (SUSY models). These models are based on

a generalisation of the Poincaré group, known as supersymmetry, that connects fermions

with bosons. The minimal model that is based on supersymmetry and that includes the

SM is the Minimal Supersymmetric Standard Model (MSSM). In this model the super-

symmetry associates to each standard model fermion a boson and vice-versa, constructing

complete supresymmetric representations, the supermultiplets. The Standard Model, as

well as its supersymmetic extensions, will be summarised in Chapter 1.

The search for super-particles has been one of the most important points of the

scientific program of all the most recent high energy physics experiments. Also the

ATLAS experiment, which is one of the experiments operating at the LHC, has a wide

programme dedicated to searches for supersymmetric particles. This experiment will be

described in details in the Chapter 2 which will conclude the first part of this thesis.

The analysis, which will be presented in the second part of this thesis and which

represents the main part of my doctorate research project, has been developed as part

of the ATLAS searches for SUSY particles. This analysis, referred in the following as

“zero lepton analysis”, is designed to search for the super-partners of quarks and gluons

in fully hadronic final states with large missing transverse momentum. Motivations for

this choice will be discussed in Chapter 3.

New physics is expected to appear as an excess of events above the expectation assum-

ing only the Standard Model. For this reason it is extremely important to develop robust

techniques able to provide a reliable estimate of the SM backgrounds processes. The

methods used by the zero lepton analysis to estimate the backgrounds will be described

in Chapter 4, in the context of the analysis of the first data set acquired in 2010–2011

by the ATLAS detector in p-p collisions at 7 TeV of energy in the center of mass. A lot

of studies, dedicated to improve the performance of the zero lepton analysis, will be also

presented in this chapter. The results of the analysis will be shown and the benefits on
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the final results, arising from the design and development studies, will be illustrated.

In the last chapter (Chapter 5), the most recent results of this analysis, based on the

full luminosity collected by ATLAS in 2012/13 data taking at
√

s = 8 TeV, will be finally

presented.



Part I
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Chapter 1

Theory and motivations

The desire to understand the most fundamental mechanisms of nature has always motiv-

ated scientists to develop new and more general theories and models. In particle physics

the most successful theory is the Standard Model of particle physics (SM). It is possible

to identify two main baseline principles that inspire this model:

• simplicity : it uses the minimal number of particles and parameters needed to ex-

plain and describe the phenomenology observed in the experiments,

• symmetries : the common experience suggests that symmetries are part of the in-

nermost structure of the nature.

The most ambitious target of physics is to find a model able to provide a coherent and

unified description of all possible interactions known in nature: gravitational, strong,

weak and electromagnetic interaction. Nowadays only the last three interactions are

embedded in an common theory (the standard model of particle physics), while Einstein’s

General Relativity provides a description of the phenomenology where gravity is the

dominant force. Several efforts have been done during the last decades to find a unified

theory which is able to also include the gravitational force and they are still ongoing, but

a complete coherent theory is still missing.

Despite of the outstanding accuracy of all predictions of the SM, in particular re-

garding the phenomenology observed in particles colliders, there are still many aspects,

7



1.1 The Standard Model 8

related to the experimental measurements and to the theory itself, which do not find an

exhaustive explanation within this theory. Several models beyond the SM have been de-

veloped in order to address some of these aspects. Among them one of the most promising

frameworks, which predicts new physics beyond the SM one, is known as supersymmetry

(SUSY). This theory is based on the same principles which constitute the base for the

SM and it incorporates the SM itself. In this framework the Poincaré group of the SM is

extended by by including a new symmetry, the supersymmetry, which exchanges fermions

with bosons and vice-versa.

A complete description of the SM and of SUSY models is far from the goals of this

thesis. In the rest of the chapter, the two theories are shortly summarised, highlighting

the main aspects which constitute the motivations for this thesis.

1.1 The Standard Model

The Standard Model of particle physics is currently the most successful model which de-

scribes all the known fundamental particles and their interactions with an extraordinary

precision.

The components of this model are point-like fermions which constitute the ordin-

ary matter. The interaction between fermions occurs by exchanging bosons, known

as gauge bosons, which are the force carriers of the three interactions included in the

model: strong, electromagnetic and weak interaction. The SM is a Quantum Field The-

ory (QFT), embeds the Quantum Chromo Dynamics (QCD), the theory describing the

strong interaction, and the unified electro-weak theory proposed by Glashow, Weinberg,

and Salam [1–3].

The dynamics and the interactions in the standard model are fully determined by a

scalar function called Lagrangian (L) which is a function of the particles fields and of

their derivatives. The equations of motion can be obtained by a variational principle

which involve the first variation of the action S, analogous to the classical Hamilton’s

principle.

The SM, as gauge theory, is based on a set of local continue symmetries which determ-
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ine the group structure of the model. The symmetries play a central role in determining

many features of the model: on one hand they define, by Noether’s theorem, the con-

served quantities of the theory, on the other hand they give rise to the gauge bosons

which arise naturally from the underlying symmetries.

1.1.1 Symmetries and force carriers fields

The complete symmetry group structure of the SM is defined as:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1)

where SU(3)C in (1.1) represents the colour symmetry of the strong interaction described

by the QCD and SU(2)L ⊗ U(1)Y is the gauge group of the unified electro-weak theory

composed by the weak isospin or chiral symmetry ( SU(2)L ) and the weak hypercharge

symmetry ( U(1)Y ). In order to explain how the group structure can determine the basic

properties of the interactions, as well as the fields of force carries, here follows the simple

case of a theory which is symmetrical under local phase transformation. An example

of a such theory is Quantum Electro Dynamic (QED), which is symmetrical under U(1)

transformations. This simple case will be later extended to more complex symmetry

groups.

In a quantum field theory the fermions are represented by four-component complex

fields ψ which satisfy, in the non-interacting case, the Dirac equation:

(
i/∂ −m

)
ψ = 0, (1.2)

where: /∂ = γµ∂
µ, γµ are 4 dimensions matrices that generalise the Pauli matrices and

the index µ runs from 0 to 3. The Lagrangian Lψ for the non-interacting theory can be

written as

Lψ = ψ̄
(
i/∂ −m

)
ψ . (1.3)
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The Lagrangian defined in (1.3) is invariant under a global phase transformation but it

is not invariant under local phase transformations of the field ψ:

ψ → ψ′ = e−iα(x)ψ (1.4)

Lψ → L′ψ = Lψ + ψ̄γµψ(∂µα)

It is possible to restore the invariance of (1.3) by introducing a gauge field Aµ which

transforms according to (1.5) and by redefining the derivative as in (1.6):

Aµ → A′µ = Aµ +
1

e
∂µα (1.5)

∂µ → Dµ = ∂µ + ieAµ (1.6)

The new Lagrangian, where we substitute (1.6) in (1.3), is invariant under the trans-

formation expressed by (1.4). In addition, the introduction of the field Aµ, creates in

the Lagrangian Lψ a new term which can be interpreted as an interaction term between

the field ψ and the gauge field: −eψ̄γµψAµ. The gauge field Aµ can be interpreted as

the photon field whose coupling with the fermions ψ naturally arises from the request of

invariance of the Lagrangian under a local symmetry.

Gauge bosons

mass [GeV] spin coupling range [fm]

gluon g 0 1 αS∼ 1 ¡ 1
photon γ 0 1 αEM ∼ 1/137 ∞
W± 80.385 ± 0.015 1

GFm2
p ∼ 1.01·10−5 <2·10−3

Z0 91.1876 ± 0.0021 1

Table 1.1: Gauge bosons of the standard model which are, respectively from the top
to the bottom, the carriers of the strong, electro-magnetic and weak interaction. In the
table, the characteristic numbers of the bosons and of the force carried by each of them
are also listed.

This procedure can be generalised to the more complex and complete case of the
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Ordinary matter

Generations
Colour

T 3 Y
Q = T 3 + Y

I II III left right left right(
u
d

) (
c
s

) (
t
b

)
r,g,b

1
2

0 1
6

2
3

2
3

−1
2

0 1
6

−1
3

−1
3(

νe
e−

) (
νµ
µ−

) (
ντ
τ−

)
−

1
2

0 −1
2

0 0

−1
2

0 −1
2
−1 −1

Table 1.2: Gauge quantum numbers of all fermions included in the standard model of
particle physics. Each quark is a colour triplet (red, green, blue), while T 3, Y and Q
are respectively the third component of the weak isospin, the weak hypercharge and the
electrical charge.

SM. From the SU(3)C symmetry, which is proper of the QCD, by using an analogous

procedure, it is possible to generate 8 coloured fields associated with the 8 generators

of the symmetry group and their interaction with the quarks fields. These fields can

be interpreted as gluons, which are the carriers of the strong interaction. Instead, the

electro-weak symmetry group SU(2)L ⊗ U(1)Y , produces 3 fields ( ~W ), two charged

(W±) and one neutral (W 0), associated to the 3 generators of SU(2)L and an additional

neutral field (B0) which arise from the U(1)Y symmetry. The mixing of the two neutral

fields, defined by a characteristic mixing angle (θW ), produces the physical Z0 field, the

carrier of the weak neutral current, and the photon field. The remaining two charged

fields are associated to the W±, which is the carrier of the weak charged current.

The complete list of gauge bosons which arises from the underlying symmetries as-

sumed in the SM and their characteristic quantum numbers is in Table 1.1. To complete

the picture of the SM particle content, in Table 1.2 all fermions present in the theory

are listed. While the force carriers are direct consequences of the underlying symmetries,

the number of generations of fermions is a free parameter. Nowadays there are clear

evidences of the existence of 3 generations of quarks and 3 generations of leptons , while

tight bounds exist on the presence of any additional generation of fermions.
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1.1.2 The problem of the masses and the Higgs mechanism

From the experiments, it is well known that the gauge bosons which mediate the weak

interactions are massive, while those mediating the strong and the electromagnetic inter-

actions, the gluons and the photon, are massless. It is in principle possible to generate

the mass of all fermions, by including in the Lagrangians “by hand” mass terms for ex-

ample of the form mf ψ̄fψf . This ad hoc solution implies that the SU(2)L symmetry is a

broken symmetry. Indeed the mass terms included in the Lagrangian violate the chiral

symmetry which can be restored as exact symmetry only in the limit of null masses.

A mechanism able to provide masses to the vector bosons preserving the symmetry

in the high energy limit and the re-normalisability of the theory was proposed by Higgs,

Rout and Englert. The idea is to introduce in the model a scalar doublet of SU(2)L, also

known as Higgs doublet:

Φ =

(
Φ1

Φ2

)
and in the electro-weak Lagrangian an additional part involving the scalar doublet which

is symmetrical under SU(2)L:

LΦ = DµΦ†DµΦ− V
(
Φ†,Φ

)
(1.7)

where :

V
(
Φ†,Φ

)
= µ2Φ†Φ + λ

(
Φ†Φ

)2
(1.8)

For µ2 < 0 the potential V
(
Φ†,Φ

)
has the functional form shown in Figure 1.1 and the

scalar doublet assume a vacuum expectation value different from zero. While the Lag-

rangian stays symmetrical under SU(2)L, the particular choice of the vacuum expectation

value of the scalar doublet spontaneously breaks the chiral symmetry. With this mech-

anism the vector bosons gauge fields obtain a non null mass through the interaction with

the Higgs field.

The choice to introduce only one scalar doublet is not the only possibility but it

constitutes the minimal choice in order to allow the spontaneous symmetry breaking

mechanism and to provide masses to the vector bosons. Nevertheless it is always possible
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Figure 1.1: Representation of the functional form of V
(
Φ†,Φ

)
for a choice of λ > 0, in

order to ensure that the potential has a lower bound, and µ2 < 0.

to extend the minimal version of the SM by introducing a more complex Higgs sector,

but all these extensions are beyond the intent of this chapter and will not be further

mentioned in the following.

The Higgs mechanism, in addition to generate massive vector bosons, predicts the

existence of an additional massive boson: the Higgs boson. Searches for this particle

have been carried out without any success in the last 20 years, involving several ma-

chines and experiment in particular Aleph [4, 5], Delphi [6, 7], Opal [8] and L3 [9] at

the Large Electron-Positron collider (LEP) [10] and CDF [11, 12] and D0 [13, 14] at the

Tevatron collider [15]. At the end of 2011 the ATLAS and the CMS collaboration, whose

experiments are operating at the Large Hadron Collider ( LHC ), the new proton-proton

collider built at CERN, claimed for the first time the evidence of an excess of events com-

patible with the Higgs boson production. The evidence has been subsequently confirmed

also by CDF and D0 collaborations who observed a broad excess of events in the same

mass range. On July the 4th of 2012 the ATLAS and CMS collaboration presented the

discovery of a new boson with a mass around 125 GeVproducing an excess with a signi-
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Figure 1.2: Left: summary plot showing the excess of events observed by the CMS
collaboration in the di-photon invariant mass which can be interpreted as Higgs boson
production with the Higgs boson decaying in a pair of photons. Right: ATLAS collabor-
ation local p-value plot of the background only hypothesis compared with the hypothesis
of Higgs boson production (black dashed line with the blue band showing the uncertainty)
in function of the Higgs boson mass. Both plots shows a clear excess with a significance
close to 6σ compatible with a production of an Higgs boson-like particle with a mass
close to 125.5 GeV.

ficance higher then 5σ above the SM expectation without considering the Higgs boson

production Figure 1.2.

Further studies have been carried out by both the collaborations in order to assess

whether the new particle is actually the Higgs boson predicted by the SM. For this pur-

pose measurements are ongoing to determine the coupling of this new particle to the

other SM particles. Additional measures, which are very important to determine the

nature of this new resonance, are targeting the measurement of the spin of the new

particle. According to the SM, the Higgs boson is a massive boson with spin equal

to 0. Already from the first observations in the di-photon channel, it was possible to

exclude all not integer spin hypothesis and the spin-1 case. Both collaboration are cur-

rently carrying out dedicated studies in order to prove that the spin of the observed
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Figure 1.3: Top row: measurement of the signal strength defined as the ratio between the
number of observed signal event over the number of expected events in the hypothesis of
a SM Higgs boson with a mass of 125 GeV. Bottom right: mass measurement of the new
resonance using data from the di-photon channel and from the 4 lepton channels where
it is possible to fully reconstruct the resonance. Bottom left: measurement of the JP

of the new particle published by the ATLAS collaboration. On the left are shown the
results of the comparison between 0+ and 2+ hypothesis using the log likelihood ratio
test ( q = log [L (0+) /L (2+)] ), while on the right the results of the comparison between
0+ and 0− hypothesis are shown. Data are in favour of the 0+ hypothesis.
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particle is exactly equal to 0 and to exclude other hypotheses like for example the pos-

sibility of a spin 2 particle which is not a priori excluded by the observed decay modes.

Both the ATLAS and CMS collaborations are constantly presenting updated results on

the latest measurements of the properties of the new particle. The mass of the res-

onance is already known with a good precision: the ATLAS collaboration has meas-

ured a mass equal to 125.5± 0.2 (stat.)± 0.6 (syst.) GeV, which is in agreement, within

the experimental uncertainties, with the one measured by CMS collaboration which is

125.7 ± 0.3 (stat.) ± 0.3 (syst.) GeV. As shown in Figure 1.3, all the most recent meas-

urements are in agreement with the prediction of the SM. The branching fractions for

the Higgs boson decay are close, within the experimental uncertainty, to those predicted

by the SM. The most recent preliminary results on the measurement of the spin of the

new boson are also showing a preference for a 0+ (JP ) state, which is compatible with

the SM prediction.

1.1.3 Physics beyond the standard model

Despite the outstanding predictive power of the standard model, which has been able

to predict with an incredible precision many the experimental results during the last 30

years, there are still many open questions which are not possible to address within the

SM.

We know that the SM needs to be extended to a more general theory in order to

properly describe phenomena at the very high energy scale. Indeed, approaching the

Planck scale, defined as MP =
√
~c/GNewton ' 1.22 · 1019 GeV, the quantum-gravity

effects cannot be neglected and a new theory which incorporates all the four fundamental

forces is needed. Recent studies, presented in [16] (Figure 1.4), show that, if the new

boson discovered at the LHC is the standard model Higgs boson, new physics may occurs

at an energy scale around 1010 − 1012 GeV to protect the SM potential from turning

negative, which would cause the instability of the theory.

Besides this theoretical constraint to the validity of the SM at the very high energy

scales, it is possible to give qualitative arguments in favour of the existence of new physics

beyond the SM, even at lower energy scales. It is a fact that there are many different
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phenomena occurring from the eV scale, e.g. the atomic shell transitions processes, to the

hundreds of GeV of the electro-weak processes. In the whole history of particle physics,

every time a new experiment was scanning a slightly higher energy range it was looking

above a new threshold where new phenomena and, sometimes, also new physics were

appearing. In this sense, it would be very un-natural to have a “desert” which extends

for more than 8 orders of magnitude, from the electro-weak scale to the instability scale

for the SM potential.

Figure 1.4: The instability scale ΛI at which the SM potential becomes negative as a
function of the Higgs boson mass (left) and of the top mass (right). The theoretical error
is not shown and corresponds to a 1 GeVuncertainty in the Higgs boson mass.

A more concrete problem, still related to the very large difference between the electro-

weak scale and the cut-off scale, involves the newly measured Higgs boson mass. In the

SM the Higgs boson’s bare mass receives a correction at loop level from each particle

which directly couples with the Higgs boson field. For example for a fermion f which

couples to the Higgs through a term in the Lagrangian −λfHf̄f , the Higgs boson bare
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f
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H

Figure 1.5: Diagrams responsible of the one loop corrections to the bare Higgs boson
mass.

mass gets a correction ∆m2
H

∆m2
H ∝

∫ Λ

0

d4k
k2 +m2

f(
k2 −m2

f

)2 ∝ Λ2 (1.9)

where Λ is a cut-off scale set to regularise the ultraviolet divergency of the integral and

can be interpreted as the energy scale where the SM alone ceases to be valid and new

physics is expected to appear.

In general the Higgs boson mass receives corrections at the 1-loop level by the three

diagrams shown in Figure 1.5, whose corresponding terms are proportional to:

fermion loops : − 3

8π2
λ2
fΛ

2 (1.10)

gauge bosons loop :
9

64π2
g2Λ2 (1.11)

higgs boson self coupling loop :
1

16π2
λ2Λ2 (1.12)

In order to match the Higgs boson mass to the measured one at the electro-weak scale

and to avoid huge corrections to all other standard model particles coming from their

coupling with the Higgs boson, a fine-tuning is necessary among the ∆m2 corrections to

the Higgs boson mass. Since each term in (1.10)-(1.12) is ∝ Λ2, setting the cut-off scale

to the one proposed in [16] Λ ∼ 1011 GeV, then cancellations are needed between the

different terms with an accuracy of 10−20 GeV.
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Figure 1.6: Loop diagrams series responsible for the re-normalisation to the electrical
charge e in the QED.

One more hint which suggests the presence of new physics at an energy scale lower

than the Planck one, can be found in the running of the coupling constant. In the SM, by

re-normalising the charges including loop corrections, it is possible to obtain functional

dependencies of the gauge coupling constants from the energy scale Q. For example for

the QED the bare electrical charge e0 gets corrections from the loop diagrams shown in

Figure 1.6. At the leading logarithm approximation the re-normalised electro-magnetic

coupling αEM dependence on the energy scale is expressed by eq. (1.13).

αEM
(
Q2
)

=
αEM (µ2)

1− αEM (µ2)
3π

ln
(
Q2

µ2

) (1.13)

The same can be done for the 3 gauge couplings in the SM, g3, g2, g1, corresponding to

the SU(3), SU(2), and U(1) factors, respectively. When extrapolating them it is clear

that they do not intersect in a single point, see Figure 1.7. However, they get all very

close in a region around 1015 GeV. This can be interpreted as the possibility that, at

this energy scale, the 3 interactions of the SM unify in a larger symmetry group (as,

for instance, SU(5) or SO(10)). According to the Grand Unification Theory (GUT), the

couplings should merge exactly in one point. For this reason, in this scenario, new physics

is expected to appear at an energy scale between the electro-weak scale and the GUT

scale in order to modify, through the loop contributions, the running of the coupling

constants.

In addition to these theoretical issues which do not find a complete answer within the
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Figure 1.7: Extrapolation of the gauge
coupling constants α1 (hypercharge coup-
ling), α2 (weak interaction) and α3

(strong interaction) as function of the en-
ergy scale Q. The calculation is based on
the re-normalisation group equation of the
standard model [17].

SM, there are also many experimental observations which cannot be explained without

assuming the presence of physics beyond the SM. The first problem is represented by

the abundance of matter over antimatter in the present universe. The mechanism which

generate this primordial asymmetry is nowadays unknown. Nevertheless Sakharov iden-

tified three conditions that the process responsible for the observed asymmetry must

satisfied [18]:

• baryonic number violation

• C- and CP- discrete symmetry violation

• to occur out of thermal equilibrium

The first condition is obviously needed in obtain the excess of baryons over the anti-

baryons, while the second one ensures that an hypothetical equivalent process which pro-

duces more anti-baryons than baryons, would not counterbalance exactly the baryon/anti-

baryon numbers. These two conditions alone are not sufficient to grant the large asym-

metry; indeed, if this interaction would occur at the thermal equilibrium, the CPT

theorem would ensure the existence of a process able to compensate the asymmetry
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Figure 1.8: Galactic rotation curve for
NGC 6503 showing disk and gas contri-
bution plus the dark matter halo contri-
bution needed to match the data. [19].

re-establishing the equilibrium. For this reason, it is needed that the interaction respons-

ible of the asymmetry between baryonic matter and anti-matter must occurs out of the

thermal equilibrium. In the SM there exists mechanisms (for example the electro-weak

baryogenesis) which satisfy all these conditions but it is very difficult to obtain a rate

high enough to explain the current observed abundance of matter over anti-matter.

The asymmetry between matter and anti-matter is not the only observation which

cannot be explained within the SM. Many measurements show a large miss-match between

visible mass and gravitational mass in astrophysical objects like galaxies and clusters of

stars and galaxies. This difference in mass is attributed to the presence of a non-luminous,

non-absorbing, very weakly interacting massive matter known as dark matter. The most

striking evidence of the existence of the dark matter comes from the rotational speed

curve of the visible object in a galaxy Figure 1.8. The rotational speed of an object in

a stable orbit is proportional to
√
M (r) /r where M (r) /r is the mass contained in the

orbital radius r. Thus, the speed of an object in orbit at r1 > rmaxvisible galaxy should decrease

as 1/
√
r1. Instead, measurements show that the speed is approximatively constant as

a function of the distance from the centre of the galaxy and this can be explained only

assuming the existence of dark halo which extends also outside the visible radius of the

galaxy with a density function ρ (r) ∝ 1/r2. There are many other measurements which
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all indicate the existence of dark matter, such as the anisotropy of the Cosmic Microwave

Background (CMB) or the gravitational lents effect from galaxy clusters.

These theoretical and experimental aspects, together with many others, constitute

already a very strong motivation in support to the hypothesis of the existence of new

physics beyond the SM.

1.2 The Supersymmetric theories

The supersymmetric models (SUSY) are some of the most well motivated and natural

extensions of the SM [20–28]. They postulate the existence of an additional symmetry,

the supersymmetry, which transforms bosons into fermions and vice versa. Through

the supersymmetry it is possible to associate to each SM fermion a bosonic partner,

and to each boson a fermionic partner, generally called superpartner. In literature, the

superpartners of the SM fermions have the same name of their SM partner with an

additional “ s- ” at the beginning, while the superpartners of the SM gauge bosons take

the suffix “ -ino ”. For example, according to this naming convention, which will be

extensively used in the following, the superpartner of the top quark is known as stop

while the superpartner of the gluon is known as gluino.

In this section an overview on SUSY theories is presented. As well as for the SM in

the previous section, only the baseline structure of a supersymmetric theory is presented.

A detailed description is beyond the target of this section and can be found, for instance,

in [29].

1.2.1 The Supersymmetry

SUSY models are an extension of the SM which introduces a new symmetry connecting

fermionic states to bosonic states. In a quantum field theory it is possible to associate

to this new symmetry an operator O which is the generator of the symmetry. In order

to allow transitions between particle states which differ by semi-integer values of spin,

O has to be an anti-commuting spinor which satisfies the algebra defined by following
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commutation and anti-commutation rules:{
Oa,O†b

}
= −2σµabPµ (1.14)

{Oa,Ob} = 0 ,
{
O†a,O†b

}
= 0 (1.15)

[Oa, P µ] = 0 ,
[
O†a, P µ

]
= 0 (1.16)

where a and b are the spinor indices, σµ is a vector made by the identity and the Pauli

matrices (1, ~σ) and P µ is the four-momentum generator of the space-time translations.

The particle states connected by the supersymmetry are identified as super-partners and

they are part of a super-multiplets which constitute the irreducible representation of the

supersymmetric algebra. The total number of single particle states, which is possible

to group in a super-multiplet, is not fixed by the theory but the ratio between the

bosonic degrees of freedom and the fermionic degrees of freedom has to be equal to

one in each super-multiplet. This means that the minimal content of a super-multiplet

is a Weyl fermion, with 2 helicity states, and a complex scalar field. It is possible

to define higher dimensional super-multiplets by including additional independent pair

of generators Oi and O†i but in the following only a model with the minimal particle

content, known as Minimal Supersymmetric Standard Model (MSSM), will be considered.

Another important consequence of this algebra is that, since the squared-mass operator

P 2 commutes with all the supersymmetry generators, then all the members of a multiplets

must have the same eigenvalues of the operator P 2 which means that they have degenerate

masses. Analogous conclusions come from the commutativity between O and O† with

all the generators of the gauge groups of the SM, therefore members of a super-multiplet

must also have the same set of quantum numbers with the obvious exception of the spin.

With these first few considerations it is already possible to determine the complete

particles content of a SUSY theory, attributing to each SUSY particle its proper quantum

number as shown in Table 1.3.

A first evident difference in the MSSM with respect to the SM appears in the Higgs

sector. By considering only one standard model Higgs doublet, its super-partner has to
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Super-multiplet Fermions Bosons
name symbol spin symbol spin

quarks, squarks
Q qL 1/2 q̃L 0

ū q†L 1/2 q̃∗L 0

d̄ q†L 1/2 q̃∗L 0

leptons, sleptons
L (`, ν) 1/2

(
˜̀, ν̃
)

0

ē e†R 1/2 ẽ∗L 0

higgsinos ,Higgs bosons
Hu

(
H̃+
u , H̃

0
u

)
1/2 (H+

u H
0
u) 0

Hd

(
H̃0
d , H̃

−
d

)
1/2

(
H0
d , H

−
d

)
0

gluino, gluon g̃ 1/2 g 1

wino, W bosons W̃±,W̃ 0 1/2 W±,W0 1

bino, B bosons B̃0 1/2 B0 1

Table 1.3: Super-multiplets of the MSSM. The quarks and leptons super-multiplets has
to be extended for 3 generations. The spin zero fields are complex scalars, while the
spin 1/2 fields are two components Weyl fermions. The Higgs sector is extended to two
doublets with respect to the SM where only one doublet is present.

be a Weyl fermion with weak hypercharge either equal to 1/2 or -1/2. The introduction

of this additional fermion alone would spoil the anomalies cancellation which naturally

occurs in the SM, causing the inconsistency of the theory at the quantum level. In order

to restore this consistency and to cancel the gauge anomalies, an even number (at least

2) of chiral super-multiplets are needed in the Higgs sector of the MSSM. Regarding the

gauge sector of the MSSM, this is a natural extension of the gauge sector of the SM. The

super-partner of the carriers of the strong interaction is a spin 1/2 colour octet known

as gluino (g̃). As well as in the SM electro-weak sector, also in the MSSM there are four

boson fields ( ~W and B0 ) associated with the SU(2)L ⊗ U(1)Y group generators and

their fermionic super-partners W̃±, W̃ 0 and B̃0 called respectively winos and bino.
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1.2.2 The supersymmetric Lagrangian

In SUSY, as well as in all quantum field theories, it is possible to express the whole

phenomenology and all the properties of the model through a scalar function called

Lagrangian which depends on the fields and on their derivatives. It is possible to build

the supersymmetric Lagrangian for the MSSM proceeding in analogy to the case of the

SM. It has to contain a kinetic term

Lkin = Lchiral + Lgauge (1.17)

where Lchiral contains the kinetic terms for the chiral super-multiplets with the ordinary

derivative replaced by the gauge covariant derivative and Lgauge is the Lagrangian for the

gauge fields which is function of the Yang-Mills tensor and the covariant derivative for the

gauginos fields. This term already includes, through the gauge covariant derivative, all

gauge interactions between chiral super-multiplets and gauge fields and the gauge fields

self-interactions. To these terms, which come directly from the underlying symmetries of

the model, it is possible to add other terms which are invariant under supersymmetric

transformations. These additional terms are grouped in a super-potential, which has to

be added to eq. (1.17). For the MSSM it reads as

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd (1.18)

where the super-multiplets are expressed by using the same notation presented in Table 1.3

(generation and colour index are suppressed) and yi (i=u,d,e) are 3x3 complex matrices

describing the Yukawa couplings. In the super-potential it is possible to distinguish 3

terms: in the first one, the quarks get a mass through the Yukawa coupling with the

Higgs fields, in the second one, the leptons couple to the Higgs gaining mass and, the

last one, known as µ-term can be interpreted as the mass term for the Higgs field.
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1.2.3 The R-parity

The Lagrangian, as expressed in (1.17), with the inclusion of the super-potential (1.18), is

the minimal formulation of the MSSM Lagrangian. It is still possible to add other terms

which are still invariant under the supersymmetry and under all the other symmetries of

the model, such as

W∆L=1 =
1

2
λijkLiLj ēk +

(
λ
′
)ijk

LiQj d̄k +
(
µ
′
)i
LiHu (1.19)

W∆B=1 =
1

2

(
λ
′′
)ijk

ūid̄j d̄k (1.20)

where the index i, j, k run over the generations and the sum over the repeated index is

assumed. These two additional terms of the super-potential are allowed by the theory

since they do not violate neither the supersymmetry nor the gauge symmetry of the

model, but they allow processes which violate the lepton number (L) (1.19) and the

baryon number (B) (1.20). Without introducing any additional constraint, the existence

of both these two terms would allow processes which violate B and L conservation with

a rate which is in contrast with the experimental observations. Nonetheless it is still

possible to build a theory which includes these terms by imposing very stringent limits

on the coupling constants λ, λ
′

and λ
′′

or by assuming some suppression mechanism

for these processes. One of the strongest bounds comes from the stability of the proton,

whose average lifetime is constrained by experimental measurements to be larger than

1032 years. With the inclusion of both terms in (1.18)-(1.20), the proton would decay

through processes as the one shown in Figure 1.9. The average lifetime of the proton,

assuming unitary couplings, would be less than a second which is clearly in contrast

with the measured value. In order to be consistent with the current limits, the coupling

constant should be of the order of O(10−13). Such a small value is not natural with

respect to all other known coupling constant and in general a strong suppression of a

process is often related to the existence of a symmetry which imply a conservation rule.

Consequently, it is possible to include in the model a new symmetry which forbids terms

which violate B or L conservation. One possibility is to consider the R-parity, a discrete
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Figure 1.9: Feynman diagram responsible for the proton decay in the MSSM. The up and
down quarks can couple with a strange or bottom squark via ∆B = 1 couplings (λ

′′
112

or λ
′′
113). The squark can subsequently decay into a positron and up quark via ∆L = 1

couplings (λ
′
112 or λ

′
113). The index i in the diagram runs over the second and the third

generation depending whether the decay is mediated by a strange or a bottom squark.

symmetry whose conserved quantum number is defined as:

PR = (−1)3(B−L)+2s (1.21)

According to the definition (1.21) all the SM particles have PR = +1 while all super-

particles have PR = −1. In order to build a Lagrangian which is invariant under R-parity,

each term in the Lagrangian has to have the total PR = +1. Therefore it is immediately

clear that all the terms in (1.19) and (1.20) violate the R-parity and than they are

forbidden in the MSSM R-parity conservation. Instead all terms in (1.17) and in (1.18)

have total PR = +1 and then are allowed.

Another important consequence of the R-parity conservation is that vertices involving

only one sparticle are forbidden; thus a sparticle cannot decay only into SM particles

but its decay products have to contain a lighter sparticle. It follows that the lightest

supersymmetric particle (LSP) must be stable. Since a stable charged particle it is easy

to detect and should have been already observed by many experiments, then, if the

MSSM with R-parity conservation is realised in nature, the LSP has to be neutral and

very weakly interacting.

It is possible to give one more consequence of the R-parity conservation which becomes

particularly important to describe the SUSY phenomenology which can be eventually

observed in a collider experiment. In particle colliders the initial states involve always a
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pair of SM particle, thus the R-parity of the initial state is +1. So from a hard process

involving a pair of SM particle in the initial state, only final states containing a pair

of SUSY particles can be produced. This implication, together with the existence of

the LSP, defines a general event topology which is not common in the SM but can be

symptomatic of a SUSY production. The typical SUSY event in the MSSM, assuming the

R-parity conservation, contains jets and/or leptons from the cascade decay of the original

pair of sparticles produced and a pair of “invisible” particles, the two LSP coming from

the two different decay chains.

1.2.4 Supersymmetry breaking

In the MSSM model which has been presented so far, as mentioned in Section 1.2.1, the

super-partners must have the same quantum numbers of their standard model partners

and in particular all members of a super-multiplet have the same mass. Since there is not

still any experimental observation of any supersymmetric particle, if the supersymmetry

is realised in nature it must be a broken symmetry at the electro-weak energy scale.

Soft supersymmetry breaking

A “näıf” solution to this problem is to include in the Lagrangian mass terms which

explicitly break the supersymmetry still preserving some of the good features of SUSY

LsoftMSSM = − 1

2

(
M3 g̃ g̃ + M2 W̃ W̃ +M1 B̃ B̃ + c.c.

)
(1.22)

−
(

˜̄u au Q̃Hu − ˜̄d ad Q̃Hd − ˜̄e ae L̃Hd + c.c.
)

(1.23)

− Q̃†m2
Q Q̃ − L̃†m2

L L̃ − ˜̄umū ˜̄u† − ˜̄dmd̄
˜̄d† − ˜̄emē ˜̄e† (1.24)

− m2
Hu H

∗
uHu −m2

Hd
H∗d Hd − ( bHuHd + c.c. ) (1.25)

where in (1.22) the gauginos masses M1, M2 and M3 are defined, in (1.23) there are the

trilinear couplings of the scalar fields where the ai (with i=u,d,e) are 3×3 matrix which

play the role of the Yukawa couplings, the (1.24) contains 3×3 mass matrixes mi (with

i=Q,L,ū, d̄, ē) for the sfermions and in the last line (1.25) there are the mass terms for the
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Higgs doublets. This term of the Lagrangian is known as soft supersymmetry breaking

Lagrangian. The soft breaking Lagrangian contains only mass terms and couplings with

mass dimensions. In order to preserve the naturalness of the electroweak scale with

respect to the Planck scale, the common scale (msusy) of the mass parameters and the

coupling constants which appear in LsoftMSSM should be at the most at the TeV scale.

It is possible to reach the same conclusions also by considering that supersymmetric

particle masses will affect indirectly, through loop correction, the SM mass spectrum. In

order to avoid large un-natural cancellations and bound the SM particles mass to the

measured value, the soft SUSY scale should be around the TeV scale. Differently from

the supersymmetry-preserving part of the MSSM Lagrangian, LsoftMSSM introduces a large

amount of free parameters which do not have any correspondent parameter in the SM.

After the electro-weak symmetry breaking, the neutral gauge fields mix to generate

the mass eigenstates Z0, γ and their super-partners zino (Z̃0) and photino (γ̃). Differently

from the SM partners, the Z̃0, γ̃, W̃± are not mass eigenstates. The true mass eigenstates

are given by the mix of the neutral higgsinos fields (H̃0
u and H̃0

d) and the neutral gauginos

fields (B̃0 and W̃ 0). The resulting four mass eigenstates are known as neutralinos and

are denoted by χ̃0
i with “i” running from 0 (for the lightest eigenstate) to 3 (for the

heaviest eigenstate). Similarly, the charged gauginos W̃± are still not mass eigenstates.

They mix with the charged higgsinos fields H̃+
u and H̃−d to generate the mass eigenstates

known as charginos. The gluino, since it is the only coloured fermionic octet, cannot mix

with any other field, gauge eigenstates correspond to the mass eigenstates. The situation

in the squark and slepton sector is slightly more involved. The gauge eigenstates

Q̃up =
(
ũL, c̃L, t̃L, ũR, c̃R, t̃R

)
Q̃down =

(
d̃L, s̃L, b̃L, d̃R, s̃R, b̃R

)
L̃ = (ẽL, µ̃L, τ̃L, ẽR, µ̃R, τ̃R)

ν̃ = (ν̃e, ν̃µ, ν̃τ )

are allowed to mix through a 6×6 (or 3×3 for sneutrinos) mass matrix. The mixing

involves both different flavours of squarks or sleptons, through the matrices mi in (1.24),
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and left- right- handed squarks or leptons, through the matrices ai in (1.23). The pres-

ence of a large mixing between the first two generations of squarks and sleptons is exper-

imentally excluded since it would allow flavour violating processes like µ→ eγ or would

enhance the rate of CP-violation processes like the kaon oscillations processes. Third

generation squark and slepton mixing do not have any experimental constraint which

forbids the gauge eigenstate to have a large mixing in the mass eigenstates. The amount

of mixing as well as the mass difference between the mass eigenstates (t̃1, t̃2), (b̃1, b̃2) and

(τ̃1,τ̃2) depends mainly on the Yukawa couplings with the Higgs field, on the trilinear soft

coupling and on the ratio of the vacuum expectation values of the two Higgs doublets.

Spontaneous supersymmetry breaking

In addition to this simple solution of adding “by hand” mass terms in the MSSM Lag-

rangian that explicitly break the supersymmetry, several spontaneous supersymmetry

breaking mechanisms have been proposed in the last decades. Unlike the SM case, where

it is possible to generate the particles masses through tree-level interaction with the Higgs

boson doublet after that it gets a vacuum expectation value (VEV) different from zero,

in the MSSM it is very hard to generate the mass for all the sparticles just through

tree-level interactions. The procedure used in the SM would bring to non-renormalisable

mass terms for the gauginos and besides it would predict too low masses for the sfer-

mions whose mass would be bound to be smaller than the one of their SM partners,

hypothesis already ruled out by the experiments. If the sparticles cannot obtain mass

from tree-level interactions with the fields responsible of the supersymmetry breaking,

then the soft terms of the MSSM Lagrangian have to arise indirectly. The idea is that

the supersymmetry is broken, independently from the specific breaking mechanism, in a

hidden sector at a very high energy scale. The breaking of the supersymmetry is then

communicated to the MSSM visible sector through some interactions which generate the

soft terms in the MSSM Lagrangian Figure 1.10.

The nature of the interaction which connects the hidden sector to the visible sector

splits the SUSY models into two main branches: Planck-scale-mediated supersymmetry

breaking (PMSB) or gravity-mediated supersymmetry breaking models and gauge-mediated
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Figure 1.10: Schematic representation of the SUSY breaking system. The supersymmetry
is broken in an hidden sector, not accessible. The supersymmetry breaking is transferred
to the visible MSSM sector through some interaction.

supersymmety breaking models (GMSB). In the first family of models, the supersymmetry

is broken at a very high scale, close to the Planck scale MP . As suggested by its name, the

supersymmetry breaking is communicated from the hidden sector to the visible MSSM

sector through the gravitational interaction. In supersymmetric theories which involve

gravity, the gravitational force carrier is the spin-2 graviton with its super-partner spin-

3/2 gravitino. The resulting Lagrangian includes non-renormalisable terms which connect

the visible sector to the hidden sector and which have a functional form analogous to

LsoftMSSM in (1.22). The non-renormalisable part of the Lagrangian has to be suppressed by

powers of the Planck mass MP since it should vanish in the decoupling limit MP →∞. A

popular model belonging to this family is known as mSUGRA (minimal Super-Gravity)

model. In mSUGRA the large amount of parameter introduced by the soft SUSY breaking

Lagrangian is reduced to only five parameters whose relation with the parameters in
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(1.22) is:

M1 = M2 = M3 = m1/2 (1.26)

m2
Q = m2

ū = m2
d̄ = m2

L = m2
ē = m2

0 1 (1.27)

m2
Hu

= m2
Hd

= m2
0 (1.28)

ai = A0 yi with i = u, d, e (1.29)

b = B0 µ (1.30)

where m1/2 and m0 are respectively the gauginos and sfermions common masses at the

Planck scale and A0 is the universal sfermion-sfermion-Higgs trilinear coupling which

multiply the Yukawa couplings matrixes yi. The parameters in (1.30) are often re-

parametrized in function of the ratio of the VEVs of the two Higgs doublets:

tan (β) = 〈Hu〉/〈Hd〉 (1.31)

and the sign of the parameter µ. Despite of these approximations being more convenient

rather than highly theoretically motivated, the simplicity of this model grants a strong

prediction power, making mSUGRA one of the most diffused and known SUSY model.

In GMSB models, the interactions which mediate the symmetry breaking from the

hidden sector to the visible sector, are the standard electro-weak and QCD gauge in-

teractions. The soft terms of the MSSM Lagrangian arise from re-normalisable loop

correction involving a new particle named messenger. On one hand, the messenger in-

teracts with the field responsible for the supersymmetry breaking in the hidden sector,

on the other hand, it interacts with the MSSM particles in loop diagrams though stand-

ard gauge interaction. This interactions transfers the supersymmetry breaking from the

hidden sector, where the breaking mechanism occurs, to the visible sector. While in the

gravity-mediated supersymmetry breaking models the scale where the supersymmetry is

broken has to be close to the Planck scale, in the GMSB models it is allowed to be also

only slightly higher than the electro-weak scale. Another important difference lays in the

nature of the LSP. In GMSB models the gravitino is constrained to be very light and
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it always plays the role of the LSP. The usual mass spectrum of a GMSB model wants

the lightest neutralino to be the next to LSP (NLSP). This has a crucial consequence

in the phenomenology associated to these models: the neutralino decays in SM gauge

bosons and gravitino. This gives striking signatures in collider experiment as for example

excesses in events with 2 photons from the neutralino decay and high missing transverse

momentum from the gravitino.

1.2.5 Implication of SUSY in particle physics and astrophysics

The big success of the supersymmetric theories is not only related to the “beauty” and

the elegance of these theories. By extending the SM with the introduction of the super-

symmetry it is possible to provide natural answers to many of the questions presented in

Section 1.1.3, where the SM alone is not able to provide an exhaustive solution.

The first remarkable consequence, directly arising from the postulate existence of the

supersymmetry, is that the un-broken theory solves completely the fine-tuning problem

on the radiative correction of the Higgs boson mass. Indeed the super-partners would

also contribute to the loops correction to the Higgs boson mass. Their contribution

would result in terms which are analogous to (1.10), (1.11) and (1.12) but with the

opposite sign. Thus in the unbroken SUSY theory, the terms in the Higgs boson mass

radiative corrections proportional to Λ2
UV will exactly cancel out avoiding the need of

any miraculous very precise cancellations among several order of magnitude. Since it is

already known that the supersymmetry, if exists, must be a broken symmetry, then a

some fine-tuning proportional to the difference between the squared masses of particles

belonging to the same super-multiplet is needed also in the MSSM scenarios. On the

other hand, as shown in Section 1.2.4, there are supersymmetry breaking mechanisms

which occur at an energy scale close to the electro-weak scale and this would solve the

naturalness problem. In addition, in such a scenario, the cut-off ΛUV , which regulates

the UV divergencies of the loop corrections to the Higgs mass, would be set to the SUSY

breaking scale rather than to the Planck scale, reducing by several order of magnitude

the need of a fine-tune.

Another surprising consequence of SUSY appears in the running of the coupling
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Figure 1.11: Extrapolation of the gauge
coupling constants α1 (hypercharge coup-
ling), α2 (weak interaction) and α3

(strong interaction) as function of the en-
ergy scale Q (GeV). In the calculation,
based on the re-normalisation group equa-
tion of the MSSM, the sparticles contri-
bution are considered only above the typ-
ical SUSY scale, here set to 1 TeV. The
introduction of the SUSY particle contri-
bution is reflected by the change in the
behaviour which is possible to observe at
log10(Q) ' 3 [17].

constants. By evolving the gauge coupling constants from the electro-weak scale to

higher scales, using the re-normalisation group equation (RGE) in the MSSM framework,

all three coupling constants intersect in one point at about 1016 GeV Figure 1.11. This

feature is not coming from “ad-hoc” tune of the model but it naturally arises as a general

consequence of all supersymmetric models. Gauge coupling unification may just be an

accident, but on the other hand it can be considered as a strong hint in favour of the

grand unification theory. Furthermore, if the intersection point of the coupling constants

is interpreted as the GUT scale, then it also ensures the validity of the RGE from the

electro-weak scale to the GUT scale giving to the SUSY theory prediction power among

several order of magnitude in the energy scale.

The SUSY models with R-parity conservation offer a possible solution to one of the

most enigmatic problems of the modern astrophysics: the dark matter. As explained in

Section 1.2.3 the R-parity is needed to provide a natural mechanism which ensures the

baryonic and leptonic number conservation. Despite its original motivation, it also has

a very important consequence: it predicts the existence of a neutral stable and weakly

interacting particle, the LSP. These features make the LSP one natural candidate for
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dark matter. Since the first formulations of a supersymmetric theory, many works about

the correlation between the different LSP candidates of the various MSSM scenarios with

the dark matter have been published [30–33]. Many possible regions of the MSSM para-

meter space can easily accommodate all the experimental constraints coming from both

collider physics and from astrophysics experiments. All these analyses favour scenarios

characterised by a mass scale from few hundreds of GeV to few TeV. All modern particle

physics experiments are now starting to explore exactly this energy range, pushing their

searches to the TeV scale.

All the aspects presented in this chapter, involving both experimental observations

and theoretical issues, make the supersymmetric theories very attractive and complete

models. The experimental indirect measurements suggest that the SUSY mass scale

should be around the TeV scale which make the search for supersymmetric particles a

very challenging and intriguing part of the physics program of all modern high energy

physics experiments.



Chapter 2

The ATLAS experiment at the LHC

During the recent history of particle physics, the particle accelerating science has de-

veloped advanced collider machines able to explore phenomena at higher and higher

energy scale. The new high energy frontier of the particle physics is represented by the

Large Hadron Collider (LHC) [34], the new proton-proton collider installed and oper-

ating since 2010 at CERN laboratories. This machine is designed to collide protons at

a center of mass energy (
√
s) up to 14 TeV. With respect to the previous hadron col-

lider (Tevatron), which operated in the past 30 years at the Fermi National Accelerator

Laboratory in United States of America, the LHC is able to collide protons at energies

which are higher by one order of magnitude (Figure 2.1). The benefits arising from a

higher center of mass energy can be split in two main branches:

• to explore a new phase space: it is possible to test the standard model predictions

at high energy where new physics may appear

• to observe rare processes : the inclusive production cross sections increase with the

center of mass energy, this allows to enhance the production of rare events such as

Higgs boson production

The physics programme at the LHC is not limited only to the proton-proton collisions

physics, but it includes also heavy ions collisions. This wide physics programme is carried

out by the six experiment installed along the 27 km of the collider ring:

36
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Figure 2.1: Left: evolution of the center of mass energy reached by the particle colliders
during the last 60 years. Right: functional dependence of the inclusive cross section on
the energy of the center of mass for several standard model processes.

• ATLAS and CMS (A Toroidal LHC Apparatus, Compact Muon Solenoid): are the

two general-purpose detectors designed to investigate a wide range of standard

model phenomena as well as new physics

• LHC-b (the Large Hadron Collider Beauty experiment): is a forward detector de-

signed to perform precision b-physics measurements

• ALICE ( A Large Ion Collider Experiment): is a detector dedicated to study the

quark-gluon plasma, a new state of matter, produced in heavy ions collisions, where

quarks and gluons behaves as free particles

• LHC-f and TOTEM (the Large Hadron Collider Forward experiment, TOTal Elastic

and diffractive cross section Measurement): are two small forward detectors de-

signed to detect particles flying with a very small angle with respect to the beam

pipe.



2.1 The Large Hadron Collider 38

In September 2008, during one of first LHC test runs, a failure in the superconducting

magnets connections caused several mechanical damages, involving two sectors of the

collider, and a large leak of liquid helium. Due to this incident, the start-up was delayed

by one year to the autumn 2009 and the energy of the collisions in the center of mass

was reduced from the design energy of 14 TeV to 7 TeV.

2.1 The Large Hadron Collider

Figure 2.2: Accelerator complex at CERN laboratory in Geneva. The final beam
energy,7-8 TeV, is reached through five subsequent acceleration steps.
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The large hadron collider is the final stage of a long chain of accelerating machines

Figure 2.2. The initial boost is given to the protons by a linear accelerator: the Linac2.

The Linac2 injects the protons with an energy of 50 MeV in the Proton Synchrotron

Booster (PSB) where they are further accelerated up to 1.4 GeV. The following two ma-

chines, the Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS), accelerate

the beam up to 25 GeV and 450 GeV respectively in PS and SPS. At this energy, the

protons are ready to be injected in the main accelerating ring: the LHC. The injection

takes approximatively 4 minutes for each beam, then the protons are further accelerated

for the following 20 minutes to reach the maximum energy. In order to accelerate them to

an energy about ten times higher than the injection energy, LHC uses 16 superconductive

radio-frequency cavities, 8 for each beam, able to generate an electric field of 2 MV each.

Along the 27 Km of the LHC circumference are displaced 1232 superconductive dipole

magnets. These magnets are able to generate a magnetic field up to 8.5 T and they are

used to bend the beam trajectory, keeping the protons in a “circular” orbit inside the

accelerator beam pipes. A system of three quadrupoles magnets, named inner triplet,

placed in proximity of the four interaction points on each beam pipe, are used to focus

the beam, squeezing its size from 0.2 mm to few tens of micrometers, resulting in an

increase of the instantaneous luminosity by about two order of magnitude.

It is possible to identify two main run periods which differ each other by the operating

conditions of the LHC. After the re-start up, on 20th of November 2009, LHC operated

at low energy, colliding protons at the energy in the center of mass of 0.9-2.36 TeV for the

four following months. This first test-runs have been used by the experiments to perform

calibrations and some preliminary inclusive measures [35,36]. The first LHC long period

of operations began, after a short shut down, on 30th of March 2010. The first collision

at a center of mass energy of 7 TeV marks the beginning of the physics programme at

the LHC. The machine operated at
√
s=7 TeV until November 2011, when a shut down

period was scheduled for upgrading the LHC to increase the energy of the center of mass

up to 8 TeV. During this first run, referred in the following as 7 TeV run, the operating

conditions of the accelerator had been constantly upgraded. The number of colliding

bunch pairs had been largely increased from the initial 348 to 1331 and the inter-bunch
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time spacing had been significantly reduced from the initial 150 ns to 50 ns. These major

upgrades, together with additional minor improvements, allowed an increase of the peak

luminosity by an order of magnitude up to a maximum of 3.6×1033cm−2s−1 [37]. During

the 7 TeV run, LHC provided to the experiments a total integrated luminosity of 5.5 fb−1.

The second long period of LHC operations began on April 2012. The experience acquired

during the 7 TeV run and few technical improvements in the magnet system allowed to

operate the machine at higher energy, reaching an energy in the center of mass of 8 TeV.

Additional improvements on the focusing of the beam at the interaction points and on

the maximum number of circulating bunches in the LHC ring, resulted in an increase of

the peak luminosity by a factor two with respect to the 7 TeV run. During the 8 months

of collisions at
√
s=8 TeV, in the following referred as 8 TeV run, a total integrated

luminosity of 23.3 fb−1has been delivered both to ATLAS and CMS.

2.2 The ATLAS experiment

The ATLAS detector [38–40] is a multi-purpose detector which is designed to cover a wide

physics program, from the precision measurements of standard model parameters, to the

discovery of the Higgs boson as well as new particles and new phenomena beyond the

standard model. With its height of 25 m and its length of 44 m, ATLAS is the largest

particle detector ever built for a high energy particle physics experiment. Its layout,

whose artistic view is shown in Figure 2.3, is characterised by the cylindrical symmetry

and follows the typical design of a modern detector at a particle collider. The apparatus

is constituted by several sub-systems which are organised in concentrical layers around

the beam pipe. The central cylindrical section, named barrel, is closed at both ends, by

two end-caps which ensure an angular coverage close to a complete solid angle around

the interaction point.

The tracking system constitutes the innermost layer of the detector and for this reason

it is also referred as inner detector (ID). It consists of three independent sub-detectors:

the pixel detector, which surrounds the beam pipe, the Semi-Conducting Tracker (SCT)

and the Transition Radiation Tracker. The inner detector is designed to measure the
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Figure 2.3: Schematic 3D cut-view of the ATLAS detector. The sub-systems are concent-
rically organised around the beam pipe. The innermost part is constituted by the tracking
system surrounded by a solenoidal magnet and the calorimeters. The muon tracking sys-
tem and the toroidal superconductive magnets are disposed in the most outer area of the
detector.

tracks of charged particles produced by the proton-proton the interaction point. It is

embedded in a superconductive solenoid magnet which generates a 2 T magnetic field

parallel to the beam axis. The curvature of the trajectory of the charged particles flying

through the magnetic field, provides the measure of their momentum.

The electromagnetic and the hadronic calorimeters constitute the second layer of the

ATLAS detector. They use a technology based on liquid argon, which ensures an excellent

resistance to the high level of radiation they are exposed to. The calorimeters provide

the energy measure of the charged and neutral particles produced in the collisions with

the only exception of the muons, which can fly through them depositing only a small
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fraction of their energy, and neutrinos.

The outer layer of the ATLAS detector consists of the muon tracking system. The high

precision tracking chambers surround the calorimeter together with the 8 large toroidal

superconductive magnets, which generates an average magnetic field of 0.5 T necessary

to achieve an excellent resolution on the muon momentum measurement. The main

characteristics for the muon spectrometer as well as for all other ATLAS sub-detectors

are listed in Table 2.1.

Detector component Required resolution η coverage
Measurement Trigger

Tracking σpT
/pT = 0.05%⊕ 1% ±2.5

EM calorimeter σE/E = 10%/
√

E⊕ 0.7% ±3.2 ±2.5

Hadronic calorimeter:

barrel and end-cap σE/E = 50%/
√

E⊕ 3% ±3.2 ±3.2

forward σE/E = 100%/
√

E⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT
/pT = 10 at pT=1 TeV ±2.7 ±2.4

Table 2.1: Summary of the most relevant requirements on the performance of the sub-
systems of the ATLAS detector [40].

All the sub-systems are described with a few more details in the following, while a

complete and accurate technical report can be found in [38–40]. The reference frame

which will be largely used in this thesis is known as global ATLAS coordinate frame. It

is a right-handed frame where the x-axis points to the center of the LHC ring, the y-axis

points upwards and the z-axis follows the beam pipe. The origin of the coordinate frame

is set to be coincident with the interaction point. Given the cylindrical symmetry of the

detector, it is often convenient to express the global coordinate frame in term of radial

distance r =
√
x2 + y2, the azimuthal angle φ that lies on the x-y plane and originates in

the x-axis, and the polar angle θ. This last one is often replaced by the pseudo-rapidity

η = −ln [tan (θ/2)].
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2.2.1 The inner detector

Figure 2.4: Schematic views of the inner detector where it is possible to distinguish all
the sub-detectors. This system is composed of pixels, SCT and TRT respectively from
the inner to the outer most.

The inner detector [41], schematically shown in Figure 2.4, is a system of three sub-

detectors which are disposed immediately around the beam axis in a range from a few

centimetres to about one metre. Its special design allows excellent performances in the

pattern recognition, momentum measurement and the primary and secondary vertex

extrapolation. The extreme proximity of this system to the interaction points defines

a set of strict requirements on the speed of operation and on the granularity that the

technologies used in the sub-detectors must fulfill.

The closest detector to the interaction point, the pixel detector [42], covers a radial

distance between 50.5 mm and 150 mm. It is composed of more than 82 million of

silicon 50 µm× 400 µm pixels, grouped in 1744 modules. The modules are arranged in

3 concentric cylindrical layers in the barrel and 3 discs for each of the end-caps which

complete the coverage up to |η| < 2.5. The design is such to provide three spatial point

measures for each track, with an intrinsic resolution of 10 µm and 115 µm respectively in

the r− φ plane and along the z direction for the barrel and in φ and along r in the end-

caps. The innermost layer, called B-layer, at a distance of only 5 centimetres from the
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interaction point, plays a fundamental role in the reconstruction of the secondary vertex

produced from a B meson decay and essentially defines the resolution of its measurement.

The SCT [43, 44] consists of more than 6 million silicon strips, organised in 4088

modules. In the barrel region, its four concentric layers span the radial region between

299 mm and 514 mm. The end-caps are composed by nine disks each and extend the

barrel coverage in η from 1.7 to 2.5. This detector provides four spacial points for each

track in the barrel region with a resolution of 17 µm and 580 µm respectively in the

r − φ plane and along the z direction and in φ and along r in the end-caps. The two-

dimensional point measure is given by a small stereo angle of 40 mrad introduced between

the read-out strips.

The 3+4 spacial points measured by the pixel detector and the SCT are not sufficient

to provide a precise pattern recognition and an accurate momentum measure of the

charged particles produced at the interaction point. With the purpose of achieving the

best resolution on the trajectory it is necessary to measure a large number of points.

Additional 36 points per track are provided by the TRT system [45], which fills the

radial range between 554 mm and 1082 mm and completes the ATLAS inner detector.

The TRT consists of more than 300 thousand straw drift tubes with a diameter of 4 mm

and an intrinsic resolution of 130 µm in the r−φ plane, covering a pseudo-rapidity region

up to |η| = 2.0. In the barrel, the 144 cm long straws are arranged parallel to the beam

axis in 73 layers. Shorter tubes are used in the end-caps and are radially disposed in 14

wheels for each side.

2.2.2 The calorimetry

The precise measure of the jet energy and of the missing transverse momentum are a key

requirements for the ambitious physics programme carried out by the ATLAS collabor-

ation. These measures, as well as the electrons and photons energy measures, relay on

the performance of the ATLAS calorimeters [46, 47]. The ATLAS calorimeter, shown in

Figure 2.5, is composed of three sub-systems: the electromagnetic calorimeter, the had-

ronic calorimeter and the forward calorimeter. In addition to the physics performance

requirements listed in Table 2.1, the design of the calorimeter must be also robust and
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Figure 2.5: Schematic view of the ATLAS calorimetry system. It consists of three sub-
detectors: the electromagnetic calorimeter, the hadronic calorimeter, and the forward
calorimeter.

reliable over many years of operations in a highly radioactive environment.

The electromagnetic calorimeter follows the standard geometry of the ATLAS de-

tector. It has a cylindrical central part, which covers the pseudo-rapidity range |η| <
1.475, referred as ElectroMagnetic calorimeter Barrel (EMB), closed at both ends by

two end-caps, which complete the coverage up to |η| = 3.2, referred as ElectroMagnetic

calorimeter End-Cap (EMEC). The technology used for this calorimeter is based on liquid

argon, which is able to guarantee the requested resistance to the high radiation environ-

ment. Both the EMB and EMEC are sampling detectors which use an accordion-shaped

kapton electrodes and lead absorber plates. The granularity of the sampling varies in

function of the pseudo-rapidity. The finest granularity is realised in the central region

|η| < 2.5, in order to have the best match with the ID tracks. In this sector the EM calor-

imeter uses cells with ∆η ×∆Φ ' 0.003× 0.1, while at high η the cell size increases up
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to ∆η ×∆Φ ' 0.025× 0.0.25. The total thickness varies also as function of the pseudo-

rapidity. In the barrel region the EMB is extended for about 22 radiation lengths (X0)

while the EMEC reach a thickness up to 24 X0. The performances of the calorimeter

are improved by the introduction of a pre-sampler layer composed by a X0 ∼ 2 thick

absorber followed by a very fine granularity liquid argon sampler. The pre-sampler covers

the barrel region up to |η| < 1.8.

The Hadronic calorimeter surrounds the electromagnetic one. It uses two different

technologies, depending on the radiation exposition rate. A sampling calorimeter com-

posed by a plastic tile scintillator sampler and iron absorber layers is used in the barrel up

to |η| < 1.7. This part of the calorimeter, the Tile Calorimeter, is longitudinally divided

in three sections: the barrel, which covers the pseudo-rapidity range |η| < 1, and two sym-

metrical sections, extended-barrel, which extend the coverage up to |η| < 1.7. Radially

the tile calorimeter is divided in three layers with increasing cell size, from a minimum

of ∆η ×∆Φ ' 0.1× 0.1 in the inner layer, to a maximum size of ∆η ×∆Φ ' 0.2× 0.1

in the outer one. The total thickness in the central region is about 10 interaction lengths

(λ). In the most demanding region in terms of exposition to the radiations, the hadronic

calorimeter takes advantage of the same technology, based on the liquid argon sampler,

used for the EM calorimeter. The liquid argon hadronic calorimeter is organised in two

end-caps, which are placed immediately behind the two EMEC and covers the pseudo-

rapidity interval between 1.5 and 3.2. and

The last sub-system of the ALTAS calorimeter is the forward calorimeter (FCal).

It is a combined electromagnetic/hadronic calorimeter which covers the pseudo-rapidity

range between 3.1 and 4.9. Its position, immediately adjacent to the beam pipe, requires

the usage of the liquid argon technology to guarantee the optimal functional perform-

ance among the full operation period in a highly radioactive environment. The FCal

is segmented radially in three sectors; the innermost is optimised for electromagnetic

measures, while the two outer sectors are assigned to the hadronic energy measurements.
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Figure 2.6: Schematic view of the ATLAS muon spectrometer.

2.2.3 The muon system

The muon spectrometer, shown in Figure 2.6, is one of the most innovative component

of the ATLAS detector [48]. Differently from all other high energy particle detectors, the

ATLAS muon spectrometer uses superconducting air-core toroids magnets to deflect the

trajectory of the muons and measure their momentum. With respect to the classical iron-

core solenoid magnets design, this system has the advantage of minimising the amount

of material that the muon has to flight through. This results in an improvement of

the momentum measurement resolution as consequence to the reduction of the multiple

scattering. The points along the muon tracks are precisely measured by the Monitored

Drift Tubes chambers (MDT). In the barrel region, which covers the pseudo-rapidity

range |η| < 1, the MDT chambers are organised in three concentrical cylinders at a radial
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distance of 5, 7.5 and 10 m from the beam axis. In this region the trigger signal is provided

by three layers of Resistive Plate Cambers (RPC). The first two layers are disposed on the

inner and outer face of the intermediate layer of MDT chambers, while the third station is

placed in correspondence of the outer MDT chambers. The muon spectrometer end-caps

complete the coverage of the detector up to |η| < 2.7. The MDT chambers are organised

in three wheels in each end-cap and the trigger signal is provided by special chambers able

to operate in a more radioactive environment: the Thin Gap Chambers (TGC). Close to

the beam pipe, in the pseudo-rapidity range between 2 and 2.7, the precise measurement

of the track points is performed by a small wheel of special chambers: the Cathode Strip

Chambers (CSC). These small chambers, placed in correspondence of the first MDT,

with their shorter maximum drift time and their better resolution with respect to the

MDTs, are particularly suitable to provide precision spatial measures in the highly busy

environment at high η.

2.2.4 Trigger and Data Acquisition

The extreme high luminosity at the LHC imposes to the experiments very challenging

conditions for the acquisition of the huge volume of data and their storage. Even though

the design time spacing between the proton bunches of 25 ns has not been reached during

the LHC run I, the event rate has been as high as 20 MHz. To reduce the rate down to

a level suitable for the recording of the events on the permanent storage, ATLAS uses a

complex trigger and data acquisition (TDAQ) system, schematically shown in Figure 2.7,

structured in three levels [49].

The first level of trigger (LV1) is composed of custom-made electronics and has been

designed to select only events containing objects (jets, electrons, muons or photons)

with high transverse momentum. It uses information coming from a sub-set of the

ATLAS sub-detectors: the calorimeters, using only reduced granularity trigger towers

(∆η ×∆Φ ' 0.1× 0.1 ), and the trigger chambers (RPC, TGC) of the muon spectro-

meter. The LV1 trigger final decision is performed by the Central Trigger Processor

(CTP). Its flexible design allows to define the minimum thresholds on the pT of the vari-

ous objects, identified by the calorimeter and the muon trigger, to combine them with
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Figure 2.7: Block diagram of the ATLAS trigger (left blocks) and data acquisition system
(right blocks). The design parameters representing the rate, the timing and the event
size, are shown in black for each step, while their average value during the data taking
in 2012 are in red [50].

logical AND/OR and to apply a veto on some specific object. To match the maximum

rate of trigger signal which can be accepted by the front-end electronics, the LV1 trigger

has to reduce the input rate down to a maximum of 75 kHz. The maximum allowed

latency of the LV1 trigger decision is 2.5 µs. This requirement arises as consequence of

the size of the buffers, where the information coming from the 107 detector channels are

temporary stored. Within this time the LV1 trigger identifies also Regions of Interests

(RoI), which are slices of the detector defined in a ∆η−∆Φ range, containing any of the

identified high-pT objects.

If an event passes any of the LV1 trigger selection criteria, then it is read out by the

Read-Out-Drivers (RODs) and it passes to the second level of trigger (LV2 trigger). The
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LV2 trigger is purely software-based and it refines the decisions taken by the LV1 trigger.

Differently from the LV1 trigger, it uses only the data coming from a small fraction of

the detector components, including the inner detector, which are included in a RoI. The

reduction of detector components read-out by the LV2 trigger allows it to access to the full

precision and full granularity data. The events selected at LV2 are fully reconstructed in

the Event Builder (EB) farm. The fully reconstructed events are transferred to the Event

Filter which constitutes the final trigger step of the TDAQ chain. The further screening

applied to the data at this level is only based on the selection of events containing physics

processes which are interesting for the analysis.

The LV2 trigger and the EF together constitute the High Level Trigger (HLT). The

data flow through the HLT is mediated by two dedicated networks: the Data Collection

(DC) and the Back-End (BE). The first provides the connection between the read-out

system, the LV2 trigger and the EB. The second is in charge of the connection between

the EB, the event filter and provides further connection for the event filter with the

Data Logger, which is responsible for the recording of the data in the permanent storage

system.

During the LHC run I, despite the lower input rate with respect to the design values,

the ATLAS TDAQ operate beyond design. The typical event size, as well as the average

bandwidth used by the DAQ system, grows up quickly with the increased pile-up. During
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the 2012 data taking, the TDAQ system had to sustain an event rate a factor 2 higher

with respect to the design value at the EB level and more than three times higher at the

output of the event filter. In spite of the challenging operation conditions, the ATLAS

TDAQ has achieved outstanding performances during the whole three years of data

taking, allowing to record more than the 93% of the total integrated luminosity delivered

by the LHC.

2.3 The ATLAS data processing strategy

Every year the ATLAS detector records tens of Pbyte of data. This enormous volume

of data cannot be stored and analysed only by one local computing farm. For this

reason the data are distributed worldwide using the Worldwide LHC Computing Grid [52]

(WLCG). This grid links more than 150 computing centres in more than 40 countries

organising them into a pyramidal structure Figure 2.9. From the event filter farms the
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Figure 2.9: Schematic representation
of the Worldwide LHC Computing
Grid Tier structure.

raw data are transferred and stored in the Tier-0, a large computing farm located at

CERN, where a first calibration/alignment and reconstruction is performed. The data
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are organised in two formats: the Event Summary Data (ESD), which contains all high

level detector information (like cluster energies in the calorimeters, hits in the trackers

etc.) and low level reconstructed objects (like tracks, combined reconstructed objects

etc.), and the Analysis Object Data (AOD), which contains information about physics

reconstructed and calibrated objects (like jets, electrons, muons etc.). The ESDs and

AODs are transferred to the Tier-1 farms where the final calibration and alignment

is performed. The ESDs are mainly stored in the Tier-1 facilities, while a significant

fraction of the AODs are transferred and stored in the Tier-2 facilities. These sites,

which constitute the last level of the WLCG, are used to fulfill some specific task like the

MC event generation and the calculation of the calibration constants. The final physics

analyses uses a data format which is a skimmed and slimmed version of the AODs and

which contains only physics objects: the Derived Physics Data (DPD).

The event reconstruction is done with a framework developed within the ATLAS

collaboration named ATHENA [53]. This framework ensures the consistency between the

collision data and the Monte Carlo (MC) simulated events. Indeed many MC event gen-

erators are directly interfaced with ATHENA, allowing the ATLAS framework to produce

MC samples. In order to make these samples consistent with the collision data, the

MC samples, after the event generation, are further processed by the ATLAS detector

simulation based on GEANT4 [54]. Two main simulations are used: the full detector sim-

ulation, which requires a very long processing time, where each detector component is

accurately described and simulated, and the fast detector simulation ATLFAST-II [55],

which, differently from the full detector simulation, uses a parametrisation to describe

the particle energy response and of the energy distribution in the electromagnetic and

hadronic calorimeter and the full GEANT4 simulation for the tracker and for the muon

spectrometer. The output of both these detector simulation algorithms are organised

exactly in the same format of the raw collision data, allowing a coherent treatment of

these samples during the object reconstruction and the final physics analyses.
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Chapter 3

The 0 lepton SUSY analysis:

motivation and design

The physics program carried out by the ATLAS experiment during the LHC run I,

spans a very large number of aspects, belonging both to the standard model and to

physics which goes beyond it. A particular effort has been done in searches dedicated

to find events related to the production of supersymmetric particles. As described in

Chapter 1, the introduction of the supersymmetry generates a wide spectrum of models:

R-parity conserving or violating models, models with different supersymmetry-breaking

mechanism, models with different boundary conditions for the re-normalisation group

equations which brings to different ordering in the mass spectrum of the sparticles and

many more. The ATLAS collaboration dedicates a complete sector of its analyses to

investigate many of the different event topologies which may arise from the production

at the LHC of supersymmetric particles, according to many different SUSY scenarios.

Although the motivation for all these analyses lays in some of the existing SUSY models,

the common goal is completely general: to look for deviations from the SM expectation

in events with specific topologies.

The analysis presented in this thesis, is part of the searches for supersymmetric

particles carried out by the ATLAS collaboration. The effort, started since the very

early stages of the LHC 7 TeV run, has been carried on among the whole LHC run

55
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I period. The analysis, referred to as 0 lepton analysis, investigates, as suggested by

the name, events containing only jets, missing transverse momentum and no leptons in

the final state. The motivation of the particular choice of final state is presented in this

chapter. A description is given of some of the main benchmark SUSY scenarios which are

used to define the baseline conceptual selection of the analysis, which is finally presented

in the last section.

3.1 Motivations

The 0 lepton analysis mainly targets SUSY models where the R-parity is conserved.

This assumption, as discussed in Section 1.2.3, implies important consequences for the

expected phenomenology. According to these models, each interaction vertex has to

connect an even number of sparticles. Since the initial states at the LHC always involve

two SM particles, then the sparticles are always produced in pair. Therefore, the typical

expected SUSY event is structured in the two parallel decay chains, originating in the pair

produced SUSY particles. Although the details of the decay chain differ in various SUSY

models, the last step always brings to the production of the LSP in association with a

SM particle. The two LSP, produced by the two parallel decay chains, are expected to be

neutral and weakly interacting and leave the detector generating large missing transverse

energy in the event. The typical SUSY event, in this scenario, produces final states which

are characterised by the presence of standard model objects (jets or leptons) and large

missing transverse momentum.

The phenomenology observed at the LHC p-p collider is dominated by the multi-jet

production from QCD interactions between the constituents of the protons. In analogy,

the expected SUSY phenomenology at the LHC, is dominated by the strong production

of coloured supersymmetric particles: squark and gluinos. As shown in Figure 3.1, the

electro-weak production of gauginos or sleptons has a total inclusive cross section several

order of magnitude smaller with respect to the strong production of squark and gluinos.

For this reason, inclusive analyses looking in final states containing jets, are essential in

order to exploit the full discovery potential of the LHC.
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Figure 3.1: Inclusive cross-section for different SUSY pair production processes at LHC
at 7 (left) and 8 (right) TeV, as function of the average mass of the sparticle pairs.

It is possible to define two main groups of inclusive analyses searching for SUSY

particles assuming that the R-parity is a conserved quantity: searches in final states with

only jets and missing transverse momentum and searches in final states containing also

leptons. The first group uses the most general signature and can benefit both the high

inclusive production cross-section and the high branching ratios along the decay chains.

The second group takes advantage of the more clear signature provided by the require-

ment of a lepton in the final state which largely reduces the background coming from

multi-jet production. Both these groups of analyses reserve a special treatment to the

tau lepton; due to its short life time, it decays inside the detector, close to the production

point and this makes its reconstruction and identification particularly challenging. For

this reason, many of the analyses belonging to both groups do not consider the heaviest

lepton in their selection.

The 0 lepton analysis, as part of the first family of searches, bases its motivations in

the strong production of coloured SUSY particles which decay in cascade producing final

states with jets and missing transverse momentum. Although the motivations for this

analysis sit on SUSY R-parity conserving models, the scanned final states are so general

to make this analysis sensitive to a wide range of possible phenomena beyond the SM
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(BSM).

3.2 SUSY benchmark scenarios

Even though the final state investigated by the 0 lepton analysis is very general and it is

suitable to accommodate the phenomenology of a very wide range of (BSM) scenarios,

it is not possible to design a unique event selection which is efficient in all possible cases.

Hence, it is very important to define a set of models and some specific region of their

parameter space as baseline target for the analysis. The 0 lepton analysis benchmark

models can be divided in two main categories: the complex SUSY models, where the

complete MSSM particles mass spectrum is derived coherently within the theory and the

Simplified Phenomenological Models (SPM), where only a sub-set of the MSSM particles

content is considered and their masses, as well as their decay branching ratios, are fixed

“by hand”. In the following paragraphs, the main models used to design and implement

the 0 lepton analysis are presented.

3.2.1 Complex models

It is difficult to predict the “typical” detailed SUSY phenomenology at a hadron collider.

The large number of free parameters present in the MSSM gives a big flexibility to the

theory and different settings of these parameters may result in very different phenomeno-

logies. This is why the design of the analysis has to consider models which are as general

as possible. On the other hand, the large amount of parameters in the MSSM cannot

be easily sampled generating only a small subset of scenarios representative of the whole

parameter space. One possibility to reduce the dimension of the MSSM parameter space,

still keeping the theory quite general, is represented by mSUGRA.

mSUGRA As discussed in Section 1.2.4, mSUGRA is part of the gravity mediated

supersymmetry breaking models. Under the simplifications presented in the previous

chapter, this model is defined only by five parameters: the common boson mass at the

GUT scale m0, the common fermion mass at the GUT scale m1/2, the ratio of the Higgs
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vacuum expectation values tan(β), the common GUT scale trilinear coupling A0 and

the sign of the Higgs potential parameter |µ|. The dimension of the parameter space

has been further reduced to a 2-dimensional grid in m0-m1/2 plane by fixing tan(β)=10,

A0=0 and µ > 0 (tan(β)=3 only used in the early analysis which will be presented in the

following). This choice of parameters was designed in agreement with the global fit results

proposed in [56, 57], where the relic density of dark matter ΩDMh2 is used to constraint

the parameters under the assumption that the LSP represents the only component of

the dark matter. Among all the most probable values proposed, the choice was done to

select scenarios kinematically accessible at the LHC with the first data collected in 2011

at
√

s = 7 TeV. The expected phenomenology can be split in two main regions: the high

m0 and low m1/2 region, where the gluino is lighter than squarks and the inclusive SUSY

cross-section is fully dominated by the gluino pair production, and the low m0 and high

m1/2 region, where squarks are lighter than gluinos and, thus, the inclusive SUSY cross-

section is dominated by squark pair production. As shown in Figure 3.2, the expected
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Figure 3.2: Mass spectra and main decay modes for two benchmark points of mSUGRA
with tan(β)=10, A0=0 and µ > 0. The left spectrum shows the point with m0=1140 GeV
and m1/2=330 GeV where the gluino pair production represents the main production
mode. Right spectrum shows the point with m0=340 GeV and m1/2=600 GeV where the
squark pair production represent the main production mode.

decay modes for both squarks and gluinos may consist of several steps often involving

a chargino or heavy neuralino as intermediate step. The complexity of the decay chain
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brings to final states characterised by a large number of jets. For example, the favourite

decay chains for the light squarks and gluino for the previously cited benchmark point

are:
q̃ →χ̃0

2 + q

−−−→ h0 + χ̃0
1

,
g̃ →χ̃±1 + q + q

−−−→ W± + χ̃0
1

(3.1)

which generate events with a minimum of two jets in the squark pair production case

and four jets in the gluino pair production case. The energy carried by each jet depends

on the volume of the phase space available at each step of the decay chain and it spans

from few tens of GeV to some hundred GeV.
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Figure 3.3: Comparison of the mass spectra between the mSUGRA point with
m0=2600 GeV, m1/2=350 GeV and µ > 0 for mSUGRA scenario with tan(β)=10, A0=0
(left plot) and tan(β)=30, A0=-2m0 (right plot).

The Higgs boson discovery in 2012 provided new important constraints of the MSSM

parameter space. The mSUGRA scenario with tan(β)=10, A0=0 and µ > 0 is not able

to accommodate such a high value of the Higgs boson mass. Indeed, in the MSSM, the

Higgs boson mass is bound to the Z-boson mass at tree level and, in order to reach

the measured value of about 125 GeV, it needs large corrections, which mainly arise

from loops involving third generation squarks and sleptons. A new best fit including

this new additional constraint [58] suggested as new benchmark mSUGRA parameters

tan(β)=30, A0=-2m0 and µ > 0. As shown in Figure 3.3, the new best fit of the Higgs
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doublets VEVs ratio, implies a larger mixing between the chiral eigenstates of the third

generation squarks and sleptons. In particular, the large mass split between the light

and the heavy stop quark, brings the t̃1 to be lighter than the gluino. This introduces a

big modification in the gluino decay chain with respect to (3.1). In this case the gluino

decays always according to

g̃ →t̃1 + t

−−−→ t+ χ̃0
1

(3.2)

producing final states with very high multiplicity of jets and with a minimum of four

b-jets.

3.2.2 Simplified phenomenological models (SPM)

Although complex SUSY models are very useful to provide a wide overview on several

processes, which manifest themselves in a number of final states, phenomenological sim-

plified models are suitable to study more in detail specific signatures. Differently from

complex models as mSUGRA, where the MSSM parameters at the electroweak scale are

derived coherently within the model, in SPM the parameters are set “by hand” to select,

or to enhance, specific processes. Several SPM are used to design the 0 lepton analysis

and to test its sensitivity to the gluino and squarks pair production and to the associated

production of a gluino and a squark.

Gluino and squark direct decay models The simplest SUSY scenarios, which con-

sider only a minimal sub-set of supersymmetric particles, is the one where the produced

sparticle pair decay directly into the lightest neutralino and SM particles. A set of three

simplified direct decay models has been used as benchmark for the design and the optim-

isation of the analysis.

The first one, in the following referred to as gluino-gluino direct, includes the produc-

tion of a pair of gluinos. Each of them decays via three-body-decay into two light quarks

and the lightest neutralino

g̃ → q q χ̃
0
1, (3.3)
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Figure 3.4: Diagrams considered in the gluino-gluino, squark-squark and squark-gluino
direct decay models.

In this model the gluino and lightest neutralino masses are the only free parameters, while

all the other SUSY particles are decoupled and their mass is set to 4.5 TeV, outside of

the kinematic reach of the LHC.

In the second scenario, in the following referred as squark-squark direct, a pair of

squarks is produced and they decay directly into a light quark and in the lightest neut-

ralino

q̃ → q χ̃
0
1 (3.4)

Only the first two generations of squarks are considered in this scenarios and the mixing

matrix of the left-right component of the chiral doublets is diagonal, with degenerate

masses eigenvalues equal to mq̃. The common mass of the first two generation of squarks

and the mass of the lightest neutralino are used as free parameters, while all the other

SUSY particles, including the third generation squarks, are decoupled and their masses

are set to 4.5 TeV, outside of the kinematic reach of the LHC.

The last simplified direct decay model, named squark-gluino direct, consists of a mix of

the previous two cases. A squark is now produced in association with a gluinos. Gluinos

and squarks decays follow respectively equations (3.3) and (3.4). The gluino mass (mg̃)

is taken as free parameter, while the common mass of the squarks belonging to the first

two generations is fixed to mq̃=0.96mg̃. As well as the squark-squark and the gluino-

gluino direct models, also in this intermediate case all the other sparticles, including the
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third generation squarks, are decoupled and their mass is set to 4.5 TeV. The diagrams

representing the processes considered in the direct decay simplified models are shown in

Figure 3.4.
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Figure 3.5: Diagrams considered in the gluino-gluino and squark-squark one-step decay
models.

Gluino and squark one-step decay models A further step in terms of complexity,

with respect to the direct decay models, is represented by the one-step decay simplified

models. As shown in Figure 3.5, in these models both gluinos and squarks first decay in

the lightest chargino χ̃
±
1 , which subsequently decays in aW± and in the lightest neutralino

χ̃0
1. The increased number of sparticles considered in the one-step decay models, requires

a higher number of parameters. Therefore, a set of two grids for each production mode

(gluino pair production and squark pair production) has been produced: one with fixed

neutralino mass at 60 GeV and with the common squark or gluino mass and the chargino

mass used as free parameters, and one with the ratio

x =
mχ̃±1

−mχ̃0
1

mi −mχ̃0
1

= 0.5 (i = g̃, q̃) (3.5)

fixed and with the common squark or gluino mass and the neutralino mass used as free

parameters. These scenarios present characteristic final states with a large jet multiplicity
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and eventually leptons from the decay of the W-bosons. Besides the gluinos, the first two

generation of squarks, the charginos and the lightest neutralinos, all the other sparticles

are decoupled and their mass is set to 4.5 TeV.

Squark-gluino-neutralino model The one-step simplified models introduce more

complex final states but they assume a simplified SUSY production scheme, which in-

volves only one type of sparticles in the initial state: either a pair of squarks belonging

to the first two generations or a pair of gluinos. The squark-gluino-neutralino simplified

model, is a direct decay scenario which, differently from those presented in the previous

paragraphs, uses as free parameters: the gluino mass mg̃ and the common mass of the

first two generation squarks mq̃. Different regions of the mg̃-mq̃ plane are dominated

by different production processes: gluino pair production, squark-gluino production and

squark pair production dominate respectively for mg̃ < mq̃, mg̃ ∼ mq̃ and mq̃ < mg̃.

Three different values of the lightest neutralino mass are used to define three signal grids

among this set of models: mχ̃0
1
=0 GeV, mχ̃0

1
=395 GeV and mχ̃0

1
=695 GeV. In the squark-

gluino-neutralino model, the q̃-q̃, q̃-g̃ and g̃-g̃ production are not exclusive, as it is in

the direct and one-step decay models and therefore they occur in parallel event by event

with a different rate depending on the squark and gluino masses. This produces events

closer to the expected SUSY phenomenology at the LHC, where many different processes

contribute to the final states.

3.3 The early 0 lepton analysis

The first ATLAS results on the search for the strong production of coloured SUSY

particles in final states with only jets and missing transverse momentum, have been

published in [59, 60]. These two publications are respectively based on the first 70 nb−1

and 35 pb−1 of the data recorded with the ATLAS detector in proton-proton collision at

an energy in the center of mass of 7 TeV. Despite these two analyses have not been de-

veloped within this thesis, their results constitute the starting point of this work. Thus,

the general design and features of the 0 lepton analysis presented in [59,60] will be briefly
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shown in this section, explaining the selections applied and presenting the results and

their interpretations. A detailed description of the complete object identification and

reconstruction and on the selection is beyond the goal of this section and can be found

in the references.

3.3.1 The event selection

The selection has been developed to maximise the sensitivity of the analysis to the phe-

nomenology described by the squark-gluino-neutralino simplified model with mχ̃0
1
=0 GeV

and mSUGRA models with tan(β)=3, A0=0 and µ > 0. As largely discussed in Sec-

tion 3.2, this scenario is characterised by a di-jets evens topology in the region of the

m0-m1/2 plane dominated by the squark pair production and by a large jet multiplicity in

the region dominated by the gluino pair production. In addition, as a consequence of the

R-parity conservation assumed in mSUGRA, a large missing transverse energy is expec-

ted in the final state. For this reason the baseline selection uses a trigger which combines

a requirement on the leading jet transverse momentum (pT) with a requirement on the

presence of missing transverse energy (Emiss
T ). The trigger reaches the full efficiency for

events where the leading jet pT exceed 120 GeV and the Emiss
T is larger than 100 GeV.

After a preliminary selection, applied to clean the data from detector noise and non-

collision background, the events are classified in channels according to their inclusive jet

multiplicity. Due to the low data statistics, only channels with a minimum of two and

three jets have been considered. In order to match the n-jet selection, an event has to

contain at least n-jet with the pT > 40 GeV. In addition, to largely suppress the electro-

weak background events and to guarantee an orthogonal selection with respect to all the

other ATLAS SUSY searches in final states involving leptons, the events are discarded if

they contain any electron or muon with a pT >10 GeV.

After this selection and classification, the events are dominated by multi-jet final

states arising from QCD interactions. Even though, in pure multi-jet event with light

flavour jets, the total transverse momentum should be perfectly balanced, due to the

finite resolution of the calorimeter, the energy of one of more jets can be mis-measured,

breaking the balancing of the event and, therefore, creating fake ~Emiss
T aligned with the
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mis-measured jet. In order to reduce this background a cut is applied on the minimum

angular separation between the ~Emiss
T and the first three jets if their transverse momentum

is above 40 GeV.

The final selections are based on two main discriminating variables: the effective

mass meff(n− jets) and the mT2 [61–63]. The former is the scalar sum of the first n-jets,

ordered from the highest to the lowest jet pT, in the n-jet channel and it is defined by

meff (n− jets) =

n−jets∑
i=1

|~p jet,i
T |+ Emiss

T (3.6)

This variable defines a “mass scale” of an event and it is sensitive to the total mass

of the pair produced sparticles. The latter can be considered as a generalisation of the

transverse mass for processes with two sources of missing transverse momentum. The

transverse mass mT, defined as

mT =
√

2(Ex
TE

y
T − ~pT

x ~pT
y) +m2

x +m2
y , (3.7)

is able to provide an estimation of the invariant mass mxy of the system composed by

the particles “x” and “y”. From its definition follows that mT ≤ mxy, thus the turn off

edge of it’s distribution is a good estimator of the total invariant mass. This variable

is particularly useful in the case where one of the two particles, produced in the decay

of an heavy one, is invisible and is the only invisible particle in the event. For example

in W → µν events, it is possible to measure precisely the W-boson mass with the mT

variable calculated using the muon as particle “x” and the missing transverse energy

and momentum as particle “y”. In the typical SUSY R-parity conserving event, the

missing transverse energy has two different sources identified by the two neutralinos

arising from the two parallel decay chains. Thus, an approach based on mT is not

possible. The variable mT2, instead, is designed to estimate the mass of processes where

pair produced particles (M) decay each in a visible (mi) and in an invisible particle (νi):
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pp→M M → m1 ν1 +m2 ν2. It is defined as

m2
T2 = min

~/pν1
+~/pν2

=~/ptot

[
max

{
m2

T

(
~pTm1

,~/pν1

)
,m2

T

(
~pTm2

,~/pν2

)}]
(3.8)

From this definition, as well as for mT, it follows that mT2 ≤ mM, where mM is the mass

of the original particle.

Channel 2 jets 3 jets

Signal Region A B C D

Pre-selection

Number of jets ≥2 ≥3

Emiss
T [GeV] > 100

p (j1)T [GeV] > 120

p (j2)T [GeV] > 40

p (j3)T [GeV] – > 40

∆Φ(jeti, ~E
miss
T ) >0.4 (i = {1, 2, (3 if pT(j3) > 40 GeV)})

Final selection
Emiss

T /meff >0.3 – >0.25 >0.25

meff [GeV] >500 – > 500 >1000

mT2 [GeV] – >300 – –

Table 3.1: Selection criteria for each of the four signal regions A-D.

Four overlapping signal regions (SR), two in the 2-jets channel labeled with the letters

A and B and two in the 3-jets channel labeled with the letters C and D, are defined by

applying different cuts on Emiss
T /meff and on meff or mT2. The SR A has a relatively

harsh cut on the ratio between the Emiss
T and the effective mass, which corresponds to the

requirement that the Emiss
T constitutes a relevant fraction of the total energy of the event,

combined with a soft cut on the effective mass. This selection has optimised to reach the

best sensitivity to models, defined in the squark-gluino-neutralino grid with the neutralino

mass set to 0 GeV, where the squark pair production is the dominant production mode
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and the squarks are light. The high squark mass region, still dominated by the squark

pair production, has been used to optimise the SR B. In this case the optimal selection

require only a relatively harsh cut on the mT2 variable. The two regions defined in the 3-

jets channel are optimised to have the best sensitivity both to the associated production

of squark and gluinos and to the gluino pair production. These selections use the same

cut on the Emiss
T /meff and a subsequent cut on the meff which is soft in the region C, and

harsh in the region D. The precise values of all the cuts used in each of the four SRs are

summarised in Table 3.1.

3.3.2 Background estimation

The background events in the SRs arise from several SM processes. The associated

production of vector bosons with jets constitutes the dominant source of background

in all the SRs. Events containing a Z-boson decaying into neutrinos can perfectly fake

the expected SUSY signal, with the high Emiss
T generated by the neutrino pair and jets

produced by initial or final state gluon radiations. Due to the lepton veto applied in the

baseline selection, the leptonic decays of both vector bosons in final states containing

electrons or muons, do not give a significant contribution to the total background. On

the other hand, W-boson decays in tau leptons and tau neutrino can easily pass the

event selection whereas the tau decays in hadrons and it represents a significant fraction

of the total background. The hadronic decays of both vector bosons, instead, produces

multi-jets final states without any source of missing transverse momentum and thus

their contribution to the events count in all the SRs is negligible. Another source of

background, whose relevance increases with the number of jets in the final state, is the

one arising from the semi-leptonic decay of pair produced top/anti-top. As well as for

the W-boson background, also for the tt̄ the main contribution to the total background

comes from the final states containing tau leptons which decay in hadrons.

All these backgrounds are estimated using Monte Carlo simulations. The production

of W and Z-bosons, in association with jets, has been simulated using ALPGEN [64], a

multi-leg generator able to simulate processes with two partons in the initial state to

n-parton (the maximum n used here is 5) in the final state at the leading order, and
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the CTEQ6L1 [65] leading order PDF set. The samples are individually normalised to

the next-to-next-to-leading-order (NNLO) cross-section and they are validated in regions

defined by a selection designed to enhance separately the contribution of each background

process (Control Region, CR). The difference between data and normalised Monte Carlo

prediction in each CR has been taken as systematic uncertainty. The production of top

quark pair has been simulated at next-to-leading-order (NLO) using MC@NLO [66, 67] in

association with CTEQ6.6 NLO PDF set [68].

The multi-jet background, differently from the others, has been estimated using a

semi-data-driven method. The Monte Carlo samples, generated with PYTHIA v6.4 [69]

for the 2→ 2 matrix element (ME) and with ALPGEN for the 2→ n ME (with n from 3 to

5), have been normalised to data in four Control Regions defined following the selection of

each of the four Signal Region but reverting the requirement on ∆Φ(jet, ~Emiss
T )min < 0.2.

The systematic uncertainties considered for each background are mainly coming from

the comparison between data and MC in the control regions and from the experimental

uncertainties. These last ones are dominated by the Jet Energy Scale uncertainty (JES)

and by the Jet Energy Resolution uncertainty (JER).

3.3.3 Results and interpretation

The number of observed events in all the SRs is in very good agreement, within the

uncertainties, with the number of expected SM events. These results are interpreted in

the context of the squark-gluino-neutralino simplified model with the neutralino mass set

to 0 GeV and in the context of mSUGRA model with tan(β)=3, A0=0 and µ > 0, by

setting limits on their parameter space. The SUSY samples have been generated using

HERWIG++ [70] and the exclusive cross-section of each process has been normalised to the

NLO cross-section computed with PROSPINO [71].

The limits are shown in Figure 3.6. The dashed blue thick line represents the expec-

ted exclusion limit, which is computed by comparing pseudo-data composed by the SM

MC and the SUSY signal MC with the SM only hypothesis. The impact of the stated

systematic uncertainty on the expected limit is expressed by the two dashed blue thin

lines, which form a band around the expected exclusion limit. This band shows how



3.4 Conclusions 70

gluino mass [GeV]
0 250 500 750 1000 1250 1500 1750 2000

s
q

u
a

rk
 m

a
s
s
 [

G
e

V
]

0

250

500

750

1000

1250

1500

1750

2000

 = 10 pb
SUSY

σ

 = 1 pb
SUSY

σ

 = 0.1 pb
SUSY

σ

)
1

0
χ
∼

Squarkgluinoneutralino model (massless 

=7 TeVs, 
1

 = 35 pb
int

L

0 lepton combined exclusion

ATLAS

0 lepton combined exclusion

q~LEP 2 

FNAL MSUGRA/CMSSM, Run I

D0 MSUGRA/CMSSM, Run II

CDF MSUGRA/CMSSM, Run II

Observed 95% CL limit

Median expected limit

σ1±Expected limit 

 [GeV]0m
200 400 600 800 1000

 [
G

e
V

]
1

/2
m

150

200

250

300

350

400

 (400)g~

 (600)g~

 (800)g~

 (400)

q~

 (600)

q~

 (800)

q~

>0.µ= 0, 
0

 = 3, AβMSUGRA/CMSSM: tan

=7 TeVs, 
1

 = 35 pb
int

L

0 lepton combined exclusion

ATLAS

0 lepton combined exclusion

Reference point

±  
l
~

LEP 2 

1

± 
χ∼LEP 2 

2

0
χ ~,

1

± 
χ∼D0 

1<0, 2.1 fbµ, q~, g~D0 

1<0, 2 fbµ=5, β, tanq~,g~CDF 

Observed 95% CL limit

Median expected limit

σ1±Expected limit 

1, 35pb
T

αCMS 

Figure 3.6: 95% C.L. exclusion limits in the squark-gluino-neutralino simplified model
with mass-less neutralino (left plot) and in the tan(β)=3, A0=0 and µ > 0 slice of MSU-
GRA/CMSSM (right plot). The results are compared with existing limits. The com-
parison is illustrative only as the assumptions done on the SUSY models are not fully
consistent among the different choices done by the various experiments.

the expected limit varies in response to ±1σ fluctuation of the SM expectation. The

exclusion limit, computed from the experimental data, is represented by the thick red

line.

A profile log-likelihood ratio statistic test is used to evaluate the SM background only

hypothesis versus the SM background plus SUSY signal hypothesis, for each point of the

two considered SUSY scenarios and for each SRs. Since the SRs are not statistically

independent from each other, then the exclusion limits are derived using only the most

sensitive SR for each signal point.

3.4 Conclusions

This chapter has shown as a SUSY analysis, investigating final states containing only

high-pT jets and large missing transverse momentum, is very well motivated. Indeed,
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this final states would naturally appear in the case of strong production of coloured

SUSY particles, if a SUSY R-parity conserving model is realised in nature. At the LHC

the SUSY production cross-section is expected to be dominated by processes creating

gluino pairs, squark pairs and a squark together with a gluino. Consequently an analysis

fixing its target to this SUSY production modes results extremely powerful and sensitive

to a wide range of SUSY models.

The ATLAS 0 lepton analysis has been designed to investigate these particular final

states, by modelling specific event selection on a number of SUSY scenarios. Its first

published results, which use only a small fraction of the data collected by the ALTAS

detector during the first months of p-p collisions at an center of mass energy of 7 TeV,

have been already able to set the most stringent world limits on the parameter space of

a number of SUSY scenarios. The analysis has not yet expressed its maximal potential.

Further studies, aiming the improvement of the knowledge and the modelling of the

standard model background and the design of new selections sensitive to a wider range

of SUSY scenarios, are needed to exploit the full potential of this analysis.

The various improvement and contributions to the ATLAS 0 lepton analysis, de-

veloped in the context of this thesis, will be presented in the next chapter. The results of

these studies are further illustrated, in the following chapters, in the context of two more

works, published by the ATLAS collaboration, summarising the results of the analysis

using the complete data set collected in the p-p collision at 7 TeV and 8 TeV.



Chapter 4

The ATLAS SUSY 0 lepton analysis

at 7 TeV

The competitive results published in the first ATLAS paper about the 0 lepton ana-

lysis [60], shortly summarised in Section 3.3, represent a mile-stone for the searches of

supersymmetric particles. The results of the early 0 lepton analysis pushed further the

exclusion limits on the masses of squarks and gluinos by about one order of magnitude

with respect to the existing limits obtained by other experiments [72–75] in many SUSY

scenarios. The main motivation for such a big step forward in the scan of the MSSM para-

meter space, can be found in the higher energy available at the LHC. The performance of

the collider machine, from this first publication, improved constantly and quickly, provid-

ing to the ATLAS experiment, over the period 22nd March 2011 – 30th October 2011,

4.7 fb−1 of data good for physics analysis at a center of mass energy of 7 TeV. Over this

period the peak instantaneous luminosity increased from 1.3×1030 to 3.6×1033 cm−2s−1

and the peak mean number of interactions per bunch crossing increased from 2.6 to 17.5.

Despite the excellent results of the early 0 lepton analysis, the used selection and

the methodology were far from being optimal. With a higher statistics of data it is

possible to explore higher energy regions of the phase space. In such a regime, the SM

predictions have never been validated by any experiment, thus the stand-alone Monte

Carlo do not represent anymore a reliable and robust tool for the background estimation.

72
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An accurate knowledge and modelling of the background process would allow the analysis

to be sensible to small deviations of data from the SM expectation. In order to evaluate

whether a deviation is a real effect, arising by some new phenomena, or it is only a

fluctuation of the SM background, it is important to consider and provide a proper

estimation of all the systematic effects which may affect the measures.

The background determination, however accurate, cannot reach an infinite precision.

Therefore it is important to develop new event selection criteria, which are able to reject

a large fraction of the background, keeping, at the same time, a very high acceptance

on the signal events. Given the wide range of possible final states and event topologies,

which arise from the various supersymmetric models, the design and optimisation of the

event selection is a complex process. On one hand the new selection needs to be modelled

on a specific SUSY scenario, on the other hand it has to be general enough to ensure

a good acceptance to as many SUSY models as possible. If a SR is sensible only to

a very specific set of models, then a large number of selections is required to obtain a

good coverage of the MSSM parameter space. On the opposite, if a SR is too general,

then its separation power between signal and background events is usually far from being

optimal.

In this chapter some of the studies carried out to update and improve the perform-

ances of the early 0 lepton analysis are presented. These studies, which constitute the

first part of the main body of this thesis, cover many different aspects of the analysis,

improving the accuracy on the estimation of the background processes, reducing the sys-

tematic uncertainties and exploring new event selections, which are able to improve the

performance of the analysis to both the already considered SUSY models as well as to

new scenarios which were not considered by the early analysis.

4.1 The object definition and reconstruction

Before describing the details of the various studies carried out for the upgrade of the early

0 lepton analysis, it is necessary to define the objects, like jets, jets originating from b-

quarks (b-jets), electron, muon and missing transverse momentum, used by the analysis
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and explain how they are reconstructed within the ATLAS detector. The following object

identification and reconstruction criteria have been used during the analysis of the full

7 TeV data-set as well as in all the studies performed to define its design.

4.1.1 Jets

The jets are reconstructed by using the data measured with the ATLAS calorimeters.

The energy deposits in the calorimeters are clustered into jets using the anti-kt jet al-

gorithm [76]. It is a sequential infrared and collinear safe algorithm based on the distance

measures:

dij = min
(
1/k2

t,i, 1/k
2
t,j

) ∆2
ij

R2
(4.1)

diB = 1/k2
t,i (4.2)

where ∆2
ij is the distance in the rapidity-azimuth plane (y-Φ) between the entity (particle

or pseudo-jet) i and j defined as

∆2
ij = (yi − yj)2 + (Φi − Φj)

2 , (4.3)

kt,i is the transverse momentum of the entity i and R is a parameter correlated with

the radius of the jet. The algorithm clusters together the entity i with the entity j if

dij < diB, otherwise the entity i is called jet and is removed from the list of all the entities.

The routine is iterated until all the entities are clustered into a jet. A relatively small

four-momentum recombination and distance parameter R=0.4 (in η-φ plane) have been

chosen to take into account the typical large jet multiplicity of supersymmetric events

and to ensure the best resolving power on the underlying particles originating each jet.

Inputs to the jet algorithm are the calorimeter topological clusters [77]. These clusters

group together adjacent calorimeter cells with a significant energy deposit reconstructing

the three-dimensional shower topology of each particle entering the calorimeter.

The measured jet transverse momentum pT
jet,EM, as determined at the electromag-

netic scale, which is the energy scale appropriate for the reconstruction of the energy
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deposited by electrons or photons in the electromagnetic calorimeter, systematically un-

derestimates the one measured at the hadron-level jet. This mainly arises from the

non-compensating nature of the calorimeter which provides a lower response to the had-

rons with respect to the one to electrons or photons. Thus, an average correction factor

C(pT
jet,EM, ηjet), determined as a function of pT

jet,EM and |ηjet| is extracted from MC

simulation and subsequently applied to the measured pT
jet,EM to obtain the corrected

transverse momentum pT
jet =C × pT

jet,EM. More details on this calibration procedure,

known as Jet Numerical Inversion Correction, are described in [78].

After the reconstruction, each jet candidates have to fulfill two acceptance require-

ments to be considered in the analysis procedure: first, it has to be measured in the

region of detector with the optimal resolution, |η| < 2.8, second the measured pT
jet has

to be larger than 20 GeV. This last requirement helps to reduce the soft background

coming from multi-parton interactions and pile-up.

4.1.2 Jets originating from b-quark
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Figure 4.1: Light-jet rejection factor as a function of the b-tag efficiency (left) and as
function of the pT

jet for an operating point with a tagging efficiency of 60% (right) for
some of the main b-tagging algorithms used by the ATLAS collaboration in the analyses
of the 7 TeV p-p collisions data set. The plots are based on simulated tt̄ events [79].

Jets arising from b-quark (b-jet) are identified by combining the output of two differ-

ent b-jet tagging algorithms: the IP3D and the JetFitter algorithm [79,80]. The first al-
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gorithm compares, via a likelihood ratio test, the measured information about the signed

transverse and longitudinal impact parameter significances of tracks with pre-defined

MC distribution for both light-quark and b-quark jet hypothesis. The second algorithm,

instead, uses the topological structure of b- and c-hadron decays inside the jet. The out-

put of these two algorithms are further combined using neural network techniques with

Monte Carlo simulated training samples. The chosen operating point corresponds to a

tagging efficiency of 60% and ensures, at the same time, an excellent rejection factor for

the light jets as well as c-jets (Figure 4.1).

4.1.3 Electrons

Electron candidates are reconstructed using both the track information measured by the

ATLAS inner tracker and the energy deposit clusters in the ATLAS electromagnetic

calorimeter. First, the electron candidate has to be measured in the central region of the

ATLAS detector with |η| < 2.47 and match the medium quality requirements. The elec-

tron shower is expected to be fully contained in the ATLAS electromagnetic calorimeter,

thus, the energy deposits in the hadronic calorimeter in correspondence to the cluster

in the electromagnetic calorimeter left by the electron candidate has to be small with

respect to the electromagnetic energy. Further requirements are applied to constraint

the shape of the electromagnetic shower using the information arising from various EM

calorimeter layers invested by the shower. The electron candidates are also required to

have a well measured track in the inner detector by requiring a minimum of one hit in

the pixel detector and at least seven hits on the SCT detector. The track is required to

match the calorimetric cluster in η direction within a |∆η| = 0.01. In addition, in order

ensure that the electron candidate is a prompt electron, the transverse impact parameter

is required to be smaller than 5 mm. To ensure the full efficiency of the reconstruc-

tion, the electron candidates are discarded if their pT is less then 20 GeV. The electrons

matching this selection are labelled as ”preselected electron“.

In some cases it is necessary to use a more stringent definition of electron, referred

as “signal electron” selection. With respect to the previous selection, the matching

between the track and the calorimeter cluster is tighten by requiring |∆η| < 0.005 and also
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|∆Φ| = 0.02. Also the transverse impact parameter requirement is more strict, reducing

its acceptance down to 1 mm. Additional requirements on the ratio between the track

momentum measure and the energy measure of the calorimeter and on the number of hits

in the TRT detector are also applied. This selection improves the discrimination against

the photon conversions by requiring at least one hit on the b-layer of the pixel detector

and by vetoing any electron candidate matched with a reconstructed photon with an

identified conversion vertex. A more detailed description of the electron reconstruction

and identification in ATLAS can be found in [81].

4.1.4 Muons

Muons produced at the interaction point, fly across the whole detector; therefore it is

possible to reconstruct them by using information from both the inner tracker (ID) and

the muon spectrometer (MS). These two sub-detectors operate independently, hence it

is possible to combine their measurements following two main different methods. The

first algorithm uses a statistical combination of the measurement performed by the inner

detector alone, with the one performed by the muon spectrometer stand alone. The

muon track is independently fit in the ID and in the MS and two values of the muon

momentum are separately extracted from the ID track and from the MS track. The

muon pT is computed from the weighted average of the pID
T and the pMS

T . The weights are

defined in function of the measured pT. The inner detector provides the best measure for

the low pT muons, whereas the muon spectrometer has the best resolution for the high

pT muons. The muons reconstructed following this procedure are referred as combined

muons. Another reconstruction strategy uses the MS to tag ID tracks as muons, without

requiring a fully reconstructed MS track. In this case the track is first reconstructed in the

ID and then extrapolated across the MS. The muon candidate is defined as segment tagged

muon (ST muon) if the extrapolated track is associated with straight track segments

created by fitting the hits in the precision muon chambers. Both combined and ST

muons are used in the following; when a muon is reconstructed as combined and as ST,

the combined muon only is considered.

The reconstructed muons are required to have a pT >10 GeV in a pseudo-rapidity
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range with |η| < 2.4. In order to ensure a sufficient quality of the track reconstruction a

minimum number of hits in the various sub-detector is required. A detailed description of

the requirement on the quality of the track can be found in [82]. As well as the electron

case, also for muons exists a more stringent selection which defines the signal muons.

In this case, further requirements on the track isolation, imposing that the sum of the

energy within a cone of ∆R < 0.2 around the muon track is less than 1.8 GeV, and on

the impact parameter, are applied on the top of the baseline selection.

4.1.5 Photons

The procedure used to reconstruct photons is, somehow, complementary to the one used

for the electrons. Photon candidates are reconstructed starting from energy clusters in

the calorimeter with a transverse energy larger than 2.5 GeV. By using an analogous

procedure to the one used for the electron reconstruction described above, an attempt to

match these calorimeter clusters to a track reconstructed in the tracker is done. All the

clusters which are not associated to any tracks are classified as unconverted photons can-

didates. The converted photons are recovered by selecting calorimeter clusters associated

or with two tracks originating to a reconstructed conversion vertex in the inner tracker

or to a single track without any hit in the innermost layer of the pixel detector. Further

requirements are applied to constraint the shape of the electromagnetic shower by using

the information measured by various EM calorimeter layers invested by the shower. The

photons matching this selection, with Eγ
T >25 GeV and ηγ < 1.37 are labeled preselected

photons.

As well as for the electrons and the muons, a more strict selection also exists, which

defines the signal photons. In this case, further requirements on the shape of the elec-

tromagnetic shower and on the isolation of the calorimeter cluster is also applied. This

selection rejects all preselected photons with an energy deposit in a cone of ∆R < 0.4

larger than 3 GeV.
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4.1.6 Missing transverse momentum

The missing transverse momentum is calculated starting from topological clusters in the

calorimeter. All the high-pT objects, which are reconstructed in the events, are associated

to a cluster in the following order: electrons, jets and muons. This association allows to

replace, in the Emiss
T calculation, the initial cluster energy with a more refined calibration

specific for each object. All the calorimeter cluster which are not associated with any

high-pT object, are grouped in a separate term named Cell-Out-term. The ~Emiss
T is defined

as

(
Emiss

T

)
x(y)

= −
[(
Eelectron

T

)
x(y)

+
(
Ejet

T

)
x(y)

+ (Emuon
T )x(y) +

(
ECellOut

T

)
x(y)

]
(4.4)

Emiss
T =

∣∣∣ ~Emiss
T

∣∣∣ (4.5)

where each term is computed from the negative of the sum of calibrated cluster energies

inside the corresponding objects. The electron contribution to the Emiss
T is calculated

using all the electrons with a transverse momentum larger than 20 GeV and passing

the baseline selection, described in Section 4.1.3, within an extended η range up to 4.5.

The muons used in the calculation are required to have a transverse momentum larger

than 10 GeV and pass the signal muon selection described in Section 4.1.4 beside the

isolation cut. The jets which enter in the jet-term calculation are required to pass the

baseline selection explained in Section 4.1.1 in an extended η range up to 4.5. The Cell-

Out-term group together all the calorimeter clusters with |η| < 4.5, calibrated at the

electromagnetic scale, which are not associated to any high-pT object.

4.1.7 Resolving overlapping objects

The candidate objects passing the selection described above, sometime overlap each other.

The overlap arises often from the misidentification of an object of one type with an object

of another type (i.e. electrons and photons are always reconstructed also as jets). In order

to select only well defined and distinct objects, it is necessary to define a criteria to resolve
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the overlapping objects. The classification is based on a simple geometric variable

∆R =
√

∆φ2 + ∆η2 (4.6)

Studies presented in [83] show that jets overlapped with an electron within ∆R < 0.2

are actually electrons misidentified as jets, while electrons reconstructed at a distance

between 0.2 ≤ ∆R < 0.4 from the center of a jet are part of the jet fragmentation.

Therefore if an electron and a jet are found within ∆R < 0.2, the object is interpreted as

an electron and the overlapping jet is discarded, while if an electron and a jet are found

within 0.2 ≤ ∆R < 0.4, the object is interpreted as a jet and the nearby electron is

discarded. Also a muon can arise from the fragmentation of a jet, thus if a muon is found

within ∆R < 0.4 from a jet, which is not overlap with an electron, it is discarded. Like

the electrons, the photons are always reconstructed also as jets; thus, if a jet is found

within ∆R < 0.2 from a photon, the jet is then removed from the list of the selected jets.

4.2 Monte Carlo samples

The SM background determination, as well as the SUSY signal expectation, relies on

samples of Monte Carlo generated events. All the SM processes with a non negligible

cross-section, and which may match the event selection, are considered. The main expec-

ted background are the vector-boson (VB) production in association with jets and single

top-quark and top/anti-top pair production in association with jets. A minor contribu-

tion from di-bosons production in association with jets is also expected. The production

of top quark pairs is simulated with ALPGEN [64], a multi-leg LO matrix element MC gen-

erator, with the LO PDF set CTEQ6L1 [65]. The parton-shower and the underlying events

are generated interfacing ALPGEN respectively with HERWIG [84, 85] and with JIMMY [86].

Three exclusive samples each one with exactly n additional outgoing partons (with n

from 0 to 2) are generated. This set is completed by a fourth inclusive sample which has

3 additional outgoing partons, included in the matrix element, plus other possible jets

generated by the parton shower. The top/anti-top pair is not included in the number of
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“extra parton”, thus, for example, the total number of outgoing partons from the matrix

element in the sample with 0 extra partons is equal to two. An alternative MC tt̄ set,

generated with MC@NLO [66, 67] and the NLO PDF set CTEQ6.6 [68], is used as cross-

check. Single top-quark production is simulated using AcerMC [87] with the CT10 PDF

set and interfaced with PYTHIA [69] for the parton-shower. The VB events in association

with jets are generated, as well as the tt̄ samples, with ALPGEN interfaced with HERWIG

and JIMMY. Differently from the tt̄ samples, the VB samples consist of five exclusive

samples with exactly n outgoing partons from the matrix element (with n from 0 to 4),

and an inclusive sample with five outgoing partons and the possibility to have additional

radiation of partons during the parton shower. Aside from the ALPGEN samples, a set

of samples generated with SHERPA [88] is used to simulate γ+jets and Z(→ νν)+jets

events. SHERPA is also used to generate di-bosons events, including the WW , WZ, ZZ

and Wγ∗ production.

SUSY signal samples are generated with HERWIG++ [70], normalised using NLO cross-

sections, including the next-to-leading order supersymmetric QCD corrections and the

re-summation of soft gluon emission at next-to-leading-logarithmic accuracy, calculated

by NLL-fast [89] when mg̃ <2 TeV and mq̃ <4.5 TeV. When NLL-fast cross-sections are

unavailable, PROSPINO [71] is used as alternative.

4.3 Event cleaning and trigger

The event selection is based on a trigger which combines a requirement on the minimum

jet pT with a requirement on the minimum Emiss
T in the event. The increasing performance

of the LHC required the usage of three different triggers during the whole data taking

period at 7 TeV, tightening the thresholds to face the increasing rate of data. During the

first part of the data taking the trigger chain consisted of a level 1 combined jet+Emiss
T

trigger with an online threshold on the pjet
T >50 GeV and Emiss

T >20 GeV, which is the

seed for the level 2 trigger combined jet+Emiss
T trigger, where the threshold on the pjet

T

increases to 70 GeV and a veto on muons is applied. The last step of the trigger applies,

at the event filter level, a cut on the pjet
T >75 GeV and Emiss

T >45 GeV. During the last
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months of data taking at 7 TeV, the event rate for this trigger was too high for the ATLAS

DAQ system and a pre-scale factor has been applied. Thus, the loosest un-pre-scaled

combined jet+Emiss
T trigger has been used in this analysis as alternative. The chain of

the new trigger follows the one of the previous trigger, with an increased thresholds on

the Emiss
T at the level 1, set at 35 GeV, and a consequently increased threshold on Emiss

T

at the event filter at 55 GeV. The requirement on the pjet
T and on the muon veto remains

unchanged among the whole data taking at 7 TeV. In order to define a coherent event

selection across the whole data-acquisition period, the cuts on the leading jet pT and on

the Emiss
T have been defined to match the phase space region where the tightest trigger

used is fully efficient. Figure 4.2 shows that by applying an offline cut on the leading

jet pT at 130 GeV and on Emiss
T at 160 GeV the trigger is fully efficient and the event

selection is safe against trigger-turn on bias.
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Figure 4.2: 2D plot showing the trigger efficiency as function of the leading jet pT and of
the Emiss

T (left) and comparison between the turn-on curve of the trigger for events with
at least 1 jet with pT >130 GeV as function of the Emiss

T (left). The three set of points
corresponds to three different data-taking periods characterised by different conditions
in particular for the pile-up.

The data recorded with the ATLAS detector might contain events which are not cor-

related with a p-p collision. These events, commonly referred as non-collision background,

originate from many different sources, both real physics processes and electronic noise
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of any detector component. In order to avoid any bias on the analysis, it is important

to recognise such events and reject them. It is possible to identify four main sources of

non-collision background:

• coherent noise in the liquid argon electromagnetic calorimeters,

• spiky noise in the hadronic liquid argon calorimeter,

• energetic bremsstrahlung photons produced, inside the detector, by a cosmic-ray

muon or by charged particles in the beam halo,

• beam-gas events, occurring when a proton of the beam collides with a molecule in

the imperfect beam-pipe vacuum.

Since these events are not correlated with the p-p collisions, they usually occur out from

the time windows defined by a bunch crossing and therefore they are rejected by the

central trigger. However it is possible that by chance a non-collision background event

happen in coincidence with a soft p-p collision event. In this case these events can match

the event selection, affecting the performance of the analysis. The set of cuts designed

to reduce the impact of the non-collision background in the analysis is known as event-

cleaning. As a first step an event is considered only if it has been recorded in a data

acquisition run where all the detector components were in a good operating status. An

important source of background, comes from the fact that the electronic noise of the liquid

argon calorimeters and energetic bremsstrahlung photons, can be misinterpreted as jets.

It is possible to reject the events affected by this problem by applying further selection

criteria on the pre-selected jets passing the overlap removal. The selection is based on

loose cuts on a set of variable which define the “quality” of a jet, such as: the fraction

of the jet energy measured in the electromagnetic and in the hadronic calorimeter, the

fraction of the energy of the jet measured in calorimeter cells, which are identified to be

not in optimal operation conditions at the acquisition time and the maximum fraction

of the energy of a jet contained in just one calorimeter layer. If an event contains at

least one jet which fails these quality criteria, then the event is rejected. More stringent

requirements are applied on the most energetic jets in the events. In particular, an
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event is rejected if the sum of the transverse momenta of tracks associated to a jet and

originating at the primary vertex is smaller than 2% (or 5% if the fraction of the energy

of the jet measured in the electromagnetic calorimeter exceed 9% of the total energy) of

the calorimetric jet transverse momentum for both the leading and sub-leading jet if their

pT >100 GeV. A very efficient cut, able to reduce both the impact of the pile-up events

and the non-collision background, is the one on the “jet time” (energy-squared-weighted

time of cells within a jet) with respect to the event time. The average runs over the first

n−jets (pT ordered) in the n−jet selection and its value has to be smaller than 5 ns to

allow the event to pass the selection. In the cleaning procedure, also the inefficiencies

of some regions of the ATLAS calorimeters, which appeared in selected data acquisition

runs, are taken into account. At the end, to further reduce the impact of the calorimeter

noise on the Emiss
T calculation, the event is rejected if the projection of the Cell-out-term

along the ~Emiss
T direction, appearing in equation 4.4, is large with respect to the total

Emiss
T .

Another important source of non-collision events comes from muons which either

derives from the cosmic-rays or from the beam halo. The impact of the cosmic-muons

is suppressed by vetoing all events containing a preselected muon with a large impact

parameter with respect to the primary vertex. The beam halo muons, instead, are

identified by combining the calorimeter information with the information from the muon

chambers and seeking the signature of a particle traversing the detector in the direction

of the beam pipe. Fake muons can sometimes be reconstructed in events with a high

hit multiplicities in the muon spectrometer chambers generated by some particles, from

very energetic jets, punching through the calorimeter into the muon system. Events

containing these muons, potentially affected by large fake Emiss
T , are rejected by vetoing

events with a preselected muon with |σ(q/p)|/|q/p| > 0.2 or where the projection of

the ~Emuon
T along the direction of the ~Emiss

T is relevant with respect to the total missing

transverse momentum.

Finally the events are required to have a leading primary vertex with at least five

outgoing tracks. The leading primary vertex is defined to be the one with the highest

sum on the pT of the tracks originating in the vertex itself.
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Signal Region ≥ 2 jets ≥ 3 jets ≥ 4 jets

Emiss
T [GeV] > 130 > 130 > 130

Leading jet pT [GeV] > 130 > 130 > 130

Second jet pT [GeV] > 40 > 40 > 40

Third jet pT [GeV] – > 40 > 40

Fourth jet pT [GeV] – – > 40

∆Φ(jeti, ~E
miss
T ) (i = 1, 2, 3) > 0.4 > 0.4 > 0.4

Emiss
T /meff > 0.3 > 0.25 > 0.25

meff [GeV] > 1000 > 1000 > 1000

Table 4.1: SR selection criteria of the 0 lepton analysis published in [90].

4.4 Design of new SRs

The event selection, described in Section 3.3.1, and published in [60], has been extended

in a subsequent publication [90] including an additional channel with four jets in the final

state. This additional channel was already included in the original design of the analysis

but was excluded from the publication of the early analysis due to the low data statistics.

The selection which includes this new 4-jet channel is summarised in Table 4.1

Even with the inclusion of four-jet channel the selection was still far from being

optimal. The optimisation of the cuts and the choice of the variables where based only

on a small set of benchmark SUSY points and not any other discriminating variable was

considered. In addition, the inclusion of the full data statistics collected with the ATLAS

detector from p-p collisions at 7 TeV, required the usage of triggers with higher threshold

(see Section 4.3). In order to match the full efficiency of the higher threshold trigger used

in the 7 TeV data taking, the leading jet pT cut has been risen to 160 GeV. For this reason

an original work of design of new selections exploring new discriminating variables was

needed. This study worked up following two main directions. First, the early ATLAS

SUSY analysis already excluded a wide range of SUSY scenarios with light sparticles
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masses. Thus, if the supersymmetry is realised in nature, the squarks and gluino masses

are probably relatively heavy, above few hundreds GeV, or even at the TeV scale. In this

scenarios the sparticles are produced at rest at the LHC, and their decay is expected to

be isotopic in the (x,y) plane. For this reason the shape of an event in the transverse

plane may provide a good discrimination power between SUSY events and SM events.

Another important information which is possible to extract from the SUSY benchmark

models described in Section 3.2 regards the expected number of jets in the event. Just by

considering the simplest simplified models, the direct decay models, the average number

of expected jets in the final states is between two, in case of squark pair production, and

four, in case of gluino pair production. This extremely simplified scenario has already

used up the full set of available channels. In general, each SUSY scenario, slightly more

complex than this simplified model, allows final states with a jet multiplicity higher than

the maximum one considered in the early 0 lepton analysis. Thus, exploring final states

with high jet multiplicity might potentially increase the sensitivity of the analysis to these

SUSY scenarios by suppressing, at the same time, the SM background cross-section by

powers of αS.

4.4.1 The event shape in the transverse plane

Heavy particles are produced at LHC with a very small transverse momentum, therefore

their decay products are expected to be distributed uniformly in the transverse plane.

Since in final states which are isotropically distributed in the (x-y) it is impossible to

identify any preferential direction, the event is called spherical. At the opposite, if a pair

of light particles (i.e. light quarks) is produced at the LHC, they are highly boosted

and thus their decay products are collimated around the flight direction of the decayed

particle. The latter is the typical case of a di-jets event originating at LHC from a QCD

interaction: such event is characterised by a back-to-back topology, where one jet is

pointing exactly on the opposite direction in the transverse plane of the other jet. It is

logical to conjecture that variables which are able to distinguish the two event topologies

listed above, by quantitatively describing the event shape in the transverse plane, might

improve the separation between the SUSY signal and the SM background.
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Figure 4.3: Angular sep-
aration in the transverse
plane between the lead-
ing and the sub-leading
jet, ordered according
the their pT, for the
events passing the 2
jets channel selection
described in Table 4.1 up
to the jets pT requirement
and before the cut on
∆Φ(jet, ~Emiss

T )min.

The ∆Φ (jet1, jet2) variable

The most simple variable, which may be used to describe the event shape in the transverse

plane, is simply the angular separation between the two leading jets in a di-jets event.

If the two jets originate from a SM QCD interaction vertex, then the resulting event

shows a back-to-back topology; whereas, if the hard underlie process is, in example, a

squark pair production in the simplified direct decay scenario, each squark decays at rest

in the transverse plane into a quark back-to-back with a neutralino. Since the squarks

do not have any momentum in the transverse plane, there isn’t any preferential direction

and the angular separation between the two jets in the event shows a flat distribution.

This situation is shown in Figure 4.3 for the events passing the 2 jets channel selection

described in Table 4.1 up to the jets pT requirement, without applying any further SR

cut. The signal model used as benchmark is the mSUGRA point with m0=200 GeV,

m1/2=160 GeV, A0=-400 GeV, tan(β)=10 and µ > 0, usually referred as SU4.
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The transverse sphericity

A more sophisticated variable which is able to describe the shape of an event is the

sphericity. This variable was originally proposed by J.D. Bjorken and Stanley J. Brodsky

in [91] as a criteria to describe the event shape. The sphericity is defined through a tensor

built with the momentum pi of the objects present in an event (i.e. jets)

Sαβ =

∑
i p

α
i p

β
i∑

i |pi|
2 (4.7)

where α and β run on the three momentum components x, y and z. By the standard

diagonalization it is possible to obtain the three eigenvalues λ1 ≥ λ2 ≥ λ3 such as∑
i λi = 1. The sphericity of an event is defined as

S =
2

3
(λ2 + λ3) (4.8)

and basically represents a measure of the momentum directed orthogonally with respect

to the axis of the event. This variable spans the values between 0, for events exactly with

a back-to-back topology, to 1, for events exactly with a isotropic distribution of objects.

At an hadron collider, the events are not balanced along the longitudinal direction due

to the effect of PDFs, thus the sphericity of a typical event in a p-p collision is not

really meaningful. In this case it is convenient define, in analogy to equation 4.7, a

two-dimensional tensor

SαβT =
∑
i

pαT,i p
β
T,i (4.9)

where α and β run on the two transverse momentum components x and y and i runs over

all the objects in the event. Using the eigenvalues λ1 and λ2 of this tensor, in analogy to

equation 4.8, it is possible to define

ST =
λ1

λ1 + λ2

. (4.10)
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Figure 4.4: Transverse sphericity distributions for the events passing the 2 jets channel
selection described in Table 4.1 up to the jets pT requirement and before the cut on
∆Φ(jet, ~Emiss

T )min (left) and after the complete selection with a softer cut on meff at 400
GeV(right).

This quantity, known as transverse sphericity, like the sphericity, is defined between 0

and 1 respectively for events with exactly a back-to-back and with a spherical topology in

the transverse plane. The distribution of the transverse sphericity for the 2 jets channel is

shown in Figure 4.4 using SU4 as reference SUSY model. Despite the fact that SU4 has

a relatively light mass spectrum (i.e. the t̃1 mass is about 206 GeV), the ST distribution

for the signal is shifted towards ST=1 while the BG SM shows a clear peak at ST=0.

The only BG process which has a similar behaviour to the signal is the tt̄ + jets. Indeed,

the top-quark mass is close to the t̃1-squark mass in SU4, and also the decay modes are

very similar, thus the final states generated by an underlying scalar top production or

SM top-quark production are expected to manifest the same topology. By applying a

soft cut on this variable it is possible to reject the large fraction of the BG, which lie in

the peak present at ST=0, without significantly affecting the number of signal events.
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Figure 4.5: Transverse thrust distributions for the events passing the 2 jets channel
selection described in Table 4.1 up to the jets pT requirement and before the cut on
∆Φ(jet, ~Emiss

T )min (left) and after the complete selection with a softer cut on meff at 400
GeV(right).

The transverse thrust

Another variable, which is able to describe the event shape is known as thrust. The

thrust was originally proposed in [92,93] and it is defines as

T = max
|~n|=1

∑
i |~n · ~pi|∑
i |~pi|

(4.11)

where the sum is extended on all the objects in the event and the unitary vector ~n′ which

maximise T define the thrust axis of the event. This variable is distributed between 1/2

and 1 respectively for a isotropic and for a back-to-back event topology. Differently from

the sphericity, there is not any analytical method to estimate its value. The thrust axis

can be evaluated by using the convergence of the series

~n(j+1) =

∑
i ε
(
~n(j) · ~pi

)
~pi

|∑i ε (~n(j) · ~pi) ~pi|
(4.12)
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where

ε (x) =

{
+1 if x > 0

−1 if x < 0
(4.13)

The series T (j), obtained by substituting equation 4.12 in equation 4.11, is monotone

increasing such as T (j+1) > T (j) and asymptotically converge to a value which represent

the solution to the equation 4.11. In analogy to the transverse sphericity, it is convenient

to define the transverse thrust (TT ), where the objects momentum used in equation 4.11

is substituted by their transverse momentum. This variable is distributed between 2/π

and 1 respectively for a isotropic and a back-to-back event. In order to have a direct

correspondence between the transverse sphericity distribution and the transverse thrust

distribution, it is convenient to define a normalised transverse thrust

T ′T =
1− TT
1− 2/π

(4.14)

This new variable behaves like the sphericity, it is distributed between 0 and 1 respectively

for back-to-back events and for isotropic events. Its distribution is shown in Figure 4.5.

Like in the transverse sphericity, in the normalised transverse thrust distribution the SM

background is peaked at 0 while the signal distribution is shifted towards T ′T=1.

Soft collinear radiation safety

The sphericity, in its historical use as jet clustering algorithm, has been abandoned be-

cause its value changes in presence of soft collinear radiation. Inside a jet, the probability

that a parton emits a soft collinear gluon is divergent; thus a clustering algorithm which

uses such a variable cannot provide a stable jet definition and it is intrinsically not mo-

tivated within any quantum field theory. At the opposite, it is easy to proof that the

thrust variable is safe for soft collinear radiations. In presence of soft gluon radiation,

an event with two jets, respectively with a momentum ~p1 and ~p2 (Figure 4.6-(a)), can

be reconstructed as a three jet event where each jet has a momentum ~p1 and ~p2
′ and ~p3
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Figure 4.6: Schematic representation of a di-jets event (a) which becomes a three-jets
event due to the radiation of a soft gluon from one of the two original partons(b).

with ~p3 + ~p2
′ = ~p2 (Figure 4.6-(b)). The thrust in the case (a) is

T (a) =
|~p1 · ~n′|+ |~p2 · ~n′|
|~p1|+ |~p2|

= (4.15)

=
|~p1 · ~n′|+ |(~p2

′ + ~p3) · ~n′|
|~p1|+ |(~p2

′ + ~p3)| ' (4.16)

' |~p1 · ~n′|+ |~p2
′ · ~n′|+ |~p3 · ~n′|

|~p1|+ |~p2
′|+ |~p3|

= T (b) (4.17)

where the collinearity of the gluon emission is used passing from 4.16 to 4.17. In order

to evaluate the impact of the soft collinear radiation on the calculation of TT and of ST ,

some pseudo-events with different specific objects configurations have been generated.

For each configuration the normalised transverse thrust and the transverse sphericity are

computed both in absence of collinear radiation and in the case where one object splits

in two collinear objects. Some of these results are listed in Table 4.2. This test clearly

shows the difference between the thrust and the sphericity in terms of robustness against

collinear radiation. As expected, the transverse thrust is stable independently on the

number of collinear gluons emitted by each parton in an event, while the sphericity shows,

often, significant fluctuations. This feature of the sphericity represents more a theoretical

problem rather than an actual limitation of its usage as variable in the experimental event

selection. Indeed, as described in Section 4.1.7, the overlap between different objects is

resolved in the 0 lepton analysis at the level of the object definition; thus, if a parton

emits a collinear gluon this is clustered into the jet generated by the original parton,
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Configurations ST T ′T
without C.R. with C.R. without C.R. with C.R. without C.R. with C.R.

1 0.67 0.8 0.8

0.67 0.56 0.54 0.54

1 0.85 0.81 0.81

Table 4.2: Impact of the collinear radiation (C.R.) of a gluon on the value of the transverse
sphericity and of the transverse thrust for three different event topologies. Each arrow
represents a physical object (i.e. a jet) with a pT=1 a.u. . In the configurations where
an object radiates a collinear gluon, the pT is equally shared between the object and a
gluon, assigning pT=0.5 a.u. to each one.

without changing the multiplicity of the objects present in the final states.

Event shape variables: sensitivity studies

From a qualitative analysis of the Figures 4.3–4.5 it is already possible to state that the

∆Φ(jet1, jet2) is expected to be the less sensible variable, among the considered shape

variables, while both thrust and sphericity are expected to provide a good discrimination

between signal and background. In order to quantify the possible improvements to the

analysis, an additional cut on an event shape variable has been introduced on the top of

the standard selection shown in Table 4.1

• ST > x with x ∈ (0, 1) in step of 0.05
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• T ′T > x with x ∈ (0, 1) in step of 0.05

• ∆Φ(jet1, jet2) < x with x ∈ (0, π) in step of 0.05

Three main quantities have been checked for each selection: the signal acceptance (using

SU4 model as benchmark point), the background rejection and the signal significance.

The event count in each SR is modelled by a Poisson function convoluted with a Gaussian

function to take into account the systematic uncertainties. The significance is estimated,

in the asymptotic approximation, by using the Z0 estimator [94]

Z0 =
2√

1 + α

[√
X +

3

8
−
√
α

(
µ+

3

8

)]
(4.18)

where X is the number of observed events (in this case it is the number of background

MC events plus the number of signal MC events) in the SR, µ is the number of expected

background events in SR and α is the ratio σ2
rel/µ, where σrel is the total systematic

uncertainty on the background estimation. In these studies, the background is estimated

using only the MC prediction, thus a conservative 50% flat systematic uncertainty is used

for all the SRs. The results of these studies are shown in Figure 4.7. As expected by the

preliminary observation of the distributions, the cut on ∆Φ(jet1, jet2) rejects roughly as

much signal as background, resulting in a linear proportionality between signal acceptance

and background rejection and in a flat behaviour of the significance as function of the

cut (notice that the green point at 2.5, i.e., denote a cut ∆Φ(jet1, jet2) < 2.5). The

transverse sphericity and thrust have approximatively the same behaviour. The results

in Figure 4.7 suggest a best cut on these variables at 0.45 for the transverse thrust and

0.3 or 0.25 for the transverse sphericity. By applying this cut, the signal significance

would increase, with respect to the baseline selection, from 1.69σ to 3.03σ, 2.93σ and

2.85σ respectively for T ′T > 0.45, ST > 0.3 and ST > 0.25. These cuts are optimal

for a high cross-section point like SU4, but for models with a lower cross-section they

result too harsh. Indeed, the signal acceptance, in these three cases, is always around

50% only. For this reason, also if these cuts are able to reject between 70% and 80% of

the background, they cannot improve the significance for high mass signal points which
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Figure 4.7: Signal acceptance versus background rejection for all possible cuts on the
three different event shape variables (left) and signal significance versus the cut on the
event shape variable (right) for the SU4 model.

have significantly lower cross-section with respect to SU4. The performance of several

different selections, each including also a cut on a shape variable, has been tested on

the mSUGRA scenario with tan(β)=10, A0=0 and µ > 0. Each SR follows the selection

criteria listed in Table 4.1 up to the cut on Emiss
T /meff . On the top of this selection, the

following cuts have been combined

• meff > x with x ∈ [900, 1200] GeV in step of 100 GeV

• (ST or T ′T ) > x with x ∈ [0, 0.4] in step of 0.05

defining, in each channel, a total of 4 SRs without any cut on any event shape variable

(SRno shape), 64 SRs with both a cut on meff and a following cut either on the ST or on

the T ′T (SRshape). For each channel the best performing SRno shape has been compared

with the best performing SRshape. Both the shape variables, as expected, have about

the same sensitivity in all channels. In the high jet multiplicity channels the transverse

thrust provides a slightly better sensitivity with respect to the sphericity. In general the

performance of the analysis improves by introducing a cut on a shape variable. This is

shown in Figure 4.8. On the left plot is shown the signal significance, expressed in terms of
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Figure 4.8: Signal significance in the mSUGRA scenario with tan(β)=10, A0=0 and
µ > 0 in the m0-m1/2 plane. The left plot shows the sensitivity of the standard selection
of the 4 jets channel, with an harder cut on the meff >1100 GeV while the right plot
shows the improvements in the sensitivity obtained by adding a cut T ′T > 0.3 on the top
of the standard selection with the same cut on meff .

standard deviations, and estimated by using the Z0 estimator presented in equation 4.18,

for the best 4-jet selection which does not use the event shape information. This result

is compared with the same selection, with an additional cut on T ′T > 0.3. By looking

at the figures it is possible to appreciate how the inclusion of a cut on the transverse

thrust slightly improves the sensitivity of the analysis to this SUSY scenario. On the

other hand, the improvement appears only for a relatively hard cut on the T ′T variable,

which also rejects a large fraction of signal.

The results of these studies denote that the transverse thrust and the transverse

sphericity are sensible to the presence of SUSY production in the data. However, in order

to improve the sensitivity of the standard 0 lepton analysis selection, it is necessary to

apply a relatively hard cut on these variables. Therefore, to keep the 0 lepton analysis

general enough and sensible to a wide range of SUSY scenarios, it is recommendable

to avoid such a harsh cut and use these two variables to increase the sensitivity of the

analysis to some specific SUSY signature rather than to include them in the baseline list

of variables considered in the analysis.



4.4 Design of new SRs 97

4.4.2 Introduction of higher jet multiplicity channels

In its original design, the 0 lepton analysis used to investigate final states with 2 up to 4

jets. It is not unusual that a SUSY event manifests a finals states with a jet multiplicity

which is substantially larger than 4. Indeed, by using, for example, the models described

in Section 3.2 as reference, it is clear that channels with 2 up to 4 jets can properly cover

only the simplest case, which is represented by the direct decay models. Here final states

with 2, 3 and 4 jets are expected respectively for q̃q̃, q̃g̃ and g̃g̃ production. As soon as the

model introduces an intermediate step between the squark or the gluino and the lightest

neutralino, i.e. a chargino in the one-step decay models, the expected jet multiplicity in

the final state increases. Even though the jet multiplicity in the analysis is inclusively

defined, and thus also higher jet multiplicity events are implicitly selected, the inclusion

of channels requiring more than 4 jets, might improve the signal over background ratio by

suppressing the SM background by powers of αS, without affecting significantly the signal.

In Figure 4.9 is shown the distribution of the number of jets with pT >40 GeV for the 2

and 4 jets selections. Here, it is visible how the SM background, differently from the SUSY

signal, steeply decreases with the increasing number of jets in the final state. Indeed,

in the left plots, which corresponds to the 2 jet selection, the SM background arising

from VB production in association with jets, decreases exponentially with the number of

jets. The tt̄ + jets background, instead, is peaked at 4-5 jets (2 b-jets from the top-quark

decay, 2 light-jets from one W-boson decay, plus, eventually, an additional ISR/FSR jet).

The mSUGRA point with tan(β)=10, A0=0, µ > 0, m0=2500 GeV and m1/2=210 GeV

is used as reference. This scenario is dominated by the gluino pair production. Each

gluino mainly decays according to equation 3.1, producing four jets in the final state.

As expected the signal distribution in Figure 4.9 is peaked at 8-9 jets (4 jets from each

gluino decay chain, plus, eventually additional ISR/FSR jets).

Preliminary studies show that, due to the tight requirements on the leading jet pT

and, in particular, on the Emiss
T needed to reach the phase space region where the trigger

is fully efficient, any selection requiring more than 6 jets would suffer of lack of MC and

data statistics in both CRs and SRs (using the full statistics available at 7 TeV). In

addition, a signal event, in order to be selected by the n-jet selection, needs to produce



4.4 Design of new SRs 98

0 5 10 15 20

E
n
tr
ie

s

1

10

210

310

410

5
10

Total SM MC
SM+SU-- X
QCD
W+jets
Z+jets
Top
Overflow 0

-1
L dt ~ 1035 pb∫

jetsN
0 5 10 15 20

E
n
tr
ie

s

1

10

210

Total SM MC
SM+SUX
QCD
W+jets
Z+jets
Top
Overflow 0

-1
L dt ~ 1035 pb∫

jetsN

Figure 4.9: Distribution of the expected number of jet with pT >40 GeV for events
passing the 2 jet (left) and the 4 jet (right) selection up to the Emiss

T /meff cut. The SM
expectation is compared with a mSUGRA reference point with tan(β)=10, A0=0, µ > 0,
m0=2500 GeV and m1/2=210 GeV labeled in the plots as SUX.

n-energetic jets. Thus, even if n-jets are produced in the SUSY decay chain, the event

would be selected by the n-jet selection only if the mass difference between each spaticle

in the decay chain is larger than the minimum required jet pT. Following all these

considerations, the possibility to extend the 0 lepton analysis with two additional channels

respectively requiring 5 and 6 jets in the final states has been considered.

The background to the high jet multiplicity channels

The increased number of requested jets largely reduces the amount of background events

coming from VB production in association with jets. The main remaining background

comes from tt̄ + jets production. Indeed this process produces events with a large num-

ber of energetic jets and large missing transverse momentum, which can perfectly fake

SUSY events. It is possible to define a minimal selection for the 5 and 6 jets channel

just by extending the existing 4 jets channel selection with the requirement of one or

two additional baseline jets with pT >40 GeV. By using this minimal definition for the
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high jet multiplicity channels, the corresponding SRs have a small but not negligible

contamination of multi-jets events. These events pass the SR selection because one of

the jet energy has been mis-measured, creating fake missing transverse momentum. The

baseline selection, which is designed for channels with an inclusive jet multiplicity up to

four jets, rejects the multi-jet events by requiring that the minimal angular separation

between the first three leading jets and the Emiss
T is larger that 0.4. Even though this

cut is very efficient for the low jet multiplicity channels, the absence of any check on

∆Φ(jeti, ~E
miss
T ) with i >3, allows multi-jets events with mis-measured jets to match the

SR selection in the high jet multiplicity channels. This situation is shown in Figures

4.10-(a,b), where the minimal angular separation between all the jets with pT >40 GeV

and Emiss
T is shown for events passing respectively the minimal 5 and 6 jet selection up

to the Emiss
T /meff cut. The figures show that the Emiss

T , in the remaining multi-jets events

after the selection, is close to a high pT jet, which is not one of the first 3 leading jets.

The presence of a small amount of multi-jets events in the SR selection, ideally, would

not affect largely the sensitivity of the analysis to the SUSY signal, but the multi-jets

processes are not properly modelled by the theory and are source of a very large system-

atic uncertainty. Thus their presence in the SR would increase a lot the uncertainty on

the total SM background determination, spoiling, in this way, the overall sensitivity of

the analysis.

To further suppress the multi-jet contamination in the high jet SR, the most natural

solution is to include in the ∆Φ(jet, ~Emiss
T )min cut also n-jets after the third one on the pT

ordered ranking (this solution is referred in the following as ∆Φn
hard). Although natural,

this choice is not optimal; indeed, as shown in Figures 4.10-(c,d), the inclusion of the

fourth jet in the ∆Φ(jet, ~Emiss
T )min calculation (this selection is referred in the following

as ∆Φ4
hard), have a large impact on the signal while reduces only by about a factor 2

the multi-jet events entering the SR. In Figures 4.10-(a,b) it is possible to see that the

remaining multi-jets events show a kinematic configuration where the Emiss
T is very close

to one of the jets. Such a situation can occur when one energetic jets is highly mis-

measured, so its measured energy is lower than its actual energy and, the Emiss
T points

very close to the direction of the jet. It is possible to reject these events by including, on
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Figure 4.10: Expected distribution of the minimal angular separation between all the
jets with pT >40 GeV and the Emiss

T for the minimal 5 (a) and 6 (b) jet selection and

for the minimal extended 5 (c) and 6 (d) jet selection where the ∆Φ(jet, ~Emiss
T )min cut is

extended to the first 4 leading jets. The SM expectation is compared with a mSUGRA
reference point with tan(β)=10, A0=0, µ > 0, m0=2500 GeV and m1/2=210 GeV labeled
in the plots as SUX.

top of the cut ∆Φ(jet, ~Emiss
T )min >0.4, which is applied to the first three leading jets, an

additional soft cut ∆Φ(jet, ~Emiss
T )min > 0.2 which involves in the calculation all the jets
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in the event with a pT >40 GeV (this selection is referred in the following as ∆Φincl.).

This cut reduces by a large factor the multi-jet background in the high-jet-multiplicity

SRs, scaling it down to a few percent of the total SM background. The impact of this

additional cut on the signal is negligible with respect to the gain arising from the reduction

of the total systematic uncertainty. The impact becomes even smaller in SUSY scenarios

with an higher mass scale, where the ∆Φ(jet, ~Emiss
T )min distribution has only few events

in the region with ∆Φ(jet, ~Emiss
T )min < 0.2. This cut results to be efficient also in the 4

jets channel, where, as well as in the higher jet multiplicity channels, it helps to reduce

the contamination of multi-jets events in the SR, improving the overall sensitivity of the

analysis.
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Figure 4.11: Expected distribution of the Emiss
T (proj.) before the ∆Φincl. cut for the

5 jets channel (left) and for the 6 jets channel (right). The SM expectation is com-
pared with a mSUGRA reference point with tan(β)=10, A0=0, µ > 0, m0=420 GeV and
m1/2=360 GeV labeled in the plots as SUX.

A completely different approach is based on the assumption that, in a pure multi-

jet event, higher is the Emiss
T produced by the mis-measurement of a jet, smaller is the

minimum angular separation between the Emiss
T and the closest jet. Thus the strategies

which use a fixed cut on ∆Φ(jet, ~Emiss
T )min described above, could be improved by defining

a “dynamic” cut which is function of the Emiss
T : ∆Φ(jet, ~Emiss

T )min < f(Emiss
T ). A variable
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which is function of the ∆Φ(jet, ~Emiss
T )min and of the Emiss

T can be constructed with the

product of the Emiss
T and the sin(∆Φ(jet, ~Emiss

T )min). This variable, known as Emiss
T (proj.),

represent the ~Emiss
T component orthogonal to the closest jet. In Figure 4.11 is shown the

distribution of this variable in the 5 and 6 jets channels after the preselection cuts. The

multi-jet events, as expected, appear only in the first few bins while the signal shows a

broad distribution with a tail which is extended up to hundreds of GeV. A requirement

of Emiss
T (proj.) > x correspond to a tight cut on ∆Φ(jet, ~Emiss

T )min if the Emiss
T is soft and

to a loose cut on ∆Φ(jet, ~Emiss
T )min for events with very high Emiss

T . Therefore this variable

is able to generate a “dynamic” cut on ∆Φ(jet, ~Emiss
T )min as function of the Emiss

T , which

could potentially bring improvement to the sensitivity of the analysis.

Performances and optimisation of the high-jet-multiplicity channesl

The optimisation of the new high-jet-multiplicity channels has been done aiming to max-

imise the discovery potential of the analysis in the mSUGRA scenario with tan(β)=10,

A0=0 and µ > 0 in the whole m0-m1/2 plane. The event selection used for the optim-

isation is shown in Table 4.3. Many variables have been considered in the optimisation

procedure: the ST , TT , meff(incl.) (defined by Equation 3.6 with the sum extended over

all the jets with a pT > 40 GeV, see Figure 4.12-(a)), Emiss
T /meff(Nj) (i.e. Figure 4.12-(b)

and mT2 (i.e. Figure 4.12-(c)). Also the three alternative approaches, aiming the reduc-

tion of the number of multi-jet events in the high jet multiplicity SRs presented in the

previous paragraph, namely the ∆Φ4
hard, the ∆Φincl., E

miss
T (proj.) have been considered.

The combinations of all the variables considered in this study and the values of the cuts

applied on each of them are defined by the following list of subsequent cuts:

1. ∆Φn
hard or ∆Φincl. or Emiss

T (proj.) > x with x ∈ [80, 120] in step of 20 GeV

2. Emiss
T /meff > x with x ∈ [0, 0.5] in step of 0.1

3. ST or T ′T > x with x ∈ [0, 0.4] in step of 0.1

4. meff(incl.) > x with x ∈ [700, 1800] GeV in step of 100 GeV, or mT2 > x with

x ∈ [100, 500] GeV in step of 50 GeV



4.4 Design of new SRs 103

Requirement
Channel

2 jet 3 jet 4 jet 5 jet 6 jet

Trigger and cleaning cuts
Lepton veto No electron (muon) with pT > 20 (10) GeV

Emiss
T [GeV] > 160

pT(j1) [GeV] > 130

pT(j2) [GeV] > 60

pT(j3) [GeV] > – 60 60 60 60

pT(j4) [GeV] > – – 60 60 60

pT(j5) [GeV] > – – – 40 40

pT(j6) [GeV] > – – – – 40

Table 4.3: Criteria used to define each of the inclusive channels in the optimisation
procedure for the 0 lepton analysis.

This schema defines a set of more than 6 thousand SR candidates. In order to

evaluate the performance of each SR candidate, the significance of the signal over the

SM background have been evaluated by computing the probability P (xobs ≥ nSM) of

observing at least xobs events expecting nSM events from the SM background. The

number of observed events, for this purpose, are given by the number of SM events plus

the number of signal events expected by the MC simulation and also the number of

expected SM events nSM is directly taken from the MC simulation. The event counting

in each SR candidate is modelled by a Poisson function convoluted with a Gaussian

function which accounts the systematic uncertainties. In this simplified approach, a flat

systematic uncertainty, as large as the 40%, is applied on the total SM background, while

the uncertainty on the signal is neglected. The significance is finally expressed in terms of

number of Gaussian standard deviations. The optimisation process is designed to define

the set of cuts which maximises the average significance in a specific region of the m0-

m1/2 plane. A first round of optimisation, using the complete available parameter space
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Figure 4.12: Expected distribution of meff and Emiss
T /meff for the 6 jets channel after

the ∆Φincl. cut (a-b) and expected distribution of the mT2 after the ∆Φincl. cut for the
5 jets channel. The SM expectation is compared with a mSUGRA reference point with
tan(β)=10, A0=0, µ > 0, m0=420 GeV and m1/2=360 GeV labeled in the plots as SUX.

with m0 <4.3 TeV and m1/2 <600 GeV, shows that best discovery reach is obtained

by combining the low multiplicity channels in the region with high m1/2 and low m0

(Figure 4.13-(a)) and the high jet multiplicity channels for the region with high m0 and

low m1/2 (Figure 4.13-(b)).

Accordingly, in the second run of optimisation, the low jet multiplicity channels have

been optimised to achieve the best discovery potential in the mSUGRA parameter space
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Figure 4.13: Significance of the optimal 2 jet (a) and 6 jet (b) selection according to
the average significance in the complete m0-m1/2 plane of the mSUGRA model with
tan(β)=10, A0=0 and µ > 0.

with m0 ∈[0,700] GeV and m1/2 ∈[400,600] GeV, while the high jet multiplicity in the re-

gion with m0 ∈[1500,4000] GeV and m1/2 ∈[250,350] GeV. The optimisation favoured the

∆Φincl. choice against the ∆Φ4
hard and Emiss

T (proj.) in all channels as well as the usage of the

meff(incl.) with respect to the mT2. As example, in Figure 4.14 are shown the expected

deviations from the SM background, expressed in terms of number of Gaussian standard

deviations, arising from the SUSY production the mSUGRA scenario for the best selec-

tions, defined within the optimisation procedure, for the 6 jets channel. The best discov-

ery reach is obtained by combining the ∆Φincl. cut with a cut on Emiss
T /meff(Njet) >0.15

and a final cut on meff(incl.) >1200 GeV (Figure 4.14-(a)). By substituting the ∆Φincl.

with the ∆Φ4
hard cut on the previous selection (Figure 4.14-(b)), the discovery reach in the

high m0 region, slightly decreases by 20–50 GeV in the m1/2 direction (many of the points,

where a deviation of about 3 σ was expected with the first selection, produce deviation

of about 2 σ with the second selection). Figures 4.14-(c,d) show the best SRs which use

respectively the cut on Emiss
T (proj.) instead of the cut on ∆Φincl. (Emiss

T (proj.) >100 GeV,

Emiss
T /meff(Njet) >0.15 and meff(incl.) >1000 GeV) and the cut on mT2 instead of the

cut on meff(incl.) (∆Φincl., E
miss
T /meff(Njet) >0.15 and mT2 >300 GeV).
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Figure 4.14: Expected deviations from the SM background, expressed in terms of num-
ber of Gaussian standard deviations, arising from the SUSY production the mSUGRA
scenario for the four best combinations of the SR cuts for the 6 jets channel.

Inclusive and exclusive jet multiplicity selection The extension of the analysis to

higher jet multiplicity gives also the possibility to combine the results form the various

channels in different ways. The method, traditionally used in the ATLAS SUSY 0 lepton

analysis, consists of considering, for each signal point, the SR with the lowest p-value.

Since the channels are defined by using the inclusive jet multiplicity, they are all highly

correlated and, therefore, they cannot be statistically combined. Nevertheless, it is pos-

sible to reduce largely the correlation among the channels by defining them exclusively
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in terms of jet multiplicity, and by vetoing in the n-jet channel any additional jet with

pi
T >40 GeV (i > n). For each exclusive SR the likelihood is built with the convolution
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Figure 4.15: Expected deviations from the SM background, expressed in terms of num-
ber of Gaussian standard deviations, arising from the SUSY production the mSUGRA
scenario for the four best combinations of inclusive SRs (a) and exclusive SRs (b).

of a Poisson distribution, to model the number of expected events, with a Gaussian dis-

tribution, to model the systematic uncertainty. Given the independence of the exclusive

channels, the combined likelihood is equal to the product of the individual likelihood of

each channel. In order to avoid the loss of events with a jet multiplicity higher than six,

the 6 jets channel, differently from all the other channels, is inclusively defined in terms

of jet multiplicity. The two strategies, the one with all inclusive channels, and the other

with five exclusive channels and one inclusive channel, referred to in the following as in-

clusive selection and exclusive selection, require a different approach for the optimisation

process. Indeed, while there are no intrinsic limitations on the number of SRs which

is possible to define in the inclusive selection, in the exclusive selection it is possible to

define only one independent SR for each channel. The optimal combination for the ex-

clusive selection can be obtained by optimising both the 5 and 6 jets channels in the high

m0 region, the 4 jets channel in the intermediate region with m0 ∈[500,1200] GeV and

m1/2 ∈[200,350] GeV and the 2 and 3 jets channels in the high m1/2 and low m0 region.
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Requirement
Channel

2 jet 3 jet 4 jet 5 jet 6 jet
Am At A′ Bt Cl Cm Ct Dt El Em Et

Trigger and cleaning cuts
Lepton veto No electron (muon) with pT > 20 (10) GeV

Emiss
T [GeV] > 160

pT(j1) [GeV] > 130

pT(j2) [GeV] > 60

pT(j3) [GeV] > – 60 60 60 60

pT(j4) [GeV] > – – 60 60 60

pT(j5) [GeV] > – – – 40 40

pT(j6) [GeV] > – – – – 40

∆Φ(jeti≤3, ~E
miss
T )min > 0.4

∆Φ(jeti>3, ~E
miss
T )min > – – 0.2

Emiss
T /meff(Njet) > 0.3 0.4 0.25 0.25 0.2 0.15

meff(incl.) [TeV] > 1.9 1.4 1.2 1.9 1.5 1.2 0.9 1.5 1.4 1.2 0.9

Table 4.4: The optimised event selection consists of 5 channels defined according to the
inclusive jet multiplicity from 2 to 6 jets. A total of 11 SRs are defined by applying
different cuts on Emiss

T /meff(Njet) and on meff(incl.).

The expected performances, in terms of discovery reach, of the two strategies after the

optimisation are shown in Figures 4.15 for the inclusive selection and the exclusive selec-

tion respectively. The two strategies produce similar results; the exclusive selection takes

advantage, with respect to the inclusive selection, from the combination of the 5 and 6

jets channels in the high m0 region. The inclusive analysis, instead, can benefit from the

possibility to define two SRs in the 4 jets channel: one optimised in the high m1/2 region

and one optimised in the region with m0 ∈[500,1200] GeV and m1/2 ∈[200,350] GeV,
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giving better results in the high m1/2 region. The impossibility to define more than 6

signal exclusive SRs (beside creating ad-hoc selection for each SUSY scenario), and the

similar performance of the two strategies in the mSUGRA scenario, justify the choice of

using the inclusive selection as baseline for the analysis.

A further optimisation, mainly dedicated to the low jet multiplicity channels, used

as target the direct decay simplified models. The optimisation resulted in defining 11

inclusive SRs, whose selection is summarised in Table 4.4. Each channel is labeled with

a letter from A, for the 2 jets channel, to E for the 6 jets channel. Up to three different

selections, loose (l), medium (m) and tight (t) are defined in each channel. A special

selection, labeled SRA′, completes the 2 jets SR set by extending the analysis sensitivity

to SUSY scenarios with a compressed mass spectrum, where the mass difference between

the heavies SUSY particle produced and the LSP is small.

4.5 Background determination

In the early 0 lepton analysis, the expected number of SM background events in each

SR was purely taken from the MC prediction. The control regions (CR) were only used

with the purpose of validating the various MC sets with the data in specific regions of

the phase space where only one SM process dominates. A different approach can be used

to provide a semi-data-driven estimation of the background events in the SRs: the MC

prediction of each SM process can be simultaneously normalised to the data observed in

the CRs via a profile log-likelihood fit. The number of expected events in the SRs are,

then, extrapolated from the observed number of events in the CRs according to

N(SR, est, proc) = N(CR, obs, proc) ∗
[

N(SR, raw, proc)

N(CR, raw, proc)

]
, (4.19)

where N(SR, est, proc) is the SR background estimate for the process “proc”, N(CR, obs,

proc) is the observed number of data events in the CR for the process “proc”, and N(SR,

raw, proc) and N(CR, raw, proc) are the un-normalised MC estimates of the contributions

from the process “proc” to the SR and CR respectively. The ratio appearing in the
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square brackets in Eq. 4.19 is defined to be the transfer factor (TF). Similar equations

containing inter-CR TFs allow the background estimates to be normalised coherently

across all the CRs. This method introduces two main advantages with respect to the

purely MC background estimation. First of all, by normalising the MC samples to the

data, the background estimation does not rely anymore on any fixed order calculation of

the inclusive cross-section of each SM process. The independence from the inclusive cross-

section calculation allows to neglect the intrinsic uncertainty related to the calculation,

which can be very large, in particular for processes with many jets in the final states

generated from LO QCD vertexes. The second advantage still regards the systematic

uncertainties associated to the total estimation of the background events in the SRs.

Indeed, all the factorizable uncertainties, which are correlated between the CRs and the

associated SR, cancel out in the ratio of the TF. This cancellation can significantly reduce

the total systematic uncertainty on the number of expected background events in each

SR.

The SM processes which are expected to significantly contribute to the event count

in each SR are: the production of a W-boson, which decays in leptons, in association

with jets, the production of a Z-boson, which decays in neutrinos, in association with

jets and the production of a top/anti-top quark pair where the top (anti-top) decays in

a lepton-neutrino and a b-jet and the anti-top (top) decays in light-jets and a b-jet. For

each one of these processes a specific CR has been designed in correspondence of each

SR, with a selection as close as possible to the one of the correspondent SR, to reduce

the systematic uncertainty on the extrapolation from the CR to the SR. The multi-

jet background, while it is very suppressed by the cuts on Emiss
T , ∆Φ(jet, ~Emiss

T )min and

Emiss
T /meff(Njet), requires a special treatment. Indeed these events are not well modelled

by the theory, thus the MC prediction is not reliable. To provide a prediction of the

multi-jet background independent from the MC simulation, a fully-data-driven method

has been developed: the jet smearing method. All the other minor backgrounds, like the

one coming from di-bosons production in association with jets, are estimated using the

MC simulations normalised to the NLO inclusive cross-section calculated with MCFM [95].
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4.5.1 Estimation of the multi-jet background

The selection defined in Table 4.4 has a very small acceptance for the multi-jet events.

Nevertheless, the huge cross-section of this process might cause a non negligible contam-

ination of multi-jets events in the SRs. The interplay of these two factors, together with

the bad modelling of this process, makes the usage of conventional MC-based techniques

for the prediction of the multi-jet events not reliable. For this reason, a specific data-

driven technique has been developed by the ATLAS group based in the university of

Sheffield to determine the multi-jet background in each SRs, without relying on the MC

simulation. The method uses a high statistic sample of well measured multi-jet events

with low-Emiss
T to reduce the statistical uncertainty. The pT of the jets are smeared ac-

cording to a function modelling the calorimetric response producing, in this way, sample

of pseudo-data of multi-jet events with high fake-Emiss
T arising from the jet energy mis-

measurement. The calorimetric response function is initially evaluated from the MC

simulation, by comparing the jet pT at the generator level with the corresponding pT

at detector level. It is modelled by using a Gaussian function to describe the bulk of

the distribution and polynomial functions to describe the asymmetrical tails. This first

estimation of the response function is used to generate a “first-generation” of pseudo-

events. These samples are validated with collision data in two dedicated analyses used

also to fit and constraint the parameters of the response function.

The first analysis selects di-jets events with pjet
T,1−2 >70-50 GeV and η < 2.8 and

vetoes events with any additional jet with pjet
T,i>2 >40 GeV in the same geometrical ac-

ceptance region. The asymmetry A(pT,1,pT,2) (see Figure 4.16-(a)) constructed with the

jet transverse momentum and defined as

A(pT,1, pT,2) =
pT,1 − pT,2

pT,1 + pT,2

(4.20)

is sensible to the modelling parameters of the Gaussian central bulk of the jet energy

response function, and it has, also, a minor impact on the parameter describing the

asymmetrical tails. The second analysis, commonly referred as Mercedes analysis, selects

events with at least 3 jets, where it is possible to associate the Emiss
T to one of the jet
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Figure 4.16: Comparison between data and multi-jet pseudo-data for the Asymmetry
distribution in di-jets events (a) and for the R2 distribution in Mercedes events (b).

by using geometrical criteria. It is possible to define a variable, called R2 and shown in

Figure 4.16-(b), which is sensible to the modelling of the tails of the response function:

R2 =
~pT
J · ( ~pT

J + ~Emiss
T )

| ~pT
J + ~Emiss

T |2
(4.21)

where ~pT
J is the transverse momentum of the jet associated to the Emiss

T in the event. If

the jet is under-measured, the ~Emiss
T points in the same direction of the mis-measured jet,

producing an R2 value smaller than 1. At the opposite, if a jet is over-measured, the ~Emiss
T

points in the opposite direction of the mis-measured jet, and the R2 value is larger than 1.

The A(pT,1,pT,2) and the R2 distribution are respectively used to validate and constraint

the Gaussian bulk and the non-Gaussian tails of the calorimetric response function. The

fitted calorimetric response function is used to generate a new set of pseudo-events, which

is further validated in the di-jets and Mercedes analysis. The procedure is iterated until

a good agreement between pseudo-data and observed data is achieved in both the control

distributions.
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Figure 4.17: ∆Φ(jeti, ~E
miss
T ) (i=1,2,3) distribution for the 4 jets channel after before

the ∆Φ(jet, ~Emiss
T )min cut (left) and after the 4 jets loose selection without the cut on

∆Φ(jet, ~Emiss
T )min (right).

The pseudo-data, generated with the procedure described above, replace the multi-

jet MC in the analysis. This sample is separately normalised, for each SR, in a CR

(CRQ) defined by the selection used in the corresponding SR with a modified cut on

∆Φ(jeti, ~E
miss
T ) (i=1,2,3) which is required to be smaller than 0.2. This requirement

enhances the multi-jet contribution with respect to the other background, defining a

region of the phase space fully dominated by multi-jet events. In Figure 4.17 it is shown

how the pseudo-events can properly describe the ∆Φ(jet, ~Emiss
T )min and, in particular, how

they can also provide an estimation of the multi-jet background in the SR phase space

(∆Φ(jeti, ~E
miss
T ) > 0.4, i=1,2,3) where the multi-jet MC runs out of statistics and cannot

provide any reliable information.
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4.5.2 Estimation of the Z→ νν̄+jets background

The dominant background for the low jet multiplicity channel is given by events where

a Z-boson is produced in association with jets and the Z-boson decays in neutrinos.

This irreducible background is estimated by defining two CRs. The first, which is

used as baseline in the analysis, selects events with one energetic photon and jets. The

Z(νν̄) + jets events parring the SR selections, are characterised by an high pT Z-boson

(pZ
T � mZ) which, decaying into neutrinos, is not interacting in the detector, producing

events with a large Emiss
T . In this kinematic region, away from the Z-pole, the cross-

section of the γ + jets production, differs from the one of the Z+jets production mainly

for the coupling constant involved. Thus, the ratio

RZ/γ =
dσ(Z + jets)/dpT

dσ(γ + jets)/dpT

(4.22)

is expected to be constant and independent on the main kinematic variables used in

the analysis. Therefore, it is possible to use Equation 4.22 to translate the number of

observed γ + jets events in the CR (CRY) into the number of expected Z+jets events in

the SRs. The events are selected by using a photon trigger, which requires a high energy

photon with a cut on photon pT measured at LV2 at 80 GeV. This trigger becomes fully

efficient for photons with an offline pT >130 GeV. The events selected by the trigger,

have to match the SR selection, with the additional requirement of having one isolated

photon matching the signal photon selection described in Section 4.1.5. In order to select

events in a kinematic region as close as possible to the SR, and mimic the Z→ νν̄ events,

the photon is treated as missing transverse momentum and its pT is added to the Emiss
T

calculation. By using γ + jets events instead of Z+jets, it is possible to largely reduce

the uncertainty related to the low statistics of data in the CRY thanks to the larger

cross-section of the photon production with respect to the one of the Z. The number of

Z+jets events in the SRs is finally extrapolated from the number of photon events in the
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CRY according to

NZνν
(
pVT ,meff(incl.)

)
=

= Nγ
(
pVT ,meff(incl.)

)
·
[

(1−fbkg)

εγ(pVT )·Aγ(pVT )
·RZ/γ(p

V
T) ·Br(Z → νν)

]
(4.23)

where fbkg expresses expected rate of events with fake photons, εγ(pVT) · Aγ(pVT) is the

reconstruction efficiency and detector acceptance for reconstructed photons. The recon-

struction efficiency εγ accounts for inefficiencies in the photon identification and isolation

cuts, while the acceptance Aγ deals with the limited fiducial region for photon selection.

The fake rate has been found to be negligible on the basis of the studies presented in [96]

and therefore has been neglected in this analysis.
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Figure 4.18: meff(incl.) distribution for the SRA selection in CRY (left) and CRZ (right).
The yellow band in the ratio plot shows the combined experimental uncertainties on the
unscaled background estimates, while the green band includes also the total theoretical
uncertainties.

This estimation of the number of Z+jets events, is validated by using an independent

method based on the selection of well reconstructed Z→ `` events (with ` = e, µ). The

data, in this CR (CRZ), are first selected by using an electron or muon trigger, with
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an increasing threshold on the p`T depending on the data acquisition period and on

the LHC machine running parameters. The selection follows the SR criteria, with the

additional requirement of the presence in the event of exactly 2 opposite sign and same

flavour leptons (only electron or muon) with the p
e(µ)
T,1−2 >25(20)-20(20) GeV. To enhance

the contribution of the Z+jets events, with respect to the other SM processes, the two

leptons are required to have an invariant mass close to the Z-mass pole, between 66 GeV

and 116 GeV. The pZT, reconstructed from the transverse momentum of the leptons, is

added to the Emiss
T calculation to mimic a Z→ νν̄ event. By applying the complete SR

selection cuts, only few events are expected to populate this CR, thus, to reduce the

statistical uncertainty, the cuts on the ∆Φ(jet, ~Emiss
T )min and on the Emiss

T /meff have been

removed. The low statistics in this CR and the absence of the complete SR selection cuts

produce an uncertainty on the prediction of the number of Z+jets events in the SR larger

with respect to the one given by the baseline method. Therefore this region gives only

a minor contribution in constraining the Z+jets background in the fit procedure. The

meff(incl.) distribution in CRY and CRZ for the SRA selection are shown in Figure 4.18.

4.5.3 Estimation of the W→ `ν+jets and tt̄+jets background

Other relevant backgrounds arise from the production of W-boson in association with jets

and from the production of a pair tt̄-quarks in association with jets. These two processes

can both produce events which are able to match the SR selection. The W+jets events

involve one lepton in the final state; despite the lepton veto, W+jets events can match the

SR selection if the lepton from the W-boson decay is either mis-identified as a jet, either

is not reconstructed, or is flying out of the acceptance of the detector contributing to the

Emiss
T . The first case typically involves an electron, which can be easily mis-identified as

jet, while the second case mainly regards muons. The case where the lepton is a tau,

lays in between these two cases. Indeed the tau can decay in hadrons, producing an

additional jet, or in light leptons, ending up in one of the previous two situations.

Detailed studies on the background composition have been carried on using the gen-

erator level information of the MC samples to reconstruct the exact decay chain event by

event. From these studies, it has resulted that about the 50–60% of the W+jets events
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entering the SR selection are events where the W-boson decays in a tau lepton, that

then decays in hadrons. The cases where the W-boson decay in electron represent about

the 25–30% of the W+jets events in the SRs. The tt̄+jets background generates a large

variety of possible final states which can be grouped in three main decay modes:

• fully-leptonic decays : tt̄→W+W−bb̄→ `+`−νν̄bb̄

• semi-leptonic decays : tt̄→W+W−bb̄→ `νqqbb̄

• hadronic decays : tt̄→W+W−bb̄→ qqqqbb̄

The first case hardly matches the SR selection since the probability that both the leptons

are mis-reconstructed, mis-identified or out of the detector acceptance is very low. For

this reason, it represents only up to the 10% of the total number of tt̄ events in SR.

The semi-leptonic decay, instead, is the major process which matches the SR selection

and it represents up to the 90% of the total tt̄ background in SR. The lepton flavour

composition follows the ratios already observed for the W+jets 25:15:60 (respectively for

e : µ : τ). The hadronic decay modes has a very small impact on the SR event count for

both for the W+jets and tt̄+jets since these events have not any source of real Emiss
T and

their contribution is included in the multi-jet background, which is estimated with the

smearing method described above.

The results of the studies about the background composition show that the largest

fraction of W+jets and tt̄+jets events entering the SR selection, present the same to-

pology characterised by the presence of one W-boson which decays in a lepton-neutrino

pair and the lepton is mis-identified as a jet. Thus, a common CR (CRTW) has been

developed to constrain these BG. The CR selection is based on the same lepton triggers

used in the CRZ and it requires exactly one lepton (electron or muon) with a pe−µ
T >25-

20 GeV. To enhance the contribution of the events where the lepton comes from the decay

of a W-boson, the transverse mass calculated with the lepton and the Emiss
T is required

to be within [30,100] GeV. All the other cuts follow those defined in the corresponding

SR. As well as for CRZ, also CRTW suffers of low statistics of data, thus, it has been

necessary to remove the cuts on ∆Φ(jet, ~Emiss
T )min and on the Emiss

T /meff from the selection
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Figure 4.19: meff(incl.) distribution for the SRA selection in CRW (left) and CRT (right).
The yellow band in the ratio plot shows the combined experimental uncertainties on the
unscaled background estimates, while the green band includes also the total theoretical
uncertainties.

for this CR and to relax the cut on meff in the region A-tight and B-tight from 1.9 TeV

to 1.5 TeV. Even though it is possible to constraint the total number of expected W+jets

and tt̄+jets events in CRTW, it is not possible to define properly the relative amount of

W+jets events with respect to the tt̄+jets events. Since those two backgrounds contrib-

ute differently to different SR, in particular the tt̄+jets represents the major background

in the high jet multiplicity channels whereas the W+jets process is mainly relevant for

the low jet multiplicity channels, it is important to split the CRTW in two different CRs:

the CRW, where the W+jets contribution is dominant and the CRT, where the tt̄+jets

contribution is dominant. To distinguish these two processes it is possible to use the

number of jets tagged as originating from a b-quark. Indeed, in a W+jets event, the

presence of a b-jet is suppressed by the high mass of the b-quark with respect to the light

quarks, while in a tt̄+jets one b-jets is expected from each of the top-quark decay, in

agreement with the fact that in the CKM matrix |vtb| ∼ 1. Thus, the CRW is defined by
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vetoing events passing the CRTW selection and with a b-jet with a pT >40 GeV and the

CRT is complementary defined to the CRW by requiring the presence of at least 1 b-jet

with a pT >40 GeV in addition to the CRTW selection. The meff(incl.) distribution in

CRW and CRT for the SRA selection are shown in Figure 4.19.

4.5.4 Improvement on the theoretical systematic uncertainty

treatment for the SM background

Despite the fact that the normalisation of these MC sets is taken from the data, through

the methods described above, and thus it is free from uncertainties, the TFs calculation

relies on the MC modelling. In particular small modifications of the shape of the dis-

tributions of the kinematic variables used in the selection, can cause large fluctuations

from the central value in the TF calculation. There are many parameters in the MC

generators which may affect the shape of these distributions, therefore it is important to

evaluate the impact of a modification of these specific MC parameter settings on the TF

calculation.

Scale variations

The first two parameters which may have a large impact on the kinematic distributions

of the simulated jets are the factorization and renormalisation scales. The former defines

the scale where the QCD cannot be treated in perturbative series due to the large infrared

(IR) and collinear divergencies, the latter is the cut-off scale used in the renormalisation

of the ultraviolet (UV) divergencies of the perturbative series. Ideally, the observables

in final states should not be dependent on the particular choice of these two scales, but

due to the finite order calculations, the functional dependence on these two scales does

not exactly cancel out. In the baseline MC sample, used to simulate the VB production

in association with jets, the factorization scale µF and the renormalisation scale µR are

chosen as shown in the following

µ2
R = µ2

F = µ2 = m2
V B +

∑
partons

(m2 + p2
T) (4.24)
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where mV B is the mass of the VB and the sum runs over all the out-going partons in the

event, which, in this specific case, are light quarks. In order to evaluate the impact of

the particular choice of the scales, aside from the baseline samples, additional samples

have been produced with the factorization and normalisation scale scaled up and down

by a factor 2. The complete set of variations is listed in Table 4.5.

W+jets Z+jets tt̄+jets
µR µF µR µF µR µF

µ µ µ µ µ µ
2× µ 2× µ 2× µ µ 2× µ µ

0.5× µ 0.5× µ 0.5× µ µ 0.5× µ µ
2× µ 0.5× µ µ 2× µ µ 2× µ

0.5× µ 2× µ µ 0.5× µ µ 0.5× µ
mW mW mW mW

Table 4.5: List of scale variations used to compute the related systematic uncertainty for
W, Z and tt̄ + jets MC samples.

By using these samples it is possible to compute the systematic uncertainty related

to the scale choice on three different observables:

• the number of W/Z/tt̄+jets events in control region:

NCR (meff (incl.))

• the numbers of W/Z/tt̄+jets events in each different SR:

NSR (meff (incl.))

• the transfer functions (TF) from the control region to the SRs:

TF (meff (incl.))

where each one of these quantities is function of the cut on the meff (incl.). The relative

systematic uncertainty for the observable X is conservatively defined as

∆scale
X (meff (incl.)) = max

i∈{variations}

{ |Xi (meff (incl.))−Xcentral (meff (incl.))|
Xcentral

}
(4.25)
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Figure 4.20: Impact of the scale variation on the number of W+jets events in the W
control region (top left) in the SR (top right) and on the TF (bottom left) as function of
the cut on meff(incl.). In the bottom right plot the impact of a different parametrisation
of the scales is shown for the tt̄ TF.

In Figure 4.20 it is possible to appreciate the large improvement introduced by the

TF. The two plots on the top show the number of W+jets MC events in the CR and

in the SR as function of the meff(incl.) cut normalised to an integrated luminosity of

1 pb−1 . Each bin contains the number of events passing the selection with a final cut on

the meff(incl.) variable equal to the lower edge of the bin. The baseline sample, labeled

as “central”, is compared with two different scale choices: “central*2”, where both the

factorization and renormalisation scales are scaled up in tandem by a factor 2 with respect
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to the baseline sample and “central/2”, where both the factorization and renormalisation

scales are scaled down in tandem by a factor 2 with respect to the baseline sample. From

the ratio plots, it is possible to see that the systematic uncertainty on the number of

W+jets events, estimated using only the MC, in the 3 jet CRW and in the associated

SR is as large as the 50%. The bottom left plot shows the value of the TF between the 3

jet CRW and the 3 jet SR as function of the meff(incl.) cut. The systematic uncertainty,

related to scale variations, factorizes in the ratio, resulting in a total uncertainty on

the TF smaller than the 10%. The bottom right plot, instead, shows the impact of a

different choice for the parametrisation of the factorization and renormalisation scales

for the tt̄ MC samples on the TF between the CRT and the relative SR in the 3 jets

channel. Also the contribution of this variation to the total uncertainty on the TF is as

large as few percent. For high values of the cut on the meff(incl.), the statistic of the MC

samples is too low and the statistical fluctuation, represented in the plots by the green

band, becomes larger than the fluctuations caused by the scale variations and therefore

is not possible to draw any definitive conclusions. On the contrary, in the low meff(incl.)

region, where the statistical fluctuations are negligible, the systematic uncertainty on the

TF shows a flat dependence on the cut on meff(incl.); thus, it is possible to extrapolate

its value from the low meff(incl.) region to higher cut values.

Jet matching algorithm parameters and extra parton radiation

The factorization and renormalisation scales are only two of the MC setting parameters

which may have an impact on the kinematic of the events. In a multi-leg MC generator,

such as ALPGEN, two other important parameters are required to distinguish events gen-

erated e.g. from a matrix element with three outgoing partons from events generated

by matrix element with two outgoing partons with an additional jet coming from final

state radiation produced by the showering process. Both these cases generate final states

with three jets in a kinematic phase space which is largely overlapped. To avoid double

counting events in the event generation process, it is necessary to define a set of criteria

which is able to distinguish which n-jets events have to be considered as coming from a

matrix element with n outgoing partons and which, instead, come from a matrix element
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with N < n outgoing partons. In ALPGEN the ordering is defined by the MLM matching

algorithm [97]. The operations of this algorithm are regulated by two main parameters:

the pmin
T , which defines the minimum pT required to a jet generated by the matrix ele-

ment to be considered and the ∆R, which defines the minimum separation in the (η, φ)

plane between two jets. The impact on the kinematic of the final states, related to the

variation of each one of these two parameters from the baseline values (pmin
T =15 GeV

and ∆R = 0.7), has been evaluated with a procedure equivalent to the one used for the

scales variations. The related systematic uncertainty, with a central value always below

1%, has been found to be negligible with respect to the statistical uncertainty of the MC

samples either for Z+jets, W+jets and tt̄+jets in all the CRs, SRs and for all the TFs.

The behaviour of a jet originating from the matrix element may be different from the

behaviour of a jet generated in the parton shower process. This difference may have a

large impact in particular for the high jet multiplicity channels. Indeed, as explained

previously in Section 4.2, the baseline ALPGEN samples, used to simulate Z+jets and

W+jets consist in five samples with an exclusive number of outgoing partons from the

matrix element from 0 to 4 and an additional samples with 5 outgoing partons from

the matrix element plus additional jets generated in the parton shower process. The

tt̄+jets samples, instead, consist of three exclusive samples with 0 up to 2 outgoing

partons from the matrix element and an inclusive sample with 3 outgoing partons from

the matrix element plus the possibility of additional radiation in the parton shower (the

top/anti-top quarks are not included in the calculation of the number of partons from

the matrix element). Therefore, while the first five leading jets come from the matrix

element, all the additional jets have to be generated in the parton shower. Besides the

possible obvious implication on the 6 jets channel, where the jets used to define the

channel are generated at different levels of the MC generation, it could also affect all the

other channels where the meff(incl.) calculation includes all the jets with pT >40 GeV. In

order to evaluate the impact of the radiation of an extra-parton from the matrix element,

all the ALPGEN samples have been extended by replacing the last inclusive sample, with

n outgoing partons from the matrix element, with an exclusive sample with n outgoing

partons and by including one new inclusive sample, with n+1 outgoing partons from the
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Figure 4.21: Impact of the radiation of an extra-parton from the matrix element on the
number of tt̄+jets events in the 6 jet SR (left) and on the TF (right).

matrix element. The difference between the baseline samples and the extended samples is

taken as systematic uncertainty. As expected, the difference between these two samples

increases significantly only in the 6 jets channels, where the sixth jet is generated by the

parton shower in the baseline MC set and from the matrix element in the extended sample.

This systematic uncertainty shows also a small dependence on the cut on meff(incl.),

becoming slightly larger for harsher cuts on this variable. This dependence comes from

the fact that events characterised by a high value of meff(incl.), shows, usually, a high jet

multiplicity. In Figure 4.21 it is shown, as example, the comparison between the baseline

tt̄ ALPGEN sample and the extended one for the number of events matching the 6 jets SR

selection, with a cut on meff > x, and for the related TF. The difference on the TF is

as large as few percent for low cuts on meff(incl.) and it slightly increases up to 10-15%

for a cut on meff(incl.) around 1 TeV. Above 1 TeV, the statistical fluctuation of the

MC samples used for this study becomes dominant. Similar results are obtained also for

the VB samples, where a difference up to 50% is observed on the number of expected

events in both SR and CR. This large uncertainty, as it was already observed in the scale

variations, cancels out in the ratio of the TF, resulting in an average total uncertainty

among all the TFs as large as the 10%.
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W/Z+jets at NLO

Even though the ALPGEN simulation of the VB+jets processes includes real radiation of

multi-partons in the matrix-element, it uses only LO vertexes without considering any

higher order virtual correction. The contribution of higher order corrections could modify

the shape of the kinematic distributions used in the analysis and generating differences

between CR and SR which might not factorise in the TF ratio. For this reason, in

such analysis, which relies on MC simulation to determine the shape of the expected

distributions of the kinematic variables, it is important to check which is the impact of

higher order corrections on the shape of the main kinematic variables distribution.
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Figure 4.22: Comparison between ALPGEN (normalised to the NNLO cross-section) and
MCFM for the number of W+jets (right) and Z+jets (left) events passing the 2 jets baseline
selection with a symmetrical requirement on the leading and sub-leading jet pT which has
to be larger than x. Negative x values correspond to two different asymmetrical selections:
x = −10 require pjet:1,2

T >80,40 GeV and x = −20 require pjet:1,2
T >130,60 GeV.

The check has been carried out by producing samples of VB+jets at NLO with MCFM
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generator. Calculations at NLO for the VB production in association with more than 2

jets are still not available, therefore the comparison between ALPGEN and MCFM is limited

to the 2 jets channel in this study. The MCFM samples have been generated coherently

using NLO PDF sets CTEQ6.6, with three different scale choices:

• µF = µR = 0.5× H = 0.5×∑i pparton,i,

• µF = µR = 0.25× H,

• µF = µR = H.

The number of events passing the 2 jet baseline selection has been studied as a function

of the cut on the leading and sub-leading jet pT for 7 symmetrical cuts pjet:1,2
T >0, 10, 30,

50, 80, 100, 120 GeV and for two asymmetrical cuts pjet:1,2
T >80(40), 130(60) GeV. The

results are summarised in Figure 4.22, where the number of events passing the selection

is plotted as a function of the cut on the leading and sub-leading jet. Positive values

of the x-variable define the symmetrical selection on the leading and sub-leading jet

with a pjet:1,2
T > x. The two negative values x=-10,-30, represent the two asymmetrical

selections. The ALPGEN prediction, normalised to the NNLO cross-section, is compared

with the MCFM predictions with the three different scale choices. The ratio between the

distributions shows a flat behaviour and it is close to one. The only exception is on the

point corresponding to a di-jets selection with a symmetrical cut on the jet pT at 10 GeV.

This point shows an upward fluctuation of the number of ALPGEN W+jets events which

are close to a factor 2 larger than the number of MCFM events. The difference points to an

actual difference between the two generated MC samples. Indeed, in ALPGEN, 10 GeV is

the threshold where the jets start to be taken from the parton shower rather than from

the matrix element by the MLM matching algorithm. During the generation process,

MCFM was not interfaced with any parton shower MC generator, thus in the MCFM samples

all the jets comes from the matrix element. This deviation does not appear in the Z+jets

plots since it is fully dominated by the Z→ νν̄ process which is filtered, at the generator

level, by requiring at least one hard jet. This requirement strongly suppresses the impact

of the transition between parton shower jet and matrix element jet.
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This study shows that the shapes of the kinematic variables used in the analysis, and

in particular the pT of the jets, are well described by the LO ALPGEN simulation, at least

in the 2 jets channel where NLO calculation are available. For this reason no systematics

related to higher order corrections is applied in the analysis in addition to those related

to the MC parametrisation described above. Indeed, from this study it is possible to

state that, while the NLO correction to the VB+jets may result in small modifications of

the shape of the kinematic distributions, these deviations are smaller than those related

to the MC parametrisation and, therefore, are negligible.

4.6 Statistical analysis of the experimental data

The determination of the number of expected background events in each SR, does not

rely only on the MC prediction. A profile log-likelihood ratio (LLR) approach is chosen

to coherently normalise the MC predictions (as well as the pseudo-data for the multi-jet

production) to the number of observed data across all the CRs. The fit procedure consists

of three steps: the background fit, which uses only the number of observed data in the CRs

to normalise the MC and then it extrapolates the fitted number of background events

from the CRs to the SRs via the TFs; the discovery fit, which simultaneously fits all the

SM MC across all the CRs and the SRs including in the modelling a generic signal and

fitting its strength parameter µ; and the exclusion fit, which is similar to the discovery

fit but it uses specific signal models and considers also the possible contamination of the

CRs by signal events. If an excess is observed in any of the SR after the background fit,

then a discovery fit is performed in order to determine the significance of the observed

signal, otherwise, if the number of observed data is consistent to the fitted prediction

of the SM background only in all the SR, the exclusion fit is used to set limits on the

parameter space of a number of SUSY models.

4.6.1 The likelihood function

The form of the likelihood function is slightly different for each of the three fit modes.

In the background fit mode the likelihood function is given by the product of Poisson
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functions Pi, each modelling a CR, and a PDF, CSys, which models the systematic un-

certainties

L(n|b,θ) = PCRW × PCRT × PCRY × PCRZ × PCRQ × CSys (4.26)

where n = {ni} is the number of observed events the region i, b = {bi,j} is the number

of expected events from the background j (j=W,Z,Top,multi-jet) in the region i and θ

are the nuisance parameters used in the modelling of the systematic uncertainties, such

as the luminosity or jet energy scale.

In the exclusion and discovery fit, the likelihood function is extended in order to

consider also the signal and the event count in each of the SRs. The modified likelihood

function is

L(n|µ, b,θ) = PSR × PCRW × PCRT × PCRY × PCRZ × PCRQ × CSys (4.27)

where µ, called strength parameter, is a parameter defined between 0 and 1 which multi-

plies the expected number of signal events. For the discovery mode, the signal strength

is fixed to 0 in all the control regions while it is free to float in the SR allow to fit an

excess of data with respect to the SM prediction. In the exclusion mode, instead, the

signal model is well determined and therefore µ is a free parameter which is adjusted by

fitting the data in all the CRs, to account for the possible signal contamination, and in

the SR.

The parameters described above enter in the definition of the λ parameter of each

Poisson distribution which composes the likelihood function. In particular, by defining

the expected number of events in the SR as λS and the expected number of events in

control region i as λi, they are expressed in terms of the fit parameters s (number of

expected signal evens) and b and an extrapolation matrix C (containing all the TFs) as

follows:

λS(µ,b,θ) = µ · CSR→SR(θ) · s+
∑

j=W,Z,Y,T,Q

CCRj→SR(θ) · bCRj , (4.28)

λi(µ,b,θ) = µ · CSR→CRi(θ) · s+
∑

j=W,Z,Y,T,Q

CCRj→CRi(θ) · bCRj . (4.29)
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where the index j runs over the background CRs. The terms CSR→SR, CCRQ→CRQ,

CCRW→CRW, CCRZ→CRZ, CCRY→CRY and CCRT→CRT are by construction all fixed equal

to 1.

The transfer factors Ci→j, which are the elements of the extrapolation matrix, are

calculated as described in Section 4.5. In particular, the term CCRQ→SR is derived by

using the data-driven jet-smearing method described in section Section 4.5.1. The terms

CCRY→SR, CCRZ→SR, CCRW→SR and CCRT→SR are calculated following the data-driven

techniques described respectively in Section 4.5.2, Section 4.5.3.

4.6.2 Treatment and parametrisation of the systematic uncer-

tainties

The systematic uncertainties which are considered in this analysis can be divided in two

main groups: the experimental systematic uncertainties, and the MC simulation and

modelling systematic theoretical uncertainties. The most relevant uncertainties belong-

ing to the first group are those related to the jet energy scale (JES) and resolution (JER)

which, being directly connected with the measurement of the pT of the jets, have an

impact on almost all the kinematic variables used in the analysis. Other minor exper-

imental uncertainties are the ones on the total integrated luminosity, which have been

determined to be as large as 3.9%, the pile-up uncertainty related to the average number

of interaction per bunch crossing and the uncertainty related to the un-precise calibration

of the energy clusters in the calorimeter not associated with any object which enter in

the calculation of the Emiss
T . In the CRs requiring leptons, photon or b-jets additional

systematics related to the lepton, photon or b-jet identification and their energy measure-

ment are included. The uncertainties which have the largest impact on the results come

from the second group. The theory uncertainties, already discussed in Section 4.5.4, are

the dominant uncertainties affecting the MC-derived TF. Also the uncertainty related to

the PDFs choice is considered, but its contribution to the total uncertainty is found to

be vary small. The TF computed using fully-data-driven methods, are affected only by

the experimental uncertainties, and their total uncertainty is dominated in the majority
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of the regions by the limited data statistics of data in the CR.

Systematic uncertainties are included in the total likelihood function, by using the

probability density function CSys(θ
0,θ), where θ0 are the nominal values, given as input

to the fit, around which θ can be varied, eventually, during the maximisation of the

likelihood. It is possible to further simplify the likelihood function by including the

dependence of the signal and background expectation on θ only in the TFs. In this case

the term CSys can be simplified by taking θ0
i to be zero and normalising the individual

constraint PDFs for θi appropriately. As an example, the luminosity is modelled with

a unit Gaussian such that θ0
lumi = 0, and θlumi = ±1 thus corresponds to one sigma

deviations around the nominal value.

The dependence of the signal and background expectation value on θ is completely

described by impact on the Poisson expectation values for changes in nuisance parameters

λ(µ, b,θ). For independent nuisance parameters, CSys factorizes simply as the product

of their probability distributions, which are typically assumed to be Gaussians G(0, 1),

CSys(θ
0,θ) =

∏
i∈AllSys

G(θ0
i , θi) , (4.30)

where “AllSys” is the set of systematical uncertainties considered by the analysis.

The majority of the uncertainties considered in the analysis are correlated at differ-

ent levels and therefore cannot be treated with the prescription described above. For

example, the uncertainties on the total luminosity, JES and JER are fully correlated

among all the processes (W,Z,Top,multi-jets) and across all the regions, while other un-

certainties like the theory uncertainties are uncorrelated between different processes but

are correlated within the same process in different regions. Correlations in systematic

uncertainties are treated as follows. If the correlation subsists only between two nuisance

parameter, the two PDFs containing the two correlated nuisance parameters are joined

in a combined PDF. In the more complex case of uncertainties which introduce correl-

ations between different processes and across different regions, the impact of a given

combination of nuisance parameters is described within the definition of the transfer
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factor Cprocess j, region j→i as follows:

Cprocess j, region j→i = Cnominal
process j, region j→i ×

(
1 +

∑
k

∆j,i;k θk

)
. (4.31)

where ∆j,i;k is the relative change in the transfer factor for the nuisance parameter θk.

In the exclusions fit, the systematic uncertainties on the signal model have to be

considered as well. The uncertainty on the signal production cross-section has been

evaluated, independently for each production mode (g̃g̃, g̃q̃, q̃q̃, ...) by varying the

factorization and renormalisation scales in tandem by a factor 2 and 0.5 and by using

different PDF sets. The acceptance of the analysis for many SUSY models, characterised

by a small mass splitting between the sparticles which compose the mass spectrum, is

particularly sensible to the modelling of the initial state radiation (ISR) of a jet. In

these models the jets produced along the decay chain do not have enough energy to

pass the jet pT thresholds defined in the selection of the analysis. In presence of ISR,

the system defined by the pair produced sparticles is boosted. This boost can provide

enough energy to the jets produced in the SUSY particles decay chain allowing them to

pass the threshold, and allowing the event to match the SR selection. The uncertainty

related to the modelling of the ISR is computed by varying the value of αS and the

matching parameters between MadGraph, used to simulate the SUSY production matrix

element, and PYTHIA, used to simulate the parton shower. This uncertainty is found to

be negligible for large mass splitting while it increases up to 30-40% for ∆m→ 0 (where

∆m is the difference in mass between the SUSY particle produced in the hard process,

q̃ or g̃, and the LSP). The impact of the systematic uncertainties on the signal is not

included in the likelihood function, but it is translated into a variation of the total σSUSY

and presented as two separated exclusion curves, representing the ±1σ variation of the

signal cross-section.
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4.7 Results and interpretation

The complete data-set, corresponding to an integrated luminosity of 4.7 fb−1, acquired

by the ATLAS detector in p-p collisions at 7 TeV of energy in the center of mass has

been analysed. The results of the background fit, presented in Table 4.6, show a good

agreement of the data with the expected SM background in all the SRs. A good agreement

between data and MC simulation is observed in the distributions of all the main kinematic

variables used in the event selection (see Appendix B). The most discrepant region is the

SRCt, where an upper fluctuation of data, with respect to the SM expectation, is observed

with a local p-value of 0.016 corresponding to 2.1 σ. In region SRAt, instead, only 1 data

event is observed, where about 7 SM events were expected, giving a downward fluctuation

quantifiable as about -2.1 σ.

The dominant systematic uncertainties arise form the JES, JER and the theory uncer-

tainty on the MC modelling. In the high jet multiplicity channels the theory uncertainty

on the tt̄+jets background largely increase due to the large contribution of the uncer-

tainty related to the radiation of an extra-parton from the matrix element discussed in

Section 4.5.4. Another important source of uncertainty, which is mainly relevant in the

low jet multiplicity channels, comes from the different detector acceptance to Z(νν)+jets

events and to γ+jets events. The list of all the most relevant uncertainty is shown in

Table 4.7. The term “Other” in the table groups together all the secondary sources

of uncertainty, like the uncertainty on the photon and lepton reconstruction efficiency,

uncertainty on the pile-up and in particular the uncertainty on the b-tag efficiency which

is dominating this term in the regions where the tt̄+jets is the main background.

Since no significant excesses have been found in any SR, the results are interpreted

by setting limits on the parameter space of a number of SUSY models. The limits are set

by fitting the data to the SM expectation, using the “exclusion” setup explained in the

previous paragraphs. Since the SRs are fully correlated each other due to the inclusive

selection in term of jet multiplicity, a statistical combination of the various SRs is not

possible. Therefore, for each signal point, which correspond to a specific parameter choice

of a SUSY model, only the SR with the best expected sensitivity is used to set limits.

The limit setting procedure uses the CLS prescription [98].
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SR SRAm SRAt SRA’m SRBt

tt̄+single top 6.8± 4.7 (5.3) 0.2± 0.2 (0.1) 11± 4 (10) 0.3± 0.3 (0.2)
Z+jets 32± 9 (44) 3.3± 1.5 (4.0) 66± 18 (88) 2.0± 1.3 (2.1)
W+jets 19± 5 (21) 2.2± 1.0 (1.9) 25± 5 (30) 1.0± 0.6 (0.8)

Multi-jets 0.1± 0.3 (0.2) < 10−2 < 10−2 < 10−2

Di-bosons 7.3± 3.7 (7.5) 1.8± 0.9 (2.0) 14± 7 (16) 1.8± 0.9 (1.9)

Total 65± 4± 11 7.7± 1.3± 1.9 116± 5± 19 5.0± 0.9± 1.7
Data 59 1 85 1

Local p-value (σ) 0.66(0.40) 0.98(2.1) 0.90(1.3) 0.96(1.7)

SR SRCl SRCm SRCt SRDt

tt̄+single top 74± 14 (75) 13± 5 (11) 2.0± 1.5 (1.2) 2.4± 1.7 (1.4)
Z+jets 71± 19 (78) 16± 5 (22) 2.0± 1.0 (5.6) 0.9± 0.6 (3.4)
W+jets 61± 11 (61) 7.7± 3.0 (11) 1.5± 1.3 (2.7) 2.4± 1.4 (2.5)

Multi-jets 0.9± 1.2 (7.9) 1.7± 0.9 (1.7) < 10−2 < 10−2

Di-bosons 7.9± 4.0 (7.9) 1.7± 0.9 (1.7) 0.5± 0.3 (0.5) 2.2± 1.1 (2.2)

Total 214± 8± 22 39± 3± 7 6.0± 1.0± 2.0 7.8± 1.0± 2.4
Data 210 36 14 9

Local p-value (σ) 0.56(0.15) 0.61(0.27) 0.016(2.1) 0.29(0.55)

SR SREl SREm SREt

tt̄+single top 73± 25 (68) 19± 6 (15) 4.2± 4.7 (3.0)
Z+jets 21± 7 (17) 8.4± 3.2 (5.6) 3.4± 1.6 (2.3)
W+jets 23± 13 (23) 6.2± 2.6 (4.7) 2.8± 1.9 (1.5)

Multi-jets 8.4± 7.3 (25) 1.4± 1.2 (2.7) 0.5± 0.4 (0.9)
Di-bosons 4.2± 2.1 (4.2) 2.7± 1.3 (2.7) 2.5± 1.3 (2.5)

Total 129± 8± 30 38± 4± 5 13± 2± 6
Data 148 25 13

Local p-value (σ) 0.21(0.81) 0.87(1.1) 0.45(0.14)

Table 4.6: Observed numbers of events in data and fitted background components in
each SR. For the total background estimates, the quoted uncertainties give the statistical
and systematic uncertainties respectively. For the individual background components,
the total uncertainties are given, while the values in parenthesis indicate the pre-fit
predictions. The p-values give the probability of the observation being consistent with
the estimated background, and the ‘Gaussian σ’ values give the number of standard
deviations in a Gaussian approximation, evaluated for a single observation at a time.
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Channel SRAm SRAt SRA’m SRBt SRCl SRCm
Total bkg unc. ±12 ±2.3 ±20 ±1.9 ±23 ±7.6

CR stat. ±4.2 ±1.3 ±5.4 ±0.9 ±8.1 ±3.1
MC stat. ±4.9 ±1.8 ±6.5 ±1.6 ±9.8 ±3.6
acc. Z/γ+jets ±9 ±0.83 ±19 ±0.67 ±21 ±5.1

JES < 10−2 ±0.37 ±0.99 ±0.16 ±1 ±0.23

JER < 10−2 ±0.28 < 10−2 ±0.3 ±2.7 ±1.5
Theory W+jets ±1.6 ±0.18 ±1.9 ±0.29 ±4.7 ±1.8

Theory Top ±4.2 ±0.37 ±2.3 < 10−2 ±6.8 ±3.3
Theory Diboson ±2.4 ±0.74 ±4.9 ±0.71 ±0.35 ±0.35

Other ±0.41 ±0.37 ±1.5 < 10−2 ±8.5 ±1.5

Channel SRCt SRD SREl SREm SREt
Total bkg unc. ±2.2 ±2.6 ±31 ±6.4 ±6.3

CR stat. ±0.95 ±0.93 ±7.9 ±3.6 ±1.5
MC stat. ±1.2 ±1.6 ±8.5 ±4.3 ±2.4
acc. Z/γ+jets ±0.64 ±0.27 ±5.7 ±2.1 ±0.83

JES ±0.21 < 10−2 ±27 ±0.79 ±3.2
JER ±0.85 ±1.1 ±3.8 ±0.63 ±1.4
Theory W+jets ±0.69 ±0.24 ±2.5 ±0.75 ±0.26
Theory Top ±1.1 ±0.95 ±10 ±2.7 ±2.5
Theory Diboson ±0.03 ±1 ±0.91 ±0.94 ±1.2
Other ±0.41 ±0.54 ±9 ±1.9 ±0.64

Table 4.7: Breakdown of the dominant systematic uncertainties on background estimates.
Note that the individual uncertainties can be correlated, and do not necessarily add up
quadratically to the total background uncertainty.
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The significance of the statistical test is defined as

CLS =
ps+b

1− pb

(4.32)

where pX = P (q ≤ qobs|X) is the probability of q (which is the statistic test, in this case

the LLR) to be smaller than the observed value given the hypothesis X (X=b for the SM

background only hypothesis and X=s+b for the SUSY signal plus the SM background

hypothesis). The advantage of using the CLS prescription, with respect to the solely p-

value ps+b, comes from the “penalty factor” 1/(1−pb). This factor protects by excluding

models where the analysis is not sensible to, by weighting the CLS by a large factor.
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Figure 4.23: 95% CLS exclusion limits in the m0-m1/2 plane of the mSUGRA scenario
with tan(β)=10, A0=0 and µ > 0. The expected limits are represented by the black
dashed line and the yellow band indicates the 1 σ excursions due to experimental uncer-
tainties and the background theoretical uncertainties. The observed limits are shown by
the solid dark red line while the dashed dark red lines indicates the observed exclusion
by varying the signal cross-section by the theoretical scale and PDF uncertainties. For
comparison in (b) the exclusion curve defined by the solely SRCm is shown.
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Figure 4.24: 95% CLS exclusion limits in the context of simplified direct decay SUSY
models: squark-gluino-neutralino (a), squark-squark (b), gluino-gluino (c) and gluino-
gluino with small mass splitting (d). The expected limits are represented by the black
dashed line and the yellow band indicates the 1 σ excursions due to experimental uncer-
tainties and the background theoretical uncertainties. The observed limits are shown by
the solid dark red line while the dashed dark red lines indicates the observed exclusion
by varying the signal cross-section by the theoretical scale and PDF uncertainties.
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The first SUSY benchmark scenario considered in the analysis is mSUGRA with

tan(β)=10, A0=0 and µ > 0. The experimental results are interpreted in this model by

setting limits in the m0-m1/2 plane. The excluded area is shown in Figure 4.23-(a) and

the SR with the lowest CLS is indicated in each region of the parameter space. This

analysis significantly extends the previous ATLAS public results [99], which are based on

the first 1.04 fb−1 of data and which are shown in the plot by the shadowed area. The

improvement does not depend only on the increased statistics of data; in particular in

the high m0 region, it is mainly related to the introduction of the high jet multiplicity

channels and especially of the 6 jets channel. For comparison, Figure 4.23-(b) shows

the area excluded by the SRCm which, excluding the 5 and 6 jets channels, provides

the most significant results in the high m0 region. By comparing Figure 4.23-(a) with

Figure 4.23-(b) it is possible to appreciate the impact of the inclusion of the high jet

multiplicity channels on the exclusion limits, which are extended in the high m0 region

by about 100 GeV in the m1/2 direction. In the region of the parameter space with

large m1/2 and low m0, the improvements mainly come from the higher statistics of data,

the re-optimisation of the low jet multiplicity channels SRs, and the reduction of the

systematic uncertainties on the electro-weak SM background.

The data are also interpreted in the context of simplified direct decay models. The

new selection, together with the increased data statistics, largely extends the excluded

parameter space in the squark-gluino-neutralino model. Gluino masses below 960 GeV

are excluded at 95% confidence level for squark masses between 0-2 TeV, extending the

previous limit by 240 GeV [99]. Squark masses are excluded at 95% confidence level below

1360 GeV for gluino masses between 0-2 TeV, extending the existing ATLAS limits also

on the squark masses by about 460 GeV (Figure 4.24-(a)). In the context of the direct

decay simplified models, two new interpretations have been included with respect to [99]:

the squark-squark direct decay model and the gluino-gluino direct decay model. With

respect to the squark-gluino-neutralino model, in these two new interpretations the SUSY

parameter space is scanned in the squark-neutralino and gluino-neutralino plane, allowing

to test SUSY models also as function of the neutralino mass and in particular of the mass

splitting between the NLSP and the LSP. The data excludes at 95% confidence level
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squark masses below 750 GeV for neutralino masses up to 275 GeV (Figure 4.24-(b)) and

gluino masses below 950 GeV for neutralino masses up to about 400 GeV (Figure 4.24-

(c)). The SR with the best sensitivity to models with a small mass splitting is SRA’.

This SR is driving the limits along the diagonal, where the squark/gluino mass is close to

the neutralino one. In the gluino-gluino model it is possible to exclude compressed mass

scenarios with a gluino mass below 550 GeV and a mass splitting ∆m(mg̃,mχ̃0
1
) ≥50 GeV

(Figure 4.24-(d)).

The interpretations in the context of simplified SUSY models are completed by the

one-step decay grids. Differently from the other models, which were used also for the

optimisation of the high jet multiplicity channels (mSUGRA) and of the low jet multipli-

city channels (simplified direct decay models), the one-step decay models are considered

only for the limit setting. In the grids with x=0.5 (where x is defined as Equation 3.5) it

is possible to exclude at 95% confidence level gluino masses below 1 TeV for neutralino

masses below 400 GeV (Figure 4.25-(a)) and squark masses below 550 GeV for neutralino

masses below 100 GeV(Figure 4.25-(c)). In the grids with the LSP mass fixed to 60 GeV,

gluino masses below 900 GeV are excluded for any x (Figure 4.25-(b)) and squark masses

below about 600 GeV are excluded x interval between 0.4–1 and squark masses below

480 GeV are excluded for x ∈ [0, 0.15] (Figure 4.25-(d)).

Besides the model-dependent interpretations, the experimental results are also used

to provide model independent upper limit on the σBSM × A× ε, where “A” is the detector

acceptance and ε is the efficiency of the SR selection on the BSM signal. The limits are

estimated using the “discovery” fit, injecting toy signal events in SR until a significance

of 3 σ is reached. This gives the number of signal events which need to pass the SR

selection giving a deviation larger than 3 σ above the SM background. These numbers

can be translated into upper limits on the σBSM × A× ε by dividing them by the total

integrated luminosity. The model independent results are summarised in Table 4.8.

These results, published in [82], thanks to the reduction of the systematic uncertain-

ties, the introduction of new selections based on high jet multiplicity and the improvement

on the background estimation techniques, represent some of the most stringent constraint

on the SUSY parameter space published by an LHC experiment with the data taken from
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Figure 4.25: 95% CLS exclusion limits in the context of simplified one-step decay SUSY
models: gluino-gluino x=0.5 (a), gluino-gluino mninoone =60 GeV (b), squark-squark
x=0.5 (c) and squark-squark mninoone=60 GeV (d). The expected limits are represen-
ted by the black dashed line and the yellow band indicates the 1 σ excursions due to
experimental uncertainties and the background theoretical uncertainties. The observed
limits are shown by the solid dark red line while the dashed dark red lines indicates the
observed exclusion by varying the signal cross-section by the theoretical scale and PDF
uncertainties.
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proton-proton collisions at 7 TeV of energy in the center of mass during from 2010 to

2011.

SR SRAm SRAt SRA’m SRBt

Upper limit on NBSM 24(28↑20
↓39) 3.1(6.4↑4.5↓9.4) 28(42↑31

↓58) 3.0(5.6↑3.9↓8.3)

Upper limit on σ (fb) 5.1(5.9↑4.3↓8.3) 0.66(1.4↑0.96
↓2.0 ) 6.0(8.9↑6.6↓12 ) 0.64(1.2↑0.83

↓1.8 )

SR SRCl SRCm SRCt SRDt

Upper limit on NBSM 51(55↑42
↓76) 17(19↑14

↓26) 16(9.5↑6.9↓14 ) 9.6(8.5↑6.1↓12 )

Upper limit on σ (fb) 11(12↑8.8↓16 ) 3.6(4↑2.9↓5.6) 3.4(2.0↑1.5↓2.9) 2.0(1.8↑1.3↓2.6)

SR SREl SREm SREt

Upper limit on NBSM 77(67↑49
↓91) 11(16↑12

↓23) 12(12↑8.4↓17 )

Upper limit on σ (fb) 16(14↑10
↓19) 2.2(3.4↑2.5↓4.8) 2.5(2.5↑1.8↓3.5)

Table 4.8: The table shows the upper limits on the excess number of events, and
the excess cross-section, above that expected from the SM. The observed upper limit is
followed in brackets by the expected limit, with the super- and sub-scripts showing the
expectation from ±1σ changes in the background (denoted by ↑ and ↓ respectively).



Chapter 5

The 2012/2013 analysis with

20.3 fb−1 data at
√
s=8 TeV

The outstanding results of the 0 lepton analysis presented in the previous chapter, based

on the data collected with the ATLAS detector in p-p collisions at
√
s=7 TeV, strongly

motivated the effort of updating the analysis to include also the data-set acquired during

the 2012 in p-p collisions at
√
s=8 TeV. Even though the 0 lepton analysis at

√
s=7 TeV

is a very solid and robust analysis, the higher center of mass energy, instantaneous

luminosity and pile-up, require several studies to adapt and optimise the analysis to

the new operating conditions of the LHC machine.

The increased energy available in the center of mass allows the production of heav-

ier SUSY particles. Moreover, the inclusive cross-section for the production of SUSY

particles in a mass range kinematically accessible also at
√
s=7 TeV, increases by about

a factor 2 with the increased center of mass energy. Hence a new optimisation of the SR

selection is required to explore the new phase space available and to investigate higher

masses of the MSSM parameter space.

An higher instantaneous luminosity generates also an higher pile-up (Figure 5.1). In

an analysis which classifies the events according to the inclusive jet multiplicity it is

extremely important to proof that the pile-up does not have any impact in the selection,

i.e. by modifying the jet multiplicity or the value of the meff(incl.).

141
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Figure 5.1: Luminosity-weighted
distribution of the mean number
of interactions per crossing for the
2011 and 2012 data.

In the first part of this chapter the results of all the studies performed to re-design

the 0 lepton analysis for the
√
s=8 TeV data analysis is presented. In the second part

the new analysis will be used to analyse the full 8 TeV data-set and the experimental

results will be presented.

5.1 Object definition and reconstruction

The object definition largely follows the one used for the 0 lepton analysis at 7 TeV

presented in Section 4.1. The muon identification and reconstruction, as well as the Emiss
T

definition and the criteria used to resolve the overlap between pre-selected objects, is left

unchanged. Instead, the calorimetric objets identification (jets, electron and photons)

has been improved to be reliable also in the new acquisition conditions characterised by

an high pile-up.

Jets: as in the previous analysis, the jets are clustered using the anti-kt jet algorithm,

with four-momentum recombination and distance parameter R = 0.4. A first important

difference appears on the jet calibration scheme. In the analysis of the 7 TeV data, the jets

were calibrated at the electromagnetic scale, and a correction factor was applied to correct
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the non-compensating nature of the calorimeters (see Section 4.1.1). The new analysis

(a) (b)

(c) (d)

Figure 5.2: Lading jet pT distribution in CRZ obtained by using jets calibrated at the
electromagnetic scale (a) and jets calibrated with the LCW method (b). On the bottom
plots the difference between the two calibrations methods (c: EM-jets, d: LCW-jets) is
shown for the distribution of the number of jets with a pT > 40 GeV.

uses a calibration method known as Local Cluster Weighting (LCW). In this method,

the topological clusters in the calorimeters are either classified as electromagnetic, or

as hadronic. A specific correction factor, derived from MC simulation, is applied on

the base of the classification of the topological cluster. The main impact of the LCW
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calibration is to improve the jet energy resolution by weighting differently energy deposits

from electromagnetic and hadronic showers. Since the LCW calibration already takes

into account the non-compensating nature of the calorimeter, the correction needed for

the final calibration of the jet energy scale is smaller than the one which was needed to

calibrate jets pre-calibrated at the electromagnetic scale.

The usage of this new calibration method largely improves the MC description of the

data. As shown in Figure 5.2-(a,b), the MC over estimate the number of soft EM-jets

(a), while the data/MC agreement improves by using LCW-jets (b). The improvement

becomes even more evident in the distribution of the number of jets with a pT > 40 GeV

Figure 5.2-(c,d).

b-jets: The jets originating from a b-quark are identified by using the new MV1 al-

gorithm [100], which is a neural-network-based algorithm which uses as input the output

weight of the b-tagging algorithms presented in Section 4.1.2, namely I3PD and JetFit-

terNN, and the output of an other neural-network-based algorithm known as SV1, which

is described in [101]. The working point is chosen to have a tagging efficiency of 70%,

b-jet efficiency
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Figure 5.3: Light-jet rejection factor as a
function of the b-tag efficiency for some of
the main b-tagging algorithms used by the
ATLAS collaboration in the analyses of the
8 TeV p-p collisions data set. The plots are
based on simulated tt̄ events [100].

which corresponds to a reduction of the mis-tag probability of a light flavour jet as a
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b-jet by a factor 100 (Figure 5.3).

Electrons and Photons: The electron reconstruction is also largely improved to

provide a robust electron identification and reconstruction in an environment by far

more busy with respect to the one generated by 2010-2011 p-p collisions at 7 TeV. The

major difference is on the electron tracking algorithm. The baseline algorithm, used for

the 7 TeV data analysis, was fitting all the tracks in the ATLAS inner tracker in the

hypothesis that each track is generated by a charged pion. This was source of possible

problems in the electron track fits and in the charge identification. For this reason, in the

new electron reconstruction algorithm, if a track, fitted initially in the pion hypothesis, is

then identified as an electron track, the track is fitted again with the electron hypothesis.
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Figure 5.4: Comparison between the 2011 and 2012 electron selection for the reconstruc-
tion efficiency as function of the number of reconstructed vertexes. The three different
working points (loose++, medium++, tight++) defines three selection with an increasing
purity from the loose++ to the tight++.

Also the shower reconstruction algorithm has been developed to result more robust

against the pile-up, recovering a loss in reconstruction efficiency due to a large number of
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interactions within the same bunch crossing (Figure 5.4). For the baseline selection the

purity medium++ working point is used and the threshold on the electron pT is lowered

to 10 GeV as result of the better understanding of the detector performance and of the

improved tracking and energy measurement techniques. The isolation criteria which was

part of the 2011 baseline electron selection is now used only to define the signal electron.

In this selection, the tight++ working point has been chosen and additional requirements

on the track impact parameters are also applied.

As well as the electron, also the photon identification has been re-tuned to be more

robust against the pile-up. The main differences from the 2011 selection can be found in

the re-calibration of the energy clusters, optimised for the new pile-up conditions. The

baseline photon selection uses loose quality criteria on the shape of the shower. For the

signal photon selection the tightest quality criteria are applied and the photon is required

to be isolated with less than 4 GeV of energy deposit in a cone ∆R < 0.4. The energy

measured in the cone around the photon used in the isolation requirement is corrected

to account the lateral leakage of the calorimeter and the average ambient energy in the

event.

5.2 Monte Carlo simulations

All the MC samples used in the background determination and to simulate the signals,

have been reproduced with the proper center of mass energy (8 TeV instead of 7 TeV) and

with an adequate pile-up conditions. All the background samples use the full detector

simulation, done with GEANT4 [54], while the signal sample uses a fast detector simulation

ATLFAST-II [55].

5.2.1 Background and signal samples

Vector boson in association with jets samples

The VB+jets and the γ+jets events are simulated using both SHERPA with the CT10 PDF

set, and ALPGEN with the CTEQ6L1 PDF set, both with a number of outgoing partons from
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the matrix element from 0 to 5. SHERPA is a complete generator which is able to produce

matrix element, parton shower, fragmentation and underlying events; thus it is used

stand-alone without interfacing it with any other generator. The matching between the

matrix element and the parton shower is done using the CKKW scheme [102–104]. In

contrast of SHERPA, ALPGEN is used to simulate only the matrix element, while the parton

shower and the fragmentation is simulated by HERWIG and the underlying events with

JIMMY. To improve the MC description of the variables used by the b-tagging algorithm,

the W→ `ν and the Z→ `` ALPGEN samples are simulated assuming a massive b-quark,

while the SHERPA W→ `ν samples uses both a massive b- and c-quark. Following the

results of studies on the DATA/MC agreement in the CRZ, CRY and CRW, SHERPA is

used as baseline generator for the Z+jets and γ+jets processes while ALPGEN is used as

baseline for the W+jets process. The generator which is not used as baseline, provides

a cross-check for the baseline generator and the difference between them is taken as

systematic uncertainty.

Top-quark samples

The production of top-quark pairs is simulated with MC@NLO with the PDF set CT10.

Like for the ALPGEN samples, also in this case the parton shower and the fragmentation

are generated with HERWIG and the underlying events with JIMMY. An alternative set

of samples has been generated using POWHEG [105] interfaced to PYTHIA for the parton

shower and the fragmentation. In all the samples the top-quark mass is set to 172.5 GeV

and they are normalised to the NNLO QCD cross-section σtt̄ = 238+22
−24 pb [106]. Also

in this case the difference between the two generators is used as systematic uncertainty.

Specific samples have been generated with MadGraph (interfaced to PYTHIA for the parton

shower and fragmentation) to simulate the production of a top-quark pair in association

with a W- or a Z-boson.

The s-channel of the single-top production and the associated production of a top-

quark with a W-boson are simulated with MC@NLO interfaced to HERWIG for the parton

shower and fragmentation, and with JIMMY for the simulation of the underlying events.

The t-channel, instead, due to a known mis-modelling of spectator b-quarks in MC@NLO, is
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simulated with AcerMC interfaced to PYTHIA. These three processes are normalised to the

NNLO cross-sections which are respectively 5.61 ± 0.22 pb for s-channel process [107],

87.76+3.44
−1.91 pb for t-channel process [108], and 22.37 ± 1.52 pb for the remaining pro-

cess [109].

Di-boson samples

The di-boson processes WW , WZ, ZZ, Wγ and Zγ are simulated using SHERPA or

ALPGEN interfaced to HERWIG and JIMMY, depending on the specific process, without any

overlap between the samples generated with the two generators. With the exception of

the final states containing two neutrinos and 2 quarks, the di-boson processes WW , WZ

and ZZ are normalised to the NLO cross-section calculated with MCFM.

Signal samples

Many SUSY models have been considered by this analysis. The mass spectrum and the

decay tables of the mSUGRA scenario with tan(β)=30, A0 = −2m0 GeV and µ > 0

are generated with SUSY-HIT [110] interfaced to SOFTSUSY [111]. The MC samples

are generated using HERWIG++ with the LO PDF set CTEQ6L1. The simplified models,

the direct decay models and the one-step decay models, are generated with MadGraph

interfaced to PYTHIA for the parton shower and fragmentation and uses the same LO

PDF set used to generate mSUGRA.

The signal cross-sections are calculated at the NLO in the strong coupling constant

and in their calculation is included the re-summation of soft gluons at NLL accuracy.

The calculation is performed by using NLL-fast, in models where mg̃ < 2 TeV and

mq̃ < 4.5 TeV, and PROSPINO in all the other cases.

5.2.2 Pile-up simulation

The pile-up is simulated by overlaying to each MC sample a sample of minimum-bias

events generated with PYTHIA using the LO PDF set MSTW2008LO [112]. The generated

pile-up distribution, in terms of average number of interactions per bunch crossing (〈µ〉),
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Figure 5.5: Distribution of the number of reconstructed vertexes for the events in the
CRY after the preselection cuts. The central MC distribution is obtained by using the
baseline 〈µ〉 distribution for the pile-up reweighing while the “PU up” and “PU down”
distributions are obtained by multiplying the central value of the 〈µ〉 distribution re-
spectively by 0.9 and 1.1. The yellow band, in the ratio plot, represents the statistical
uncertainty (stat.), the pink is obtained by adding JES and JER uncertainties to the
stat., and the red includes, also, the uncertainty related to the impact of the rescaling of
〈µ〉 by 0.9 and 1.1.

covers the range µ ∈ [0, 40]. The proper pile-up condition is reproduced, for each data

acquisition period, by reweighing the MC samples with the measured 〈µ〉 distribution.

After this procedure, a small shift of the number of reconstructed vertexes was found.

In Figure 5.5 the number of reconstructed vertexes is shown for events passing the CRY

preselection. The data are compared with three sets of MC: the one with the baseline

pile-up reweighing, two others where the central value of 〈µ〉 is multiplied by 1.1 (“PU

up”) and by a factor 0.9 (“PU down”). From the plots it is clear that the best agreement

is obtained with the “PU down” scaling, whereas the central value produces a large shift

of the MC expectation towards an higher number of reconstructed vertexes with respect
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to data. Detailed studies, based on the full data-set collected by ATLAS in 2012, showed

that the best fit of the experimental data is obtained by dividing the central value of 〈µ〉
by 1.11, thus this scaling factor is applied to all the MC samples in this analysis.

5.3 The event selection

The criteria used to design the event selection for the 2012 data analysis are the same

used to design the 2011 analysis. The event cleaning cuts, used in the previous ana-

lysis, have been found to be efficient also on the 8 TeV data; only minor modifications

has been done to account the new detector conditions (i.e. dead tile calorimeter mod-

ule). The event selection is based on a jet+Emiss
T trigger. Both the triggers used in

the previous analysis have an output rate which is too high and not affordable by the

DAQ and they are, thus, pre-scaled in the 2012 data taking. The 2012 analysis uses the

loosest un-pre-scaled jet- Emiss
T trigger which is available in the 2012 ATLAS trigger menu:

EF j75 a4tc EFFS xe55 noMu. It becomes fully efficient for events with a leading jet with

pT > 130 GeV and Emiss
T >160 GeV. The baseline event selection consists of 5 channels

Figure 5.6: Ratio between the number
of events passing the 3 jets pre-selection
cuts and those passing the 2 jets pre-
selection as function of the number of
reconstructed vertexes.

defined by the inclusive jet multiplicity, from 2 up to 6 jets. The minimum threshold on

the jet pT used to define the channels has been risen form 40 GeV to 60 GeV to increase
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the robustness of the analysis against pile-up events. This is shown in Figure 5.6, where

the ratio between the number of events matching the 3 jets pre-selection cuts and the

number of events matching the 2 jets pre-selection cuts does not show any functional

dependence on the number of reconstructed vertexes. The cut on the minimum angular

separation between jets and the ~Emiss
T used in the 7 TeV analysis has been found to be

efficient in rejecting the multi-jet background events also in the new data set and thus it

has not be changed.

The design of the signal regions follows two main directions: to define a new set of

cuts to suppress the main SM background processes entering the 7 TeV analysis SRs

(e.g. tt̄+jets in the high jet multiplicity channels) and to re-optimise the existing SRs

to exploit the potential due to the higher luminosity and energy in the center of mass

frame.

5.3.1 Suppression of the background events

In the 7 TeV analysis, the SM events matching the SR selection were mainly coming

from Z+jets, W+jets and tt̄+jets. To reduce the number of background events in the

various SRs, it is important to understand how these events can pass the SR selection

and which are their main features in terms of particle content and kinematics. For this

reason a MC based study has been done to determine precisely the properties of the SM

events passing the SR selection. This study uses the same SRs used in the 7 TeV analysis

(Table 4.4), rising the minimum jet pT from 40 GeV to 60 GeV and removing the final

cut on meff(incl.).

The background composition

The precise composition of the background has been studied by reconstructing the com-

plete decay chain event by event by using the generator level MC information. The

results are listed in Table 5.1. As expected, Z(νν) events represent the main source of

background in the low jet multiplicity channels. They become less and less important

with the increasing jet multiplicity, while tt̄ events become the most important back-
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Process SR A (%) SR A’ (%) SR B (%) SR C (%) SR D (%) SR E (%)

tt̄→ eνqq 2.3 2.3 5.7 9.7 12 13
tt̄→ µνqq 2.0 2.0 4.8 8.2 9.7 11
tt̄→ τνqq 6.6 6.6 16 27 35 41
tt̄→ eνeν < 1 < 1 < 1 < 1 < 1 < 1
tt̄→ eνµν < 1 < 1 < 1 < 1 < 1 < 1
tt̄→ eντν < 1 < 1 < 1 1.0 1.3 1.6
tt̄→ µνµν < 1 < 1 < 1 < 1 < 1 < 1
tt̄→ µντν < 1 < 1 < 1 < 1 < 1 < 1
tt̄→ τντν < 1 < 1 < 1 1.2 1.5 1.4

W→ eν 11 10 8.9 6.4 5.1 4.6
W→ µν 8.4 8.2 6.8 4.7 3.6 2.2
W→ τν 25 23 23 18 14 12

Z→ ee < 1 < 1 < 1 < 1 < 1 < 1
Z→ µµ < 1 < 1 < 1 < 1 < 1 < 1
Z→ ττ < 1 < 1 < 1 < 1 < 1 < 1
Z→ νν 44 47 32 22 17 13

Table 5.1: Contribution of each SM process, expressed in percent of the total SM
background, to each SR before the cut on meff(incl.). Di-boson+jets samples are not
included in this study.

ground process. The contribution of all the final states with two leptons (electron or

muon) is negligible, since the probability that both leptons are not identified is very

small. Events with one electron or one muon, instead, constitute a large fraction of the

total background in all the channels.

In order to understand how an event with an electron or with a muon can pass the

lepton veto present in the event selection, a specific study on these events has been

carried out. The goal of this study is to understand at which step of the event selection

the electron or the muon has been removed by some cut. In the case of W+jets events

matching the SR selection, the lepton has been found to have usually a low pT or to be

out of the geometrical acceptance of the detector and for this reason it is not identified

in the object selection. A secondary reason, which causes the loss of the lepton, is the
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object overlap removal. In the high jet multiplicity channels about 20–30% of the events

contributing to the SR and containing an electron or muon can pass the selection because

the lepton is overlapping with one of the jets in the event. The case of the tt̄ events is

similar to the one of the W regarding the loss of the lepton in the final state due to the

pT–η acceptance cut. The impact of the object overlap removal cut has been found larger

with respect to the W+jet case. Indeed, the 0 lepton selection selects tt̄ events, where

the top-quark is often highly boosted and so its decay products (the W-boson and the

b-quark) are close in ∆R (Figure 5.7-(a)). In this case, the lepton from the W-boson

decay, can easily overlap with the b-jet, thus, being discarded from the object selection

(Figure 5.7-(b)).
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Figure 5.7: Distribution of the ∆R between the W-boson and the b-quark originating
from the top-quark decay as function of the top-quark pT (a) and distribution of the ∆R
between the b-jet from the top-quark decay and the lepton from the W-boson decay in
tt̄ events passing any SR selection (b).

Suppression of the background events containing a τ lepton

The largest contribution to the SRs, excluding the irreducible background constituted

by the Z(νν) events, comes from final states involving a τ -lepton. Indeed, the lepton

veto suppresses only the events containing an electron or muon, therefore all the events
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with a hadronic τ decay in the final state can pass the selection. The reduction of this

background, done by vetoing events with a τ in the final state, could largely improve

the performance of the high jet multiplicity channels where the background events with

a τ in the final state represent more than the 50% of the total SM background. The τ

leptons are reconstructed in ATLAS using a multi-variate technique based on boosted-

decision-tree (BDT) described in [113]. Two working points have been chosen for this

study: one corresponding to a 70% selection efficiency for τ leptons decaying into one

pion (1 prong) and 65% for τ decaying into three pions (3 prong) , referred to as loose,

and one corresponding to a 40% selection efficiency for 1 prong and 35% for 3 prong

referred to as tight.

(a) (b)

Figure 5.8: mT distribution obtained by using the loose (a) and the tight (b) τ selection
in the 2 jets channel.

The reconstruction of a τ lepton is very challenging and a direct veto of the events

containing a reconstructed τ would be a source of a large uncertainty on the expected

number of background events in SR, spoiling the performance of the analysis. To avoid a

strong dependence of the selection from the τ reconstruction efficiency, and in particular

from the jets mis-identified as τ leptons, a cut is applied on the mT(τ, Emiss
T ). Indeed the

τ lepton is always coming from the decay of a W-boson in the events matching the SR

selection, and thus, the mT distribution, calculated using the tagged τ lepton and the
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Emiss
T , is expected show a Jacobian peak at the W-mass (Figure 5.8). By applying a cut

on mT > 100 GeV it is possible to suppress the W(τν) and tt̄(qqτν) events which pass the

SR selection. However, the rejection factor (defined as the fraction of the events rejected

by the cut on mT) for background events containing τ leptons is relatively small due to

the low efficiency of the τ -tagger algorithm. For example in the 6 jet selection, before
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Figure 5.9: Rejection factor as function of the cut on mT(τ, Emiss
T ) for the loose-tagged

τ for the W(τν) events (a), the tt̄(qqτν) events (b) and the total SM background events
(c) in the SR E before the cut on meff(incl.).

the cut on meff(incl.), the rejection factors on the W(τν) events and on the tt̄(qqτν)
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events, as shown in Figures 5.9-(a,b), are close to 25% by using the loose-τ selection.

This factor, translated in terms of the total SM background in that region, corresponds

to about 15% of the total background expectation in SR E as shown in Figure 5.9-(c).

(a) (b)

Figure 5.10: Signal acceptance of a cut on mT > 100 GeV based on loose τ selection on
top of the 6 jets selection before the cut on meff(incl.) in the mSUGRA scenario with
tan(β)=30, A0 = −2m0 and µ > 0 (a). Ratio between the signal significance for the SR
E tight selection with and without the cut on mT >100 GeV (b). In the plot is shown
the position of the 2σ contour line.

The acceptance on the SUSY signal for a cut on mT > 100 GeV has been tested

on the mSUGRA scenario with tan(β)=30, A0 = −2m0 and µ > 0, resulting on an

average acceptance around 90% of the events passing the 6 jets channel selection before

the cut on meff(incl.) (Figure 5.10-(a)). With these values of background rejection and

signal acceptance, the expected sensitivity of the analysis to the mSUGRA signal does

not improve. Figure 5.10-(b) shows the ratio between the expected deviations from the

SM background in the mSUGRA models with tan(β)=30, A0 = −2m0 and µ > 0 in the

SR E tight with and without the additional cut on mT > 100 GeV; its value, in average

close to 1, shows that this cut is not able to improve the performances of the analysis.

By using the tight τ identification, the signal acceptance is close to 100% but the

total SM background rejection is only 5%. The possibility of defining an “ultra-loose”

τ selection has been considered in order to increase the background rejection factor by
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increasing the τ identification efficiency. In this selection the τ is associated to a jet

with exactly 1 or 3 tracks not overlapped with an electron with a pT > 15 GeV and

with |η| < 2.5. The τ identification efficiency of this selection is larger than 90%, but

the fake-τ rate is also very high. Indeed, Figure 5.11 shows how the Jacobian peak in

correspondence to the W-boson mass is not clearly visible with the ultra-loose τ selection.

For this reason this selection has not been further considered.

Figure 5.11: mT distribution ob-
tained by using the ulta-loose τ se-
lection in the 2 jets channel.

5.3.2 Signal regions optimisation

The optimisation of the SRs has been done following a different strategy with respect to

the 2011 analysis. The background estimation does not rely anymore only on MC. All

the main background MC samples are now normalised to the data in their CRs, using the

fit setup described in Section 4.6, during the optimisation procedure. All the systematic

uncertainties, which were previously modelled only with a flat value across all the channels

and all the regions, are now included in the fit setup used for the optimisation. The SUSY

models used in this study are the simplified models with direct decay (for the low jet

multiplicity channels optimisation) and with one-step decay (for the high jet multiplicity

channels).

The main focus of the study presented in this section is the optimisation of the high

jet multiplicity channels. The optimisation procedure aims to find the selection which

minimises the CLs in a specific region of the parameter space of the simplified one-step
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Requirement
Channel

2 jet 3 jet 4 jet 5 jet 6 jet

Trigger and cleaning cuts
Lepton veto No electron or muon with pT >10 GeV

Emiss
T [GeV] > 160

pT(j1) [GeV] > 130

pT(j2) [GeV] > 60

pT(j3) [GeV] > – 60 60 60 60

pT(j4) [GeV] > – – 60 60 60

pT(j5) [GeV] > – – – 60 60

pT(j6) [GeV] > – – – – 60

∆Φ(jeti≤3, ~E
miss
T )min > 0.4

∆Φ(jeti>3, ~E
miss
T )min > – – 0.2

Table 5.2: Event selection used for the optimisation of the 2012-2013 analysis at 8 TeV.

models. The baseline event selection used in this process is shown in Table 5.2. The SR

candidates have been defined by applying different cuts on a number of variables on top

of the baseline selection in the following order:

• Emiss
T /meff(Njet) > x with x ∈ [0.15, 0.3] in steps of 0.05 or Emiss

T /
√
HT > x with

x ∈ [10, 25] GeV1/2 in steps of 5 GeV1/2,

• meff(incl.) > x with x ∈ [1000, 2000] GeV in steps of 100 GeV.

This selection defines 88 SR candidates for the 6 jets channel, labeled with an increasing

number from 9 to 96 (the numbers from 1 to 8 denote the lower jet multiplicity SRs,

defined and optimised in the direct decay simplified model grids). A first selection of

the number of SRs has been done by selecting, among all the 88 SRs, those which

define the best expected exclusion limit in all the one-step decay grids. Figure 5.12
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Figure 5.12: Exclusion limits in the one-step decay girds obtained by using all the 88 SR
candidates for the 6 jets channel. In the plots are highlighted the largest clusters defined
by SR candidates which give the largest contribution to the expected limits.

shows the expected exclusion limit in the one-step models obtained by using all the 88

SR candidates for the 6 jets channel plus the 8 SRs defined for the 2, 3, 4 and 5 jets

channels. In the plots are highlighted, with different colours, the clusters generated by

the various SR candidates which determine the best exclusion limits. In this step only

the SR candidates which give the largest contribution to the final exclusion limits are
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Target Lable
Emiss

T

meff
> x

Emiss
T√
HT

> x [GeV1/2] meff(incl.) > x [TeV]

g̃-g̃ one-step decay 15 0.25 – 1
g̃-g̃ one-step decay 31 0.25 – 1.2
g̃-g̃ one-step decay 39 0.25 – 1.3
g̃-g̃ one-step decay 49 – 10 1.5
g̃-g̃ one-step decay 55 0.25 – 1.5
g̃-g̃ one-step decay 69 0.15 – 1.7
g̃-g̃ one-step decay 70 0.15 – 1.8

q̃-q̃ one-step decay 13 0.15 – 1
q̃-q̃ one-step decay 14 0.2 – 1
q̃-q̃ one-step decay 30 0.2 – 1.2
q̃-q̃ one-step decay 39 0.25 – 1.3

Table 5.3: List of the SR candidates which provide the most significant contribution to
the final exclusion limits in the four one-step decay grids.

selected (Table 5.3).

The number of SR candidates selected in the first step is still very large and it needs

to be reduced. Indeed, the possible overlap between the different SR candidates has not

been considered in this first selection. Therefore the number of pre-selected SRs could

largely be redundant if many of them have a large overlap. A further selection has been

carried on checking the coverage of the parameter space of the contour line defined by

each pre-selected SRs. Figure 5.13 shows the individual contour lines defined by a sub-

set of the SR candidates for the 6 jets channel and by the lower jet multiplicity SRs

optimised with an analogous procedure using the simplified models with direct decay

as target. This sub-set minimises the overlap without spoiling the combined limits with

respect to the ones obtained by using the full set of the SR candidates. This result defines

4 SRs in the 6 jets channel corresponding to the regions 13, 30, 55 and 69 of Table 5.3.

In order to finalise the list of the SRs which will be used in the analysis, it is important

to check which is the expected composition of the background events in the newly defined

SRs candidates. In particular it is important that the contribution of the multi-jets events

in each SR is significantly smaller than 10%. The reason of this choice can be found in the
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Figure 5.13: Exclusion limit contour lines in the one-step decay girds obtained by using a
sub-set of the pre-selected SRs for the 6 jets channel together with the low jet multiplicity
SRs optimised for the simplified models with direct decay.

very large uncertainty related to the determination of this background process. Indeed,

if a large fraction of the total background in a SR is represented by multi-jets events,

then its large uncertainty would dominate the total systematic uncertainty on the SM

background prediction, spoiling the performance of the SR. The expected contamination

of multi-jets events has been checked in each one of the 4 SR candidates selected in the

previous step and it has been found to be smaller than 1% in all of them besides in region

69 where the multi-jets events represent about 20% of the total SM background. For this

reason, even though this region is driving the limits in the gluino-gluino one-step decay

models in the high mg̃ region, it has been removed from the final list of SRs defined for

the 6 jets channel. The complete list of all the SRs optimised for the 2013 analysis is
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shown in Table 5.4

Requirement
Channel

2 jet 3 jet 4 jet 5 jet 6 jet
Al Am Bm Bt Cm Ct D El Em Et

Trigger and cleaning cuts
Lepton veto No electron or muon with pT >10 GeV

Emiss
T [GeV] > 160

pT(j1) [GeV] > 130

pT(j2) [GeV] > 60

pT(j3) [GeV] > – 60 60 60 60

pT(j4) [GeV] > – – 60 60 60

pT(j5) [GeV] > – – – 60 60

pT(j6) [GeV] > – – – – 60

∆Φ(jeti≤3, ~E
miss
T )min > 0.4

∆Φ(jeti>3, ~E
miss
T )min > – – 0.2

Emiss
T /meff(Njet) > 0.2 – 0.3 0.4 0.25 0.2 0.15 0.2 0.25

Emiss
T /
√
HT [GeV]1/2 > – 15 – – – – – – – –

meff(incl.) [TeV] > 1 1.6 1.8 2.2 1.2 2.2 1.6 1 1.2 1.5

Table 5.4: The optimised event selection consists of 5 channels defined according to the
inclusive jet multiplicity from 2 to 6 jets. A total of 10 SRs are defined by applying
different cuts on Emiss

T /meff(Njet), Emiss
T /
√
HT and on meff(incl.).

5.4 Background determination

The methodology used to determine the number of background events in each SRs is the

same used in the 2011 analysis and explained in Section 4.5. The CRs defined in the
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context of the 2011 analysis have been updated according to the new SR selection cuts.

The purity of the multi-jets events in CRQ, with respect to the other electro-weak events,

has been improved by reverting also the cut on Emiss
T /meff (Emiss

T /
√
HT) in addition to

the reverted cut on ∆Φ(jet, ~Emiss
T )min < 0.2 already used in the 2011 analysis.
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Iso

Tight

B:
Iso

Loose Figure 5.14: Definition of the 4
photon selections (A, B, C and
D) used to extract the template
of the distributions of multi-jets
events in CRY.

In the 2011 analysis the contamination of multi-jets events in CRY was negligible and

therefore this background was not considered. Dedicated studies based on the 8 TeV MC

showed that in CRY is now expected a small but significant contamination of multi-jets

events. In these events photons are mainly produced from ISR/FSR EM radiation. These

processes are not considered during the production of the the pseudo-data generated with

the smearing method described in Section 4.5.1 and used to simulate the multi-jets events.

Thus this technique cannot be used to provide an expectation value of the number of

multi-jets events in CRY. For this reason a new data-driven method has been developed.

Since many charged particles are involved in a multi-jets event, the probability that a

photon is radiated is high for each event. On the other hand the photon will flight close
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to a jet and therefore its energy cluster in the calorimeter will not be well isolated and the

shape of its shower can be distorted by the energy deposits of the other particles close to

it. It is possible to use the variables describing the photon isolation (amount of energy in

a cone ∆R < 0.4 around the photon) and the quality of the shape of the electromagnetic

shower generated by the photon (referred to as Loose and Tight) to define 4 selections

(Figure 5.14):

• region A: Tight shower shape quality and isolated photons (standard signal photon

selection)

• region B: Loose shower shape quality and isolated photons

• region C: Loose shower shape quality and non-isolated photons (E∆R<0.4
T >4 GeV)

• region D: Tight shower shape quality and non-isolated photons.

The number of expected photon in the CRY (which corresponds to the region A defined

above) is given by

NMJ
A (exp) =

ND(obs)−NSM−MJ
D (exp)

NC(obs)−NSM−MJ
C (exp)

×
[
NB(obs)−NSM−MJ

B (exp)
]

(5.1)

whereNMJ
A (exp) is the expected number of multi-jets events in region A (CRY),NSM−MJ

X (exp)

is the MC expected number of events in region “X” excluding the multi-jets events and

NX(obs) is the number of observed data in region “X”. This method, together with the

jet smearing method, completes the data-driven estimation of the multi-jet background

in all the CRs and SRs, providing the number of expected multi-jets events (which is

found to be smaller than 3% in the CRY for all the SRs) also in the CRY where the

multi-jets contribution was neglected in the previous analysis.

Aside to the CRs, 17 validation regions (VR) have been defined to check the accuracy

of the background prediction given by the background fit described in Section 4.6. The

VRs are defined in correspondence of each SR and are designed to test the prediction

of the background fit in regions of the phase space between the CRs and the SRs. A

complete list of all the 17 VRs can be found in Appendix A.
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5.5 Results and interpretations

The complete dataset acquired with the ATLAS detector in 2012, corresponding to a total

integrated luminosity of 20.3 fb−1 has been analysed and the results have been published

in [114]. The statistical approach used to analyse the data and to provide different

interpretations of the experimental results is the same as used in the 2011 analysis and

described in Section 4.6. The expected number of events, obtained with the background

fit, and the number of observed events in each SR are listed in Table 5.5.

SR SRAl SRAm SRBm SRBt SRCm

tt̄+single top 870± 180 7.8± 2.0 2.2± 2.0 0.6± 0.7 50± 11
Z+jets 1870± 320 57± 11 16± 5 0.2± 0.5 80± 29
W+jets 1540± 260 42± 11 10± 4 1.6± 1.2 55± 18

Multi-jets 33± 33 < 10−1 0.1± 0.1 < 10−1 < 10−1

Di-bosons 430± 190 15± 7 4.3± 2.0 < 10−1 26± 11

Total 4700± 500 122± 18 33± 7 2.4± 1.4 210± 40
Data 5333 135 29 4 228

SR SRCt SRD SREl SREm SREt

tt̄+single top 0.9± 0.9 5.8± 2.1 76± 19 20± 6 1.7± 1.4
Z+jets < 10−1 3.8± 2.5 12± 7 2.9± 2.6 0.4± 0.6
W+jets 0.7± 0.9 3.3± 2.5 18± 7 4.9± 2.7 0.7± 0.5

Multi-jets < 10−1 < 10−1 1.0± 1.0 < 10−1 < 10−1

Di-bosons < 10−1 2.0± 2.0 5.5± 2.1 1.7± 0.8 < 10−1

Total 1.6± 1.4 15± 5 113± 21 30± 8 2.9± 1.8
Data 0 18 166 41 5

Table 5.5: Observed numbers of events in data and fitted background components in
each SR. The quoted uncertainties give the total statistical and systematic uncertainties.

Table 5.6 shows the breakdown of all the systematic uncertainties considered in the

2012 analysis. The ∆µmathrmx uncertainty is one of the dominant uncertainties among

all the SR and it represents the uncertainty on the normalisation factor computed during

the fit procedure, used to scale each MC SM background process to the number of
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Channel SRAl SRAm SRBm SRBt SRCm
Total bkg 4700 122 33 2.4 210
Total bkg unc. ±500 ±18 ±7 ±1.4 ±40

∆µMulti−jets ±0.5 [0%] – ±0.1 [0%] – –
∆µTop ±120 [3%] ±1.6 [1%] ±0.7 [2%] ±0.6 [25%] ±4 [2%]
∆µW+jets ±110 [2%] ±5 [4%] ±2.0 [6%] ±0.7 [29%] ±6 [3%]
∆µZ+jets ±90 [2%] ±6 [5%] ±2.7 [8%] ±0.5 [21%] ±7 [3%]
MC statistics – ±9 [7%] ±3.1 [9%] ±0.5 [21%] –
Jet/MET ±50 [1%] ±1.9 [2%] ±1.2 [4%] ±0.31 [13%] ±7 [3%]
Theory Z+jets ±310 [7%] ±8 [7%] ±4 [12%] ±0.13 [5%] ±27 [13%]
Theory W+jets ±230 [5%] ±9 [7%] ±2.6 [8%] ±1.0 [42%] ±17 [8%]
Theory Top ±130 [3%] ±1.9 [2%] ±1.3 [4%] ±0.34 [14%] ±10 [5%]
Theory Diboson ±190 [4%] ±6 [5%] ±1.9 [6%] – ±11 [5%]
Theory scales unc. ±24 [1%] ±0.21 [0%] ±0.6 [2%] ±0.14 [6%] ±0.4 [0%]
Other ±34 [1%] ±1.6 [1%] ±0.2 [1%] ±0.25 [10%] ±0.6 [0%]

Channel SRCt SRD SREl SREm SREt
Total bkg 1.6 15 113 30 2.9
Total bkg unc. ±1.4 ±5 ±21 ±8 ±1.8

∆µMulti−jets – ±0.1 [1%] ±0.09 [0%] – –
∆µTop ±0.9 [56%] ±0.8 [5%] ±10 [9%] ±3.1 [10%] ±0.32 [11%]
∆µW+jets ±0.5 [31%] ±0.6 [4%] ±5 [4%] ±1.4 [5%] ±0.23 [8%]
∆µZ+jets – ±1.3 [9%] ±2.2 [2%] ±0.8 [3%] ±0.4 [14%]
MC statistics ±0.4 [25%] ±2.0 [13%] ±8 [7%] ±4 [13%] ±0.7 [24%]
Jet/MET ±1.0 [63%] ±0.7 [5%] ±2.4 [2%] ±4 [13%] ±1.4 [48%]
Theory Z+jets – ±2.0 [13%] ±6 [5%] ±2.2 [7%] ±0.29 [10%]
Theory W+jets ±0.5 [31%] ±2.3 [15%] ±4 [4%] ±2.0 [7%] ±0.4 [14%]
Theory Top ±0.4 [25%] ±1.4 [9%] ±15 [13%] ±4 [13%] ±0.5 [17%]
Theory Diboson – ±1.9 [13%] ±2.1 [2%] ±0.8 [3%] –
Theory scales unc. ±0.032 [2%] ±0.1 [1%] ±0.04 [0%] ±0.02 [0%] ±0.032 [1%]
Other ±0.4 [25%] ±0.26 [2%] ±1.3 [1%] ±1.0 [3%] ±0.21 [7%]

Table 5.6: Breakdown of the dominant systematic uncertainties on background estimates.
Note that the individual uncertainties can be correlated, and do not necessarily add up
quadratically to the total background uncertainty. ∆µ uncertainties are the result of
the control region statistical uncertainties and the systematic uncertainties entering a
specific control region. In brackets, uncertainties are given relative to the expected total
background yield.
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observed data in each CR. In the tight regions this uncertainty is dominated to the limited

yield of events in CR, while in the loose and medium regions it is dominated by other

effects, like the b-tagging uncertainty for ∆µW and ∆µTop. The theory uncertainties are

given by the difference of the value of the TF computed with with different MC generators.

The Z+jets theory uncertainty represents the dominant systematic uncertainty for the

regions where the Z+jets events constitute the dominant source of background. The large

uncertainty is given by a difference in the ratio σ(γ+jets)/σ(Z + jets) observed between

ALPGEN and SHERPA.

The observed data shows an excellent agreement with the background expectation in

all the SRs in all the distributions of the main kinematic variables used to define the event

selection (see Appendix C). The largest deviation is observed in SREl, where 166 events

are observed with an expectation of 113 ± 21, giving a p-value of 0.03 corresponding

to about 1.9σ. The background fit results are validated by verifying the agreement

between the fitted number of events and the observed data in all the VRs. The number
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Figure 5.15: Comparison between the number of observed events and the number of fitted
events in all the VRs for the SREl. The uncertainty band in the upper plot represent
the total statistical and systematic error associated with the fit prediction. The bottom
plot shows the pull distributions for each VR.
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of observed events in data is consistent with the expected fitted number of events in all

the VRs (Figure 5.15). The largest discrepancies, appearing only in few loose regions,

are quantifiable with deviation of about 2σ from the expectation.

Given the absence of any significant excess in all the SR, the experimental results

are interpreted by setting limits on the parameter space of several SUSY models. The

interpretation in the context on mSUGRA models with tan(β) =10, A0 =0 and µ > 0

have been substituted with the a new parametrisation able to accommodate an Higgs-

boson with a mass of 125 GeV (tan(β) =30, A0 = −2m0 and µ > 0). In this scenario it
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Figure 5.16: 95% CL exclusion limits in the mSUGRA scenario with tan(β) =30, A0 =
−2m0 and µ > 0 in m0-m1/2 plane (left) and in mq̃-mg̃ plane (right). The dashed blue lines
show the expected limits at 95% CL, with the yellow band indicating the 1σ exclusions
due to the experimental and background theory uncertainties. The observed limit is
indicated by the solid dark-red curve, and the dotted lines are obtained by varying the
signal cross-section by the theoretical scales and PDF uncertainties.

is possible to exclude at 95% CL squark masses below 1.8 TeV for gluino masses below

1.8 TeV, and gluino masses below 1.4 TeV for squark masses below 5.8 TeV (Figure 5.16).

The results are also interpreted in the context of the direct-decay simplified models

and the one-step decay simplified models. Four different grids have been considered

among the direct-decay scenarios: the squark-squark grid, the gluino-gluino grid, the

squark-gluino associated production grid with mq̃ = 0.98mg̃, and the squark-gluino-

neutralino grid with mχ̃0
1

=0, 395 and 695 GeV. The 95% CL exclusion limits in these

scenarios are shown in Figure 5.17. In the squark-squark grid it is possible to exclude
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Figure 5.17: 95% CL exclusion limits in squark-squark (top left) gluino-gluino (top right),
squark-gluino (bottom left) squark-gluino-neutralino (bottom right) direct-decay grids.
The dashed blue lines show the expected limits at 95% CL, with the yellow band indicat-
ing the 1σ exclusions due to the experimental and background theory uncertainties. The
observed limit is indicated by the solid dark-red curve, and the dotted lines are obtained
by varying the signal cross-section by the theoretical scales and PDF uncertainties.

at 95% CL squark masses below 800 GeV for neutralino masses below 100 GeV. In the

compressed mass region, where mq̃ ∼ mχ̃0
1
, it is possible to exclude squark masses below

380 GeV. The limits are extended with respect to the 2011 results only in the high mq̃ and

low mχ̃0
1

region. Even though the new expected limit extends the expected excluded region

in the whole mq̃-mχ̃0
1

plane with respect to the 2011 expected limit, the under-fluctuation

of data with respect to the MC expectation observed in the SRA’ (85 observed, 116

expected, see Table 4.6) pushes the 2011 observed limit above the new observed limits

obtained with the 2012 data. In the compressed mass region, the improvements are
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limited by the large systematic uncertainty on the Z → νν̄ background estimation given

by a difference observed in the ratio of the Z+jets and γ+jets differential cross-section

(see Equation 4.22) computed using ALPGEN or SHERPA. This large uncertainty affects

all the SRs, where Z+jets events constitute the main source of background, namely the

SRAl and SRAm. In the gluino-gluino grid the limits are mainly driven by the high jet

multiplicity channels. A large extension of the excluded area is obtained in the high mg̃

region where the observed limit has been extended by about 500 GeV from the value of

950 GeV, observed in the 2011 analysis, to 1450 GeV. In the compressed mass region the

low jet multiplicity channels drive the exclusion limits and therefore the excluded region

is not significantly extended with respect to the 2011 results. In the squark-gluino grid it

is possible to exclude gluino masses below 1.7 TeV for a neutralino lighter than 700 GeV.

The results presented in these three grids are partially summarised in the squark-gluino-

neutralino grid. In the non-compressed mass region of this grid (mχ̃0
1

=0 GeV) the new

observed limits largely extend the previous ATLAS results, excluding gluino masses below

1450 GeV (in agreement with the limits obtained in the gluino-gluino grid) and squark

masses below 1.4 TeV. By increasing the mass of the neutralino in this model, the limits

are reduced due to the higher uncertainties affecting the low jet multiplicity channels and

to the smaller acceptance of the selection to the compressed mass SUSY models.

Interpretations of the experimental results are also given in the context of simplified

models with one-step decay (Figure 5.18). In the gluino-gluino grids (one with the χ̃
0
1

mass fixed to 60 GeV and one with the x parameter defined in Equation 3.5 fixed to

0.5), the limits largely improve with respect to the observed limit obtained with 2011

data presented in the previous chapter. The improvement is not only related to the

higher energy available in the center of mass and to the higher statistics of data. In the

2011 analysis the high jet multiplicity channels have been optimised using the mSUGRA

scenario with tan(β)=10, A0 =0 and µ > 0 as target, while they are now optimised to

reach the best performance exactly on these models. So the extension of the excluded area

in these grids is also the result of the new optimisation procedure used in this analysis.

In the observed curves the impact of the downward fluctuation of the data in SRCt is

also evident, which pushes the observed limits close to the +1σ expected contour line
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Figure 5.18: 95% CL exclusion limits for the simplified one-step decay models in the
gluino-gluino grid with mχ̃0

1
=60 GeV (top left), and with x=0.5 (top right), in the squark-

squark grid with mχ̃0
1
=60 GeV (bottom left) and with x=0.5 (bottom right) grids. The

dashed blue lines show the expected limits at 95% CL, with the yellow band indicating
the 1σ exclusions due to the experimental and background theory uncertainties. The
observed limit is indicated by the solid dark-red curve, and the dotted lines are obtained
by varying the signal cross-section by the theoretical scales and PDF uncertainties.

and the upward fluctuation of data observed in all the SRE, which moves the observed

limits around the -1σ expected contour line. The exclusion curves in the squark-squark

grids are mainly driven by the SREl. This region shows the largest upper fluctuation

of data with respect to the expected SM background, quantifiable as large as about 2σ.
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This fluctuation moves the observed limits inside the area defined by the -1σ expected

contour lines, shifting the 95% exclusion limits back to those obtained in the 2011 with

the 7 TeV data.

In these models it is possible to exclude at 95% CL gluino masses below 1.2 TeV for

neutralino masses below 400 GeV and chargino masses fixed by the condition x=0.5. The

most stringent exclusion limit on the gluino mass is obtained for a neutralino mass fixed

at 60 GeV and x ∈ [0.5, 0.9], where the mg̃ < 1.3 TeV is excluded by this analysis at

95% CL. The limits on the squark mass are compatible with those observed in the 2011

analysis. Squarks with a mass between 200 GeV and 550 GeV in the x region between

0.4 and 1 are excluded at 95% CL for a neutralino mass of 60 GeV. By fixing x to 0.5,

it is possible to exclude at 95% CL squark masses between 250 GeV and 550 GeV for

mχ̃0
1
<100 GeV.



Chapter 6

Conclusions and Outlook

The supersymmetric models have been considered to be, and are still considered to be

nowadays, some of the most attractive theories beyond the SM since about 30 years.

As explained in Chapter 1, these models are strongly supported both by theoretical

arguments (naturalness, fine-tuning problem, etc...) and by experimental observations,

like in particular the many indirect proof of the existence of the dark matter. For this

reason many experiments dedicated a lot of efforts to search for supersymmetric particles

either in the cosmic rays, or in the collision data acquired by all the recent high energy

particle physics experiments at collider machines.

Since 2010, when the LHC began its first long period of operations, the search for

the super-partners of the SM particles has been one of the most important slice of the

wide physics program carried out by the ATLAS experiment. Since then, more than 100

papers have been published by the collaboration, presenting a huge volume of results of

analyses testing an incredible number of SUSY models and constraining more and more

the MSSM parameter space.

The studies presented in this thesis contributed to the design and the development

of one analyses dedicated to the search of coloured SUSY particles, which provided the

most stringent constraints on the strong production of coloured sparticles during the last

4 years: the 0 lepton ATLAS analysis. The works presented here improved almost each

aspect of the existing analysis, from the background determination, to the systematic

173
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uncertainties, to the general design and optimisation of the selection. One of the most

relevant improvements of the 0 lepton analysis arises from the introduction of the high jet

multiplicity channels, which nowadays provide some of the most stringent limits on the

gluino mass in many SUSY scenarios. Thanks to the outstanding performance reached

by the 0 lepton analysis during these years, its results are often used as general reference

point for other analyses targeting BSM physics and for theoretical interpretations of the

LHC results (e.g. [115]).

The results presented in this thesis can be compared with the results published by the

CMS collaboration in [116], where an analysis based on final state with jets, Emiss
T and no

high-pT leptons is presented. Figure 6.1 shows how the ATLAS 0 lepton analysis is able
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Figure 6.1: Comparison between the 95% CL exclusion limits on the simplified gluino-
gluino direct decay scenario between the ATLAS results published in [114] and the ana-
logous CMS results published in [116].

to exclude at 95% CL gluino masses about 250 GeV higher with respect to those excluded

by the CMS analysis, while the performances in the compressed region are comparable.

The outstanding performance of the ATLAS 0 lepton analysis during the first long

operations period of the LHC projects very high expectations on this analysis for the

future and, in particular, for the high energy LHC runs whose starting is scheduled

on the 2015. The strong production of coloured SUSY particles will continue to be the
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dominating SUSY production mode, whereas the squarks or gluinos masses are within the

kinematic reach of the accelerator machine. Therefore the 0 lepton analysis is expected

to play a major role in the search for coloured SUSY particles also in the future, by

probing new unexplored region of the SUSY parameter space and, maybe, by finding the

first evidences of physics beyond the SM.

In conclusion, the studies summarised in this thesis represent a fundamental step

forward for the ATLAS 0 lepton analysis. The introduction of new selections based on

events with a high multiplicity of jets allowed the 0 lepton analysis to explore, for the

first time, a new phase space and new event topologies not yet considered by any other

analysis. The new optimised selections have been able to test many different SUSY

scenarios, pushing the limits on the squark and gluino masses well above TeV scale. The

studies on the background and on the systematic uncertainties made the results of the

0 lepton analysis solid and reliable, promoting them to a reference point for any other

search for coloured supersymmetric particles and a benchmark point for all the future

SUSU searches.



Appendix

176



Appendix A

List of the validation regions used in

the 2013 analysis

VRs for Z background:

• VRZ corresponds to the CRZ defined in the 2011 analysis and is selecting events

with 2 opposite sign same flavour leptons to define a region enriched in Z → ``+jets

events.

• VRZf is similar to VRZ with additional cuts on Emiss
T /meff(Nj) and ∆Φ(jet, ~Emiss

T )min

as used in the corresponding SR.

VRs for W background:

• VRWf is similar to CRW but with additional cuts on Emiss
T /meff(Nj) and ∆Φ(jet, ~Emiss

T )min

as used in the corresponding SR.

• VRWM is similar to CRW but lepton is treated as a missing particle (M) instead

of being considered as a jet.

• VRWMf is similar to VRWM but with additional cuts on Emiss
T /meff(Nj) and

∆Φ(jet, ~Emiss
T )min as used in the corresponding SR.
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VRs for Top background:

• VRTf is similar to CRT but with additional cuts on Emiss
T /meff(Nj) and ∆Φ(jet, ~Emiss

T )min

as used in the corresponding SR.

• VRTM is similar to CRT but lepton is treated as a missing particle (M) instead of

being considered as a jet.

• VRTMf is similar to VRTM but with additional cuts on Emiss
T /meff(Nj) and

∆Φ(jet, ~Emiss
T )min as used in the corresponding SR.

• VRT2L is similar to VRZ but with the requirement on the di-leptons invariant

mass reverted to m(``) > 116 GeV. Upper cuts on first and second lepton pT at

200 GeV and 100 GeV respectively are also added. This VR is sensitive to fully

leptonic tt̄ production.

VRs for testing the lepton charge asymmetry:

• VRWT+ is similar to CRTW but keeping only events with positively charged

leptons. Test of W charge asymmetry.

• VRWT- is similar to CRTW but keeping only events with negatively charged

leptons. Test of W charge asymmetry.

• VRWTf+ is similar to VRWT+ but with additional cuts on Emiss
T /meff(Nj) and

∆Φ(jet, ~Emiss
T )min as used in the corresponding SR.

• VRWTf- is similar to VRWT- but with additional cuts on Emiss
T /meff(Nj) and

∆Φ(jet, ~Emiss
T )min as used in the corresponding SR.

VRs for multi-jet background:

• VRQ1 is similar to CRQ except that the cut on Emiss
T /meff (Emiss

T /
√
HT) is not

reverted and it follows the cut defined in the correspondent SR. This VR test

the extrapolation of the number of multi-jets events from CRQ to the SRs along

Emiss
T /meff(Nj) (Emiss

T /
√
HT) direction.
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• VRQ2 is similar to CRQ except that cut ∆Φ(jet, ~Emiss
T )min is not reverted and it

follows the cut defined in the correspondent SR. This VR test the extrapolation

of the number of multi-jets events from CRQ to the SRs along ∆Φ(jet, ~Emiss
T )min

direction.

• VRQ3 is similar to VRQ1 except for the cut on ∆Φ(jet, ~Emiss
T )min which uses inter-

mediate values between CRQ and SR: 0.2 < ∆Φ(jeti, ~E
miss
T ) < 0.4, i = {1, 2, (3)}

[or 0.1 < ∆Φ(jet, ~Emiss
T )min < 0.2, pT > 40 GeV only for SR C,D,E].

• VRQ4 is similar to VRQ2 except for the cut on ∆Φ(jet, ~Emiss
T )min which uses inter-

mediate values between CRQ and SR: 0.2 < ∆Φ(jeti, ~E
miss
T ) < 0.4, i = {1, 2, (3)}

[or 0.1 < ∆Φ(jet, ~Emiss
T )min < 0.2, pT > 40 GeV only for SR C,D,E].

VRs for τ background:

• VRWTau is similar to SR except for the cut on ∆Φ(jet, ~Emiss
T )min which uses inter-

mediate values between CRQ and SR: 0.2 < ∆Φ(jeti, ~E
miss
T ) < 0.4, i = {1, 2, (3)} [or

0.1 < ∆Φ(jet, ~Emiss
T )min < 0.2, pT > 40 GeV only for SR C,D,E]. In this region only

events with at least one τ and without any b-tagged jets are considered. VRWTau

is designed to test the W (→ τν)+jets background prediction.

• VRttbarTau is similar to VRWTau but require at least one b-tagged jet. VRttbarTau

is designed to test the tt̄(→ bbqqτν)+jets background prediction.
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Figure B.1: Observed meff(incl.) distribution for the SRA and SRA’. The data are com-
pared to the SM MC expectation obtained by normalising each SM MC process to its
nominal cross-section (black solid line) or by normalising each background MC process
via a simultaneous fit to the observed data in all the CRs (solid red line). Two mSU-
GRA benchmark model points with m0=500 GeV, m1/2=570 GeV, A0=0, tan(β)=10 and
µ >0 and with m0=2500 GeV, m1/2=270 GeV, A0=0, tan(β)=10 and µ >0, illustrating
different topologies, are also shown. The arrows indicate the lower cuts applied on the
meff(incl.) distribution to define the various SRs. The yellow band in the ratio plot
shows the combined experimental uncertainties on the unscaled background estimates,
while the green band includes also the total theoretical uncertainties [82].
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Figure B.2: Observed meff(incl.) distribution for all the SRC, SRD and SRE. The data
are compared to the SM MC expectation obtained by normalising each SM MC process to
its nominal cross-section (black solid line) or by normalising each background MC process
via a simultaneous fit to the observed data in all the CRs (solid red line). Two mSU-
GRA benchmark model points with m0=500 GeV, m1/2=570 GeV, A0=0, tan(β)=10 and
µ >0 and with m0=2500 GeV, m1/2=270 GeV, A0=0, tan(β)=10 and µ >0, illustrating
different topologies, are also shown. The arrows indicate the lower cuts applied on the
meff(incl.) distribution to define the various SRs. The yellow band in the ratio plot
shows the combined experimental uncertainties on the unscaled background estimates,
while the green band includes also the total theoretical uncertainties [82].
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Figure C.1: Observed meff(incl.) distribution for the SRAl (left) and SRAm (right).
The data are compared to the SM MC expectation obtained by normalising each SM
MC process to its nominal cross-section. The expected meff(incl.) distribution is also
show for two benchmark model points characterised by a squark pair production with
masses of 850 GeV and 450 GeV which directly decays in the lightest neutralino with
respectively a mass of 100 GeV and 400 GeV. The arrows indicate the lower cuts applied
on the meff(incl.) distribution to define the various SRs. The yellow band in the ratio plot
shows the combined experimental uncertainties on the unscaled background estimates,
while the green band includes also the total theoretical uncertainties [114].
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Figure C.2: Observed meff(incl.) distribution for the SRBm (left) and SRBt (right). The
data are compared to the SM MC expectation obtained by normalising each SM MC
process to its nominal cross-section. The expected meff(incl.) distribution is also show
for two benchmark model points characterised by the associated production of a squark
and a gluino with mg̃=1425 GeV=1.04mq̃ and with mg̃=1612 GeV=1.04mq̃ GeV which
directly decays in the lightest neutralino with respectively a mass of 525 GeV and 37 GeV.
The arrows indicate the lower cuts applied on the meff(incl.) distribution to define the
various SRs. The yellow band in the ratio plot shows the combined experimental uncer-
tainties on the unscaled background estimates, while the green band includes also the
total theoretical uncertainties [114].
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Figure C.3: Observed meff(incl.) distribution for the SRC (left) and SRD (right). The
data are compared to the SM MC expectation obtained by normalising each SM MC
process to its nominal cross-section. The expected meff(incl.) distribution is also show
for three benchmark model points characterised by the production of a pair of gluinos
with mg̃=700, 1162 and 1250 GeV which directly decays in the lightest neutralino with
respectively a mass of 550, 337 and 50 GeV. The expected distribution is also shown
for the mSUGRA benchmark model point with m0=1000 GeV, m1/2=700 GeV, A0=-
2m0, tan(β)=30 and µ >0. The arrows indicate the lower cuts applied on the meff(incl.)
distribution to define the various SRs. The yellow band in the ratio plot shows the
combined experimental uncertainties on the unscaled background estimates, while the
green band includes also the total theoretical uncertainties [114].
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Figure C.4: Observed meff(incl.) distribution for the SREl (top left), SREm (top right)
and SREt (bottom). The data are compared to the SM MC expectation obtained by
normalising each SM MC process to its nominal cross-section. The expected meff(incl.)
distribution is also show for two benchmark model points characterised by the production
of a pair of gluinos with mg̃=1065 GeV and 1265 GeV which respectively decays into
the lightest chargino with mχ̃±1

=785 GeV and 865 which finally decays into the lightest
neutralino with mχ̃0

1
=505 GeV and 465 GeV. The arrows indicate the lower cuts applied

on the meff(incl.) distribution to define the various SRs. The yellow band in the ratio plot
shows the combined experimental uncertainties on the unscaled background estimates,
while the green band includes also the total theoretical uncertainties [114].
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