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Abstract

In the past decade, there has been an explosion in the number of identified regulatory non-
protein-coding RNAs (ncRNAs). Famous representatives are microRNAs in eukaryotes
and small RNAs (sRNAs) in bacteria, which both act as post-transcriptional regulators
by base pairing with messenger RNAs (mRNAs). For the functional characterisation of
these base-pairing ncRNAs, an understanding of the principles that govern the RNA–RNA
interaction formation is as essential as is the availability of large-scale target identification
approaches. Therefore, I addressed these aspects by means of computational methods and
analyses.

In the first part of my thesis, I present IntaRNA, a new fast and accurate method
for the prediction of interactions between two RNA molecules. The underlying dynamic
programming algorithm incorporates the structural accessibility of interaction sites and
the existence of an interaction seed region. Both features have a significant impact on the
strength of RNA–RNA interactions and thus on the functionality of mRNA target sites.
IntaRNA was evaluated on a dataset of experimentally verified sRNA–mRNA interactions
and achieved the highest accuracy, of all compared methods, in terms of sensitivity and
positive predictive value. In a genome-wide target search, IntaRNA performed as well
as the best existing method, but with considerably lower computing time and memory
requirement. For several sRNAs, I was able to predict whether the target is positively
or negatively regulated. IntaRNA is integrated in the Freiburg RNA Tools web server to
offer RNA–RNA interaction prediction for specific RNAs as well as genome-wide target
searches via an easy to use web-based interface.

In the second part, I present the findings of a systematic analysis of RNA–RNA inter-
actions in which I determined features that discriminate functional from non-functional
interactions and assessed the influence of these features on genome-wide target predic-
tions. For this purpose, I compiled a set of 74 experimentally verified sRNA–target in-
teractions and collected genome-wide full-length 5’ untranslated regions. Surprisingly, I
found that only interaction sites in sRNAs, but not in targets, displayed significant se-
quence conservation. The base pairing complementarity between sRNAs and their targets
was not conserved in general across more distantly related species. In contrast to conserva-
tion, structural accessibility of functional interaction sites was significantly higher in both
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sRNAs and targets in comparison to non-functional sites. Based on these observations,
I successfully improved the specificity of genome-wide target predictions by constraining
interaction seeds to highly accessible regions in both RNAs or unstructured conserved
sRNA regions. The findings on interaction site accessibility and single-stranded conserved
seeds were additionally confirmed in a case study in the cyanobacterium Prochlorococcus
MED4. By using an ultraconserved sequence motif of the sRNA Yfr1 as seed, two novel
Yfr1 mRNA targets were predicted and subsequently experimentally confirmed.

In the third part, I present PETcofold, a comparative method for the prediction of in-
teractions and secondary structures of two multiple alignments of RNA sequences. On the
premise that each of the two RNAs is structurally conserved and that conservation of their
RNA–RNA interaction implies conserved function, PETcofold accounts for covariance in-
formation arising from compensatory exchanges in intra- and intermolecular base pairs.
Furthermore, the method can predict pseudoknots between intra- and intermolecular base
pairs by employing a hierarchical folding strategy. The ability of PETcofold to predict
RNA–RNA interactions was demonstrated on a carefully curated dataset of sRNAs and
their target mRNAs. On phylogenetically simulated sequences enriched for covariance
patterns at the interaction sites, PETcofold performed better with increasing amounts
of covariance. For evaluation of both RNA–RNA interaction and structure prediction, I
exemplified that the prediction is improved by the comparative approach in comparison
to existing single sequence-based methods.

In summary, my thesis presents a new approach for fast and accurate RNA–RNA in-
teraction prediction, one of the first systematic studies on accessibility and conservation
of interacting sRNAs and mRNAs, the identification of two novel targets of the cyanobac-
terial sRNA Yfr1, and the first comparative method to predict joint secondary structures
of two interacting RNAs.



Zusammenfassung

Im letzten Jahrzehnt stieg die Anzahl der bekannten nicht-protein-kodierenden RNAs
(ncRNAs) mit regulatorischer Funktion explosionsartig an. Bedeutende Vertreter sind
microRNAs in Eukaryoten und kleine RNAs (sRNAs) in Bakterien. RNAs beider Klas-
sen fungieren als post-transkriptionale Regulatoren durch Basenpaarung mit Boten-RNAs
(mRNAs). Das Verstehen der Prinzipien, die der Ausbildung solcher RNA–RNA-Interak-
tionen zugrunde liegen, und die Verfügbarkeit von Methoden, die die Identifikation von
mRNA-Zielgenen im großen Maßstab erlauben, haben grundlegende Bedeutung für die
funktionale Charakterisierung dieser ncRNAs. Aus diesem Grund widme ich mich in dieser
Arbeit obigen Fragestellungen mit Hilfe von computergestützten Methoden und Analysen.

Im ersten Teil dieser Arbeit stelle ich IntaRNA, eine neue schnelle und genaue Metho-
de zur Vorhersage von Interaktionen zwischen zwei RNA-Molekülen, vor. Der zugrunde
liegende Algorithmus nutzt dynamische Programmierung und berücksichtigt die struktu-
relle Zugänglichkeit der Interaktionsstellen sowie das Vorhandensein einer Interaktions-
Startregion. Beide Merkmale haben einen wesentlichen Einfluss auf die Stärke von RNA–
RNA-Interaktionen und die Auswahl von Bindestellen in den Zielgenen. IntaRNA wurde
anhand eines Datensatzes mit experimentell bestätigten sRNA–mRNA-Interaktionen eva-
luiert und erreichte die höchste Vorhersage-Genauigkeit unter allen verglichenen Methoden
hinsichtlich Sensitivität und positiven Vorhersagewert (PPV). In einer genomweiten Suche
nach Zielgenen arbeitete IntaRNA genauso gut wie die beste bisher verfügbare Methode,
benötigte aber deutlich weniger Rechenzeit und Speicher. Für mehrere sRNAs war es
möglich, vorherzusagen, ob das Zielgen positiv oder negativ reguliert wird. IntaRNA ist
in einem Web-Server mit weiteren RNA-Strukturvorhersage-Programmen integriert und
ermöglicht damit sowohl die Vorhersage von RNA–RNA-Interaktionen für einzelne RNAs
als auch die genomweite Suche von Zielgenen über eine einfach zu bedienende web-basierte
Benutzeroberfläche.

Im zweiten Teil habe ich charakteristische Merkmale, welche funktionale von nicht-
funktionalen Interaktionen unterscheiden, bestimmt und habe den Einfluss dieser Merkma-
le auf genomweite Vorhersagen von Zielgenen bewertet. Die Analyse basierte auf einem um-
fassenden Datensatz mit 74 experimentell verifizierten sRNA–mRNA-Interaktionen und
genomweiten 5’ untranslatierten Bereichen. Überraschenderweise stellte sich heraus, dass
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nur die Interaktionsstellen in den sRNAs, aber nicht in den mRNAs, signifikant sequenz-
konserviert sind. Die Basenpaar-Komplementarität zwischen sRNAs und ihre Zielgenen
ist in der Regel nicht über weiter entfernt verwandte Arten erhalten. Im Gegensatz zur
Konservierung war die strukturelle Zugänglichkeit der funktionalen Interaktionsstellen so-
wohl in den sRNAs als auch in den mRNAs signifikant höher als in den nicht-funktionalen
Stellen. Auf der Grundlage dieser Beobachtungen konnte die Spezifität genomweiter Vor-
hersagen von Zielgenen verbessert werden, wenn die Interaktions-Startregionen auf sehr
zugängliche Regionen in beiden RNAs oder unstrukturierte sequenzkonservierte Regionen
in den sRNAs eingeschränkt wurden. Obige Erkenntnisse über strukturelle Zugänglichkeit
und einzelsträngige konservierte Interaktions-Startregionen wurden zusätzlich in einer Fall-
studie in dem Cyanobakterium Prochlorococcus MED4 bestätigt. Dabei wurde ein hoch
konserviertes Sequenzmotiv in der sRNA Yfr1 als Interaktions-Startregion bei einer Vor-
hersage von mRNA-Zielgenen verwendet und zwei der vorhergesagten Zielgene wurden
anschließend experimentell bestätigt.

Im dritten Teil stelle ich PETcofold, eine komparative Methode für die Vorhersa-
ge von Interaktionen und Sekundärstrukturen für zwei multiple Alignments von RNA-
Sequenzen, vor. Unter der Voraussetzung, dass jede der beiden RNAs strukturell konser-
viert ist und dass die Konservierung ihrer RNA–RNA-Interaktion eine Konservierung der
Funktion impliziert, berücksichtigt PETcofold die Kovarianz-Information aus kompensato-
rischen Austauschen in intra- und intermolekularen Basenpaaren. Ferner kann die Methode
Pseudoknoten zwischen intra- und intermolekularen Basenpaaren durch Verwendung ei-
ner hierarchischen Faltungsstrategie vorhersagen. PETcofolds Eignung zur Vorhersage von
RNA–RNA-Interaktionen wurde auf einem sorgfältig zusammengestellten Datensatz von
sRNAs und ihren Zielgenen gezeigt. Für phylogenetisch simulierte Sequenzen, bei welchen
die Kovarianz in den Interaktionsstellen angereichert wurde, konnte mit steigender Ko-
varianz auch das Vorhersageergebnis verbessert werden. Für die gemeinsame Vorhersage
von Interaktionen und Strukturen wurde anhand einiger Beispiele gezeigt, dass die Vor-
hersagegenauigkeit durch den komparativen Ansatz im Vergleich zu bisherigen Verfahren
basierend auf Einzelsequenzen verbessert wird.

Zusammenfassend gesagt wurde in meiner Arbeit ein neuer Ansatz zur schnellen und
genauen Vorhersage von RNA–RNA-Interaktionen entwickelt, eine der ersten systemati-
schen Studien über die Konservierung und strukturelle Zugänglichkeit von interagieren-
den sRNAs und mRNAs durchgeführt, die erste komparative Methode zur gemeinsamen
Vorhersage von Sekundärstrukturen und Interaktionen zweier RNAs entwickelt, und es
wurden zwei neue Zielgene, die von der cyanobakteriellen sRNA Yfr1 reguliert werden,
identifiziert.
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Chapter 1

Introduction

Towards a modern RNA world

In 1952, James D. Watson sketched his hypothesis of a two-stage scheme for protein
synthesis [61]:

� DNA→ RNA→ protein.

The hypothesis states that the genetic information of DNA serves as a template for the syn-
thesis of RNA, which in turn serves as a template for protein synthesis.1 For the following
many years, research in molecular biology was predominantly focused on only three differ-
ent types of RNA that all are involved in protein synthesis: (i) messenger RNA (mRNA),
which carries the genetic information of the DNA to the protein synthesis machinery of the
ribosome, (ii) ribosomal RNA (rRNA), which forms together with proteins the ribosome
and (iii) transfer RNA (tRNA), which transfers the amino acids to the ribosome [45]. In
the late 1960s and early 1970s, the first bacterial RNAs not directly involved in protein
synthesis were found in the enterobacterium Escherichia coli (E. coli) [67, 74, 194]. The
functional roles of these RNA molecules named 4.5S RNA and 6S RNA were, however,
unveiled much later [141, 152, 202]. In the 1970s, another type of non-(protein-)coding
RNA (ncRNA) was discovered in eukaryotes, but these small nuclear RNAs (snRNAs)
initially drew the interest of only a few researchers [215]. Later, snRNAs turned out to be
part of the spliceosome, which carries out mRNA splicing [103].

In 1981, many years before the discovery of microRNAs (miRNAs) and small interfering
RNAs (siRNAs) in eukaryotes, regulatory RNAs that act by base pairing with other RNAs
have already been studied in bacteria [205]. The about 108 nucleotide (nt) long RNA I
binds to precursors of replication primers, which results in inhibition of primer formation

1Watson’s information flow scheme should not be confused with the central dogma of molecular biology
formulated by Francis H. C. Crick, which states that “. . . [sequential] information cannot be transferred
from protein to either protein or nucleic acid” [36]. While the former is a positive statement saying that
an information transfer from DNA to protein exists, the latter is a negative statement saying there is no
transfer from protein.
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for replication of plasmid ColE1 [184]. The about 90 nt long CopA RNA was found to
be also involved in plasmid copy number control, but it binds to the leader region of
repA mRNA and inhibits synthesis of the replication initiator protein RepA of plasmid
R1 [177]. Both RNA I and CopA RNA were some of the first representatives of the
class of cis-encoded antisense RNAs. In 1984, the chromosomally encoded RNA MicF
was discovered in E. coli [125]. MicF binds to its trans-encoded target ompF and causes
translational repression and degradation of the ompF mRNA.

These three examples of base-pairing RNAs were some of the first RNAs that were
found to be directly involved in gene regulation instead of making proteins. In other
words, they were pioneering for a modern RNA world full of regulatory RNAs.

Problem statement and contribution

Starting with four systematic computational screens for small RNAs (sRNAs) in E. coli
in the years 2001 and 2002 [7, 27, 154, 203], there has been an explosion in the number of
identified sRNAs throughout the bacterial domain of life. Recent studies based on high-
throughput RNA sequencing (RNA-seq) reported about 140 sRNAs in the proteobacteria
E. coli and Salmonella enterica serovar Typhimurium (Salmonella) [98, 147], and 314
candidate sRNAs (of which 166 were verified as significantly expressed) in the cyanobac-
terium Synechocystis PCC6803 [124]. It seems safe to predict that the broad availability
of RNA-seq will continue to unveil a large number of yet unknown sRNAs in a wide range
of bacterial species. Upon identification of novel sRNAs, the key questions are: what
are the functions of these novel sRNAs, and which targets do they regulate?

As many sRNAs regulate mRNA targets by base pair interactions, the identification
and validation of the interaction partners and the precise interaction sites are important
tasks in the functional characterisation of sRNAs. Experimental transcriptomics and
proteomics approaches for the analysis of target regulation are, however, costly and time-
consuming. Therefore, they are often complemented by computational approaches to cope
with the steadily increasing number of discovered but uncharacterised sRNAs [162].

In this thesis, I discuss RNA–RNA interactions with a focus on bacterial sRNAs that
base pair with trans-encoded target mRNAs. The presented methods can, however, also
be applied to other ncRNAs like eukaryotic miRNAs and siRNAs. I present

• two novel computational approaches for the identification of targets of base-pairing
RNAs and for the prediction of the precise RNA–RNA interaction pattern,

• one of the first systematic analyses of the properties of functional sRNA–mRNA
interactions to improve the specificity of genome-wide sRNA target predictions, and

• a case study in which two novel targets of the sRNA Yfr1 have been identified in
the ecologically important cyanobacterium Prochlorococcus MED4.
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Overview of this thesis

This introductory chapter starts with an overview on bacterial translation initiation, as
most sRNAs characterised to date are involved in regulation of this process. Then, I
give an introduction to bacterial regulatory RNAs followed by a review on the regulatory
mechanisms employed by trans-encoded sRNAs. In the second chapter of this thesis, I
present IntaRNA, an efficient method for the prediction of interactions between two RNAs.
The third chapter presents my findings on different features of sRNA–target interactions
and how genome-wide target predictions can be improved by integrating these features.
In the fourth chapter, I present PETcofold, a method for comparative interaction pre-
diction integrating evolutionary information from multiple alignments. The final chapter
summarises this thesis and gives an outlook for future work.

Scientific research nowadays mostly involves collaborations, which is reflected in the
general use of ”we” in scientific writing. As most of the work presented in this thesis was
also carried out in collaboration with other scientists who contributed with discussions,
ideas and wet-lab experiments, first person plural instead of first person singular is used
in the further course of this thesis.

1.1 Initiation of bacterial protein synthesis

Proteins are synthesised during the process of translation by large ribonucleoprotein com-
plexes, the ribosomes. The initiation of translation is a key process in the cell as it
determines the synthesis rate of proteins from the mRNA. The regulation of transla-
tion, which often takes place at the level of initiation, therefore provides an important
layer of gene expression control besides transcriptional regulation. While regulation on
transcriptional level allows to efficiently control the expression of large sets of genes by a
single transcription factor, translational regulation allows for a sensitive and graded (but
not necessarily much faster) response to changing environmental conditions [82]. In the
following, we will give an overview on bacterial translation initiation and its regulation
(based on reviews in references [96, 101, 111, 168]).

In bacteria, mRNA transcription and translation are directly coupled. The translation
can be initiated on the mRNA while being synthesised by the RNA polymerase as, in
contrast to eukaryotes, no mRNA splicing occurs and both transcription and translation
take place in the same cellular compartment. Additionally, the translating ribosomes
protect the nascent mRNA from degradation by nucleases.

Ribosomes are composed of a small and a large subunit. The small ribosomal subunit
has a sedimentation rate of 30S (S denotes Svedberg units, which measure the sedimenta-
tion rate in a centrifuge) and is formed by the approximately 1500 nt 16S rRNA and 21
ribosomal proteins. The large 50S ribosomal subunit is composed of the 120 nt 5S rRNA,
the approximately 2900 nt 23S rRNA and about 34 ribosomal proteins. Both subunits are
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assembled to the complete 70S ribosome during translation initiation.

The initiation process is mediated by the three initiation protein factors IF1, IF2 and
IF3. Initiation factor IF3 prevents association of the 30S and 50S ribosomal subunit
during initiation. The interaction between the 30S subunit and the mRNA is promoted
by the Shine–Dalgarno (SD) sequence [167], a sequence motif typically 4–5 nt in length
and located around 7 ± 2 nt upstream of the start codon. The SD sequence is bound by
a complementary motif at the 3’ tail of the 16S rRNA called anti-SD sequence. The base
pairing between the conserved anti-SD sequence and the complementary SD sequence helps
to position the ribosome over the translation start codon, which is crucial for selecting the
correct translational reading frame. The term ribosome binding site (RBS) denotes the
mRNA region that is covered by the ribosome during translation initiation and, thereby,
protected against RNase digestion. Footprinting experiments identified the mRNA region
−35 to +19 relative to the start codon as the maximal region that is covered by the 30S
ribosomal subunit [83]. During formation of the translation initiation process, initiation
factor IF1 promotes the binding of IF2 and IF3 to the 30S subunit and ensures together
with IF2 that the initiator tRNA carrying formylmethionine (fMet) is positioned correctly
in the 30S subunit. After formation of an interaction between the start codon of the
mRNA and the anticodon of the initiator fMet-tRNA, the stable 30S initiation complex
associates with the 50S ribosomal subunit while GTP bound to IF2 is hydrolysed and the
IFs are ejected. Subsequently, the translation elongation phase starts and the polypeptide
chain is synthesised according to the codon sequence of the mRNA till the stop codon is
reached and translation terminates. More than 80 percent of all genes in E. coli K-12 use
AUG as start codon [17]. The remaining genes use the weaker start codons GUG or UUG,
which result in less efficient translation due to weaker pairing between start codon and
fMet-tRNA.

The protein coding region of an mRNA enclosed by start and stop codon is denoted
open reading frame (ORF). The translation rate of an ORF depends on the strength of
its SD sequence in terms of similarity to the consensus motif 5’-AGGAGG-3’, the spacing
between SD sequence and start codon and the strength of the start codon. Additionally, a
pyrimidine-rich region upstream of the SD can compensate for absent or weak SD sequences
by acting as recognition motif for ribosomal protein S1. There are also several examples
of leaderless transcripts that have no or just a very short 5’ untranslated region (UTR)
and, therefore, lack ribosome recruitment motifs apart from the start codon.

Bacterial mRNAs are often polycistronic, i.e. they contain multiple ORFs and, thus,
encode multiple proteins. These polycistronic mRNAs allow to regulate the translation of a
downstream cistron by coupling to the translation of a preceding cistron. This translational
coupling can be achieved by base pairing between the coding sequence (CDS) of the
upstream cistron with the RBS of the downstream cistron. When the ribosome moves
along the upstream cistron, the pairing is disrupted and the downstream cistron can be
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translated. Translational coupling in combination with an overlap between stop codon
or 3’ end of an ORF and start codon of the next ORF allows for a mechanism called
reinitiation: after terminating translation of the upstream cistron, the ribosome is reused
for translation of the downstream cistron and does not have to be recruited again. This
mechanism also enables the expression of cistrons without SD sequence at a low level.

Regulation of bacterial translation often occurs at the level of initiation, which can be
realised via mRNA primary sequence (e.g. start codon, SD sequence and pyrimidine-rich
S1 binding sites) or by structurally blocking ribosome access to the RBS. The former
control mechanism has already been discussed above. Changes in the accessibility of the
RBS can involve either cis-acting elements in the mRNA like RNA thermosensors and
riboswitches or trans-acting elements like proteins and sRNAs. Regulatory RNA elements
and regulatory sRNAs are presented in detail in the next section. Translational repres-
sor proteins typically compete with ribosomes for mRNA binding or bind the 5’ UTR of
mRNAs and induce mRNA secondary structures that sequester the RBS. These mecha-
nisms are, for example, used by ribosomal proteins to autoregulate their own expression.
When the available rRNA is saturated, some ribosomal proteins inhibit protein produc-
tion in excess by binding to their own mRNA to repress translation. The polycistronic
gene arrangement of many ribosomal proteins thereby permits that several downstream
cistrons are coordinately regulated through binding of a single repressor protein.

1.2 Classes of bacterial regulatory RNAs

Bacteria utilise a multitude of diverse regulatory RNA molecules that are involved in
various mechanisms to modulate a large variety of physiological responses (reviewed in
references [66, 176, 205]). These bacterial regulatory RNAs can be divided into cis- and
trans-acting elements. The former class encompasses regulatory elements like riboswitches
and RNA thermosensors, which both are located in the 5’ UTR of the mRNA that they
regulate. RNAs acting in trans, i.e. on a different molecule, encompass sRNAs that bind to
target mRNAs or to proteins, and CRISPR (clustered regularly interspaced short palin-
dromic repeats) RNAs. The base pairing sRNAs can be further divided into antisense
RNAs, which are encoded in cis, i.e. on the DNA strand opposite of their target gene, and
sRNAs that bind trans-encoded target genes. The cis-encoded antisense RNAs (asRNAs)
show extensive complementarity with their target mRNAs, whereas trans-encoded sRNAs
show only limited and imperfect complementarity with their targets.

Riboswitches are regulatory mRNA elements that selectively sense changes in the con-
centrations of metabolites and inorganic ions, and respond by regulation of gene expression
(reviewed in references [21, 22]). A typical riboswitch consists of a well-conserved aptamer
domain that binds the ligand and of a regulatory expression platform that controls ex-
pression of the downstream-located gene. Ligand binding to the aptamer region induces
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the formation of an alternative conformation in the expression platform, which commonly
modulates (i) transcription termination by formation or disruption of a transcription ter-
minator stem, or (ii) translation initiation by changing ribosome access to the SD sequence
or RBS. The most frequent riboswitch class binds the coenzyme thiamine pyrophosphate
(TPP) and was shown to reduce expression of genes involved in thiamine biosynthesis by
both inhibiting translation and interrupting transcription [123, 212]. In eukaryotes, TPP
riboswitches are known to control alternative splicing [26]. Another, only recently dis-
covered, class are fluoride riboswitches, which allow many bacterial and archaeal species
to respond to toxic levels of fluoride anions by activating the expression of toxicity resis-
tance proteins [10]. RNA thermosensors are similar to riboswitches as they also regulate
genes by a structural rearrangement at the RBS, but in response to changing tempera-
tures instead of ligand binding. Johansson et al. [86], for example, discovered an RNA
thermosensor in Listeria monocytogenes that controls expression of virulence genes. At
30 ◦C, the 5’ UTR of the virulence-activating transcription factor PrfA forms a secondary
structure that masks the RBS. When temperature is increased to the host temperature
of 37 ◦C, this inhibitory structure melts and translation can be initiated.

Bacterial asRNAs are generally transcribed from the antisense strand of an annotated
transcriptional unit (reviewed in references [58, 66]). They overlap either the 5’ or 3’ end
of the mRNA, or are located internally of the mRNA. Two examples of plasmid-encoded
asRNAs that control plasmid copy number have already been presented in the beginning
of this chapter. Several other characterised asRNAs act as antitoxins and repress the
translation of mRNAs that encode toxic proteins. A classical example of such a toxin-
antitoxin systems is the hok/sok locus of plasmid R1 in E. coli [59]. Another regulatory
mechanism of asRNAs is directed cleavage of the target mRNA. The asRNA and its
complementary target form a duplex, which can result in degradation of both RNAs
or specific processing of the mRNA. A well-characterised example of co-degradation is
provided by isiA/IsrR in the cyanobacterium Synechocystis PCC6803 [43]. The asRNA
IsrR is encoded opposite of the central part of the photosynthesis gene isiA. While IsrR is
constitutively transcribed, transcription of isiA is induced by iron, redox or light stress.
Once isiA transcription becomes activated, the mRNA forms a duplex with its asRNA. As
the duplex is immediately degraded, isiA mRNA can only accumulate when isiA titrates
IsrR away.

The most extensively studied class of sRNAs base pair trans-encoded target mRNAs
to post-transcriptionally regulate their translation or alter their stability. As the analyses
and evaluations presented in this thesis are predominantly based upon these sRNAs, trans-
encoded sRNAs are discussed in detail in the next section.

In the first part of this chapter, we introduced the small 4.5S and 6S RNAs. The
4.5S RNA is the RNA component of the signal recognition particle and is thus involved
in housekeeping functions [141, 152]. In contrast, 6S RNA acts as a regulator and mod-
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ulates the activity of the σ70-containing RNA polymerase in E. coli [202]. The 6S RNA
secondary structure mimics an open promotor that is bound by RNA polymerase, result-
ing in downregulation of transcription from a subset of σ70-dependent promotors [176].
Another example of a protein-binding sRNA is CsrB, which modulates the activity of the
RNA-binding protein CsrA in E. coli [205]. The CsrA protein binds to GGA motifs in
stem–loops of its target mRNAs and regulates translation and stability of these targets.
As CsrB sRNAs have multiple CsrA binding sites, they can sequester CsrA from its target
mRNAs by direct competition for binding.

CRISPR RNAs are essential components of an RNA-based adaptive immune system
in bacteria and archaea (reviewed in references [65, 209]). The CRISPR system uses short
RNAs to detect and destruct foreign nucleic acids from invading viruses (bacteriophages
in the case of bacteria) and plasmids. A CRISPR locus in a bacterial chromosome is
defined by a cluster of 20–50 nt palindromic repeats separated by similarly sized unique
spacers. The spacer sequences are often identical to bacteriophage or plasmid DNA and
provide a genetic memory of previous invasions. New spacers are acquired by integration of
invading DNA into the CRISPR locus. CRISPR loci are transcribed as long single RNAs
and cleaved into short guide RNAs by CRISPR-associated (Cas) proteins or RNase III.
These guide RNAs (denoted crRNAs for CRISPR-derived RNAs) then recognise invading
DNA or RNA by base pairing, followed by destruction of the foreign nucleic acids.

1.3 Regulation by trans-encoded small RNAs

The most well-studied class of sRNAs base pair with trans-encoded target mRNAs (re-
viewed in references [66, 176, 205]). The interaction between sRNA and mRNA typically
modulates the translation and the stability of the mRNA. For this reason, these sRNAs
can be considered as functional analogues to eukaryotic miRNAs [205]. They differ, how-
ever, in their synthesis, their specific target regulation and other features. While miRNAs
are, for example, only 21–24 nt in length [136], sRNAs are heterogeneous in size (typically
50–300 nt) as well as structure [135]. The interaction between the sRNA and its target
mRNA is generally short and often imperfect, i.e. short stretches of complementarity are
disrupted by mismatches. It has been shown for some examples that only a limited number
of base pairs is required for effective target regulation: a core interaction of six consecutive
base pairs (bp) has been reported as important for silencing of ptsG by SgrS [90], and
two stretches of six and three consecutive bp are sufficient for regulation of cirA mRNA
by OmrA/B sRNAs [70]. These short contiguous core interactions are often denoted as
seed regions in analogy to miRNAs [66]. Interestingly, it has been shown that the sRNAs
OmrA/B and RybB regulate multiple targets by a conserved 5’ sRNA domain, which is
reminiscent of seed pairing and multiple target regulation of animal miRNAs [70, 135].
The interaction between sRNA and target mRNA is, in several bacteria, facilitated by
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Figure 1.1. Typical structure of an Hfq-binding trans-encoded sRNA. The sRNA features a seed
region that is involved in pairing to the target mRNA, a binding site for the Hfq protein and a
Rho-independent transcription terminator stem followed by a poly(U) tail at the 3’ end. In the
seven enterobacterial sRNAs shown on the bottom, the regions with highest sequence conservation
are shaded in grey. The figure is adapted from reference [176] with permission from Elsevier.

the RNA chaperone Hfq [87, 193]. It has been suggested that Hfq increases annealing
rates, stabilises sRNA–mRNA duplexes and remodels RNA structure, but its specific con-
tribution to interaction formation is still unknown. The general features of Hfq-dependent
trans-encoded sRNAs are illustrated in Figure 1.1 [176]. They typically include one or
more target-binding sites, a binding site for the RNA-binding protein Hfq and a stem–
loop structure followed by a poly(U) tail at the sRNA 3’ end to facilitate Rho-independent
transcription termination.

The classical mechanism by which sRNAs regulate their target mRNAs is inhibition
of translation. Often, the sRNA binds directly to the RBS, which prevents binding of
the 30S ribosomal subunit to the mRNA and, thus, blocks translation initiation. After
interaction formation, the sRNA–mRNA duplex is frequently degraded. The initiating
30S subunit was observed to cover maximally an mRNA region from positions −35 in the
5’ UTR to +19 in the CDS [83]. The regulation of RybB sRNA, which represses its target
ompN by pairing down to the fifth codon, can therefore still be explained by sequestration
of the RBS [20]. A study by Holmqvist et al. [77] showed that the two sRNAs OmrA and
OmrB translationally downregulate csgD by binding its 5’ UTR at positions −79 to −61.
The distance between interaction site and RBS precludes competition between sRNA and
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A

B

Figure 1.2. Regulatory mechanisms of trans-encoded sRNAs. (A) sRNA binding to a wide
variety of mRNA positions can prevent binding of 30S ribosomal subunit to the mRNA, leading to
translation inhibition. (B) sRNA binding can direct local or distal mRNA cleavage by RNase E.
The figure is adapted from reference [176] with permission from Elsevier.

ribosome for mRNA binding. Although it was shown that the sRNA binding opens a local
stem–loop structure in the 5’ UTR of csgD, the precise mechanism of translation inhibition
remains elusive for this example. The finding that sRNAs are able to block ribosome access
by binding to diverse mRNA positions is illustrated in Figure 1.2A. Other sRNAs activate
translation of their target mRNAs. In this case, the sRNA binds the 5’ UTR and induces
a structural change that opens an inhibitory structure at the RBS. Examples include the
sRNA RyhB, which activates translation of shiA [142], and the sRNAs ArcZ, DsrA and
RprA, which all activate the translation of rpoS [109, 110, 113].

More recently, it was discovered that sRNAs can also directly regulate the stability
of their target genes instead of merely causing degradation of naked mRNA as secondary
effect of repressed translation [198]. Pfeiffer et al. [140] showed that the sRNA MicC
silences ompD via an interaction located around 70 nt downstream of the start codon
in the CDS. The sRNA binding far downstream of the RBS excludes interference with
translation initiation as regulatory mechanism. Instead, it was found that MicC promotes
RNase E-dependent decay of ompD mRNA. Prévost et al. [143] showed that RyhB sRNA,
which pairs its target sodB at the RBS, directs RNase E-dependent cleavage at a distal
site that is located about 350 nt downstream from the interaction site. In summary,
sRNA-induced cleavage can occur at sites adjacent to the sRNA–mRNA interaction as
observed for ompD or at sites with large distance to the interaction as observed for sodB
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(Figure 1.2B, [176]).



Chapter 2

IntaRNA: efficient prediction of

RNA–RNA interactions

In this chapter, we start with an overview on important existing approaches for the pre-
diction of RNA–RNA interactions. We concentrated on methods that are either general
or specifically designed for bacterial sRNAs. Then, we present IntaRNA, a new fast and
accurate method for the prediction of RNA–RNA interactions. In contrast to existing
methods, IntaRNA incorporates both the existence of interaction seeds and the accessi-
bility of interaction sites. Our tool was evaluated on a set of bacterial sRNAs on which
it achieved the highest accuracy of all compared methods. Furthermore, we introduce a
method to predict the mechanism of target regulation by the sRNA. Finally, we present
a web server that allows to conduct RNA–RNA interaction predictions and genome-wide
target predictions with IntaRNA via an easy to use web-based interface.

2.1 State-of-the-art prediction approaches

During the last decade, a multitude of regulatory and catalytic RNA molecules has been
discovered, leading to a high demand for large-scale approaches that allow to characterise
these novel ncRNAs and to assign them putative functions [3, 162, 166]. As ncRNAs in
general and sRNAs in particular frequently interact with other RNAs [34, 205], a recent
interest in the prediction of RNA–RNA interactions emerged. Currently, there exist four
main classes of computational methods for predicting these interactions.

The first class includes methods that evaluate the stability of the duplex formed be-
tween two RNA molecules. Only base pairs involved in duplex formation are evaluated;
the intramolecular structure of both RNA molecules is ignored. Algorithms based on this
idea typically find the energetically most favourable hybridisation of two RNAs. The most
popular tools representing this class are RNAhybrid [150], RNAduplex and RNAplex [178],
and DINAMelt [41, 116]. RNAhybrid is primarily tailored for predicting potential miRNA
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binding sites in large target mRNAs. This method uses a modified version of the classical
secondary structure prediction algorithm of Zuker and Stiegler [217] that omits multiloops.
Furthermore, the loop size is restricted to a fixed value to reduce complexity. In principle,
RNAduplex and RNAplex incorporate the same ideas as RNAhybrid. RNAplex, however,
uses a simplified loop energy model, which gives a 10–27-fold improvement in runtime
over RNAhybrid [178]. This initial version of RNAplex additionally introduced a fixed
per-nucleotide penalty to favour short stable interactions, which made the tool also suit-
able for longer queries like sRNAs. Recently, RNAplex was extended by position-specific
per-nucleotide penalties ([179], see below). Tjaden et al. [182] developed a tool named
TargetRNA for the prediction of bacterial sRNA targets. TargetRNA provides two scoring
schemes: (i) individual base pairs are scored by an extended version of the alignment
algorithm of Smith and Waterman [170] or (ii) the minimum free energy of the duplex
between the two RNA sequences is calculated similar to RNAhybrid. All above-mentioned
tools have a time and space complexity of O(n · m) when restricting the size of loops,
where n and m are the lengths of the two input sequences (n > m).

The second class of RNA–RNA interaction prediction methods determines a joint
secondary structure of two RNAs, which can include both intra- and intermolecular base
pairs. The two input RNA sequences are concatenated and the concatenation point is
memorised. The concatenated sequence is then folded by an RNA folding algorithm, e.g.
the algorithm of Zuker and Stiegler [217], in which the set of secondary structure elements
is extended by a special loop that contains the linkage location of the two sequences. This
special loop spanning the concatenation point is handled energetically as an external loop
and not as a usual hairpin, internal or multiloop, which would result in an incorrect folding
energy. The most prominent tools implementing the concatenation idea are PairFold [5]
and RNAcofold [15]. They have a time complexity of O((n+m)3) and a space complexity
of O((n+m)2) when restricting the size of loops. The sRNATarget web server is based on a
machine learning approach that employs the simpler idea of concatenating a sRNA and an
mRNA sequence by a short linker sequence to a single sequence [24, 214]. The minimum
free energy (mfe) structure predicted by RNAfold [75] is then used to derive ten features
like the distribution of secondary structure elements, length-normalised free energy, seed
match length and A/U-content in single-stranded regions. Based on these features, a
naive Bayes classifier was constructed to discriminate sRNA–mRNA interactions from
non-interacting sRNAs and mRNAs. The main disadvantage of all tools based on the
concatenation approach is their restriction on the set of interaction types. The utilised
RNA folding algorithm can only predict secondary structures that are pseudoknot-free.
Many interaction sites are, however, located in loop regions [23] and represent a pseudoknot
in the context of the concatenated sequences. Consequently, this frequently occurring
interaction type cannot be predicted by the concatenation approaches.

Representatives of the third class of interaction prediction methods allow for the predic-
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tion of complex interactions with a single interaction site. For eukaryotic miRNAs, it has
been known for several years that the free energy of the miRNA–target duplex is a poor pre-
dictor for potential target sites [148] and several authors showed that the secondary struc-
ture of the target mRNA has a strong effect on target recognition [4, 91, 97, 106, 107, 161].
While the short miRNAs and siRNAs typically exhibit a high or even full complementar-
ity to their targets, longer ncRNAs like bacterial sRNAs bind their target RNAs only
partially. Therefore, the structure of the ncRNA should also be taken into account. The
tool RNAup [127] calculates the thermodynamics of RNA–RNA interactions as the sum of
two energy contributions: (i) the energy required to open the interaction sites and make
them accessible, which is calculated from the partition function of the structural ensemble,
and (ii) the hybridisation energy of the two interacting subsequences. The initial version
of RNAup incorporated only the accessibility of the target site [127], but a more recent
version also includes the accessibility of the interaction site in the binding RNA [128].
RNAup has a time complexity of O(n3 + n · w5) and a space complexity of O(n2 + n · w3)
when restricting the size of loops to a fixed value and limiting the interaction length to w.
In Tafer et al. [179], RNAplex was extended by a position-specific per-nucleotide penalty to
approximate the competition between intra- and intermolecular base pairs. The position-
dependent penalties are derived from accessibility profiles computed by RNAplfold [16]
or RNAup [128]. This version of RNAplex has a time complexity of O(n · m + n3) and a
space complexity of O(n ·m+n2), where the second term refers to the computation of the
accessibility profiles. The methods of this class are able to predict complex interactions
like loop-loop interactions, but the interaction has to be restricted to one region. If an
RNA–RNA interaction involves two or more sites as, e.g. OxyS–fhlA [6] and RNAIII–rot
[18], which both form two kissing hairpin interactions, then only one of the sites can be
predicted. It is, however, not clear whether the formation of multiple interactions is a
common principle and whether two or more simultaneous interactions are frequently re-
quired for the regulatory function of the sRNA in vivo. For example, the sRNA RNAIII
can form an imperfect duplex and a loop-loop interaction with its target mRNA coa in
Staphylococcus aureus (S. aureus), but the kissing hairpin interaction is not essential for
in vivo repression and contributes only moderately to the stability of the complex [29].

The final class of methods handles more complex joint secondary structures and allows
for multiple interaction sites. The IRIS tool [138] predicts joint secondary structures with
multiple interacting regions by maximising the number of base pairs. Alkan et al. [1]
presented a more realistic energy model and showed the NP-completeness of the general
RNA–RNA interaction prediction problem. Both methods have a time complexity of
O(n3 ·m3) and a space complexity of O(n2 ·m2). Based on the type of joint structures
considered by Alkan et al. [1], approaches were presented to compute the partition function
of joint secondary structures [30, 79], to sample joint secondary structures [80] and to
predict mfe structures [156]. All these approaches have a high time complexity of O(n6)
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and a space complexity of O(n4), which makes them not applicable for genome-wide
scans. By sparsification of the dynamic programming matrices, a linear improvement in
time and space complexity can be achieved on average for predicting mfe structures [157].
Although the methods of this class are based on a rather general interaction model, all of
them except for IRIS still do not allow pseudoknotted structures or crossing interactions.
They can, thus, not predict instances as the two kissing hairpin interaction between the
sRNA RNAIII and its target rot in S. aureus, as the two loop-loop interactions constitute
a crossing interaction [18].

In the following, we present IntaRNA, a new general approach for the prediction of
interacting RNAs that includes interaction site accessibility and user-definable seed re-
gions. IntaRNA calculates a combined interaction energy score as the sum of the free energy
of hybridisation and the free energy required for making the interaction sites accessible.
We present two variants: (i) a complete approach with a time complexity of O(n2 ·m2+n3)
and a space complexity of O(n ·m+n2) when restricting the size of loops, and (ii) a heuris-
tic simplification of the complete approach with a time complexity of O(n ·m + n3) and
a space complexity of O(n · m + n2), where the second term in the complexity always
refers to the time and space required for accessibility computation. We successfully ap-
plied IntaRNA to the genome-wide prediction of sRNA targets and accurately predicted
the precise interaction between sRNA and mRNA.

2.2 Ensemble-based model for interaction prediction includ-

ing accessibility

2.2.1 Combining hybridisation energy and interaction site accessibility

Let s1 and s2 be two potentially interacting RNA sequences of lengths n and m, respec-
tively. We use the convention to number the first RNA sequence in 5’ → 3’ direction and
the second RNA sequence in the reverse direction. The first component that determines
the quality of an RNA–RNA interaction between the subsequence s1i . . . s

1
k of s1 and the

subsequence s2j . . . s
2
l of s2 is the hybridisation energy H(i, j, k, l). Its calculation is

based on the algorithm of RNAhybrid [150] using the nearest neighbour energy model with
the energy parameters of Mathews et al. [119]. H(i, j) denotes the hybridisation energy of
the best interaction, i.e. the hybridisation minimum free energy, of subsequences s1i . . . s

1
n

and s2j . . . s
2
m, where the leftmost positions of both subsequences, i and j, form a base

pair (i, j). H(i, j) can be calculated using a modified variant of the algorithm of Zuker
and Stiegler [217] discarding multiloop structures. The algorithm has a time and space
complexity of O(n ·m) when restricting the length of loops. An entry H(i, j) of the matrix
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H is computed by the following recursion:

H(i, j) =



min



min
p,q

{
Eloop(i, j, p, q) +H(p, q)

}
Edangle

3’ (i, j, i+ 1)

Edangle
5’ (i, j, j + 1)

Eterm
mm (i, j, i+ 1, j + 1)

0


if (s1i , s

2
j ) can pair,

∞ otherwise,

(2.1)

where the terms Edangle
3’ (i, j, d3) and Edangle

5’ (i, j, d5) denote the dangling end energy con-
tributions of the unpaired nucleotides at sequence positions d3 and d5, which are 3’ and
5’ adjacent to base pair (i, j), respectively. The term Eterm

mm (i, j, d3, d5) denotes the energy
contribution of the terminal mismatch (d3, d5), i.e. the non-canonical pair, adjacent to
base pair (i, j). Eloop(i, j, k, l) denotes the free energy of the loop enclosed by the left base
pair (i, j) and the right base pair (k, l).

A loop enclosed by base pairs (i, j) and (k, l) can be any of the secondary structure
elements stacked pair, bulge or internal loop. Its free energy is given by

Eloop(i, j, k, l) =



stacked pair(i, j, k, l) if k − i = 1 and l − j = 1,

bulge(i, j, k, l) if 1 ≤ k − i− 1 ≤ 16 and l − j = 1,

bulge(i, j, k, l) if k − i = 1 and 1 ≤ l − j − 1 ≤ 16,

internal loop(i, j, k, l) if 1 ≤ k − i− 1 ≤ 16 and 1 ≤ l − j − 1 ≤ 16,

∞ otherwise,

where stacked pair(i, j, k, l), bulge(i, j, k, l) and internal loop(i, j, k, l) are the sequence-
dependent free energy parameters of the respective secondary structure elements. Fig-
ure 2.1 gives an example interaction and illustrates the calculation of the hybridisation
free energy from the free energy parameters of the different secondary structure elements.

The hybridisation minimum free energy of the full sequences s1 and s2 is calculated
from

min
1≤i<n,1≤j<m



H(i, j)
H(i, j) + Edangle

5’ (i, j, i− 1)
H(i, j) + Edangle

3’ (i, j, j − 1)
H(i, j) + Eterm

mm (i, j, j − 1, i− 1)
0


.

The actual hybridisation pattern, i.e. the nucleotides involved in base pairing, is calculated
by traceback in the dynamic programming matrix.

The second component contributing to the quality of an RNA–RNA interaction is the
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Structural Nucleotides Free energy
element [kcal/mol]

Dangling end (C,GC) −0.3
Stacked pair (GC,GC) −3.3
Internal loop (GC,G|G,CG) −2.1
Stacked pair (CG,GC) −2.4
Bulge (GC,A,UA) +1.6
Stacked pair (UA,CG) −2.4
Terminal (CG,UU) −1.2mismatch

Intermolecular initiation +4.1

Overall free ∑
−6.0energy

Figure 2.1. Example of an interaction formed by two short RNA sequences to illustrate the
nearest neighbour (energy) model. The table lists the sequence-dependent energy parameters of
the individual secondary structure elements that are highlighted in the RNA–RNA interaction.
The overall folding free energy of the depicted interaction is the sum of the energy contributions of
all secondary structure elements plus the intermolecular initiation energy. The energy parameters
are given according to Mathews et al. [119] and were retrieved from the Nearest Neighbor Database
(NNDB) [186].

accessibility of the interaction site, i.e. the subsequence participating in the hybridisation,
in each sequence. The interaction site accessibility corresponds to the energy that is
required to make the site single-stranded. For a given RNA sequence s, it is defined as
the difference between the energy of the ensemble of all structures that can be formed by
s and the energy of the ensemble of structures, in which the interaction site si . . . sk is
single-stranded. This energy difference is denoted by ED(i, k) and can be calculated using
a partition function approach [121]. Let S be the set of all structures (called ensemble)
that can be formed by a sequence s. The partition function of the ensemble S is defined
by

Z =
∑
Q∈S

e−
E(Q)
RT ,

where E(Q) is the free energy of a particular secondary structure Q formed by sequence
s, R is the gas constant and T is the temperature. The free energy of the ensemble S is

Eens(S) = −RT lnZ.

Let Sunpaired
i,k be the set of all structures of s that have nucleotides si, si+1, . . . , sk unpaired.

Then,
ED(i, k) = Eens(Sunpaired

i,k )− Eens(S),

which is greater than or equal to zero by definition. The probability PU(i, k) that the
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complete region between positions i and k is unpaired can be calculated by

PU(i, k) =
Zunpaired
i,k

Z

=

∑
Q∈Sunpaired

i,k

e−
E(Q)
RT

∑
Q∈S

e−
E(Q)
RT

(2.2)

=
e−

Eens(Sunpaired
i,k

)

RT

e−
Eens(S)
RT

= e−
Eens(Sunpaired

i,k
)−Eens(S)

RT

= e−
ED(i,k)
RT ,

where Zunpaired
i,k is the partition function of the ensemble Sunpaired

i,k [127].

The accessibilities of all sequence intervals of a given RNA sequence can be obtained
by RNAplfold [16] or RNAup [128], each with parameter -u, in O(n3) time and O(n2)
space. RNAplfold folds RNA sequences locally using a sliding window approach and
allows only structures with a given maximal base pair span; this approach was shown
to be appropriate for mRNA sequences [100]. RNAplfold returns the mean probability
PU(i, k) that the region between i and k is unpaired. Their logarithm −RT ln(PU(i, k))
is not exactly equivalent to the mean energy difference ED(i, k), but can be used as an
approximation. RNAup predicts, in contrast to RNAplfold, global RNA structures and
returns accessibilities in terms of ED values.

Next, the two energy contributions presented above are combined. The extended

hybridisation energy of two interacting subsequences is defined as the sum of their
hybridisation energy and ED values. For calculation of the ED values, the first and
the last interacting position in both sequences must be known. Hence, the basic recur-
sion for calculating the extended hybridisation energy requires a four-dimensional matrix
C. The extended hybridisation energy C(i, j, k, l) of a specific hybridisation between the
subsequences s1i . . . s

1
k and s2j . . . s

2
l is defined by

C(i, j, k, l) =



min



H(i, j, k, l) + ED1(i, k∗) + ED2(j, l∗)

H(i, j, k, l) + Edangle
5’ (i, j, i− 1)

+ED1(i− 1, k∗) + ED2(j, l∗)

H(i, j, k, l) + Edangle
3’ (i, j, j − 1)

+ED1(i, k∗) + ED2(j − 1, l∗)

H(i, j, k, l) + Eterm
mm (i, j, j − 1, i− 1)

+ED1(i− 1, k∗) + ED2(j − 1, l∗)



if (s1i , s
2
j ) and (s1k, s

2
l )

can pair,

∞ otherwise,
(2.3)
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1
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Ck,l(i,j) = min E

! !

Figure 2.2. Interpretation of the matrix entry Ck,l(i, j). The upper RNA sequence is of length
n and the lower RNA sequence is of length m. The hybridisation starts with the rightmost base
pair (k, l), is extended to the left and ends with the leftmost base pair (i, j).

where ED1 and ED2 denote the ED values of the sequences s1 and s2, respectively. The
position k∗ refers to sequence positions k or k + 1, depending on whether the dangling
end or terminal mismatch energy of the nucleotide adjacent to the rightmost base pair
contributes to the optimal hybridisation energy H(i, j, k, l) in Equation (2.4) or not. In
the former case, nucleotide k + 1 is required to be unpaired. Analogously, l∗ refers to l or
l + 1. H(i, j, k, l) is the four-dimensional variant of the matrix defined in Equation (2.1):

H(i, j, k, l) =



min
p,q

{
Eloop(i, j, p, q) +H(p, q, k, l)

} if (s1i , s
2
j ) and (s1k, s

2
l ) can pair,

i 6= k and j 6= l,

min



Edangle
3’ (i, j, i+ 1)

Edangle
5’ (i, j, j + 1)

Eterm
mm (i, j, i+ 1, j + 1)

0


if (s1i , s

2
j ) can pair, i = k and j = l,

∞ otherwise.
(2.4)

This approach has a complexity of O(n2 ·m2) time and O(n2 ·m2) space when limiting
the size of the loops. Limiting the interaction length to w (as done in RNAup) reduces the
complexity toO(n·m·w2) time andO(n·m·w2) space. While such a restriction is reasonable
for short RNAs as miRNAs (by just setting w to the miRNA length), it is problematic
for long sRNAs as their expected interaction length is not known in advance. In the
following, we show how to improve both time and space complexity without restricting
the interaction length and additionally integrating the requirement for a seed region. The
energy contributions of dangling ends and terminal mismatches will be disregarded for the
purpose of simplification.

2.2.2 Reducing the space complexity

The space complexity of the recursion derived from the combination of Equations (2.3)
and (2.4) can be improved by calculating all interactions for a common interaction start
in one step. This leads to a two-dimensional matrix Ck,l, for which an entry Ck,l(i, j) is
basically a slice of C(i, j, k, l) for fixed k and l. The hybridisation that starts with base
pair (k, l) is elongated to the left and ends with the leftmost base pair (i, j) (Figure 2.2).
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= min
p

q

k

l

p

q
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l

k

l

i

j

p

q

i

j

p

q

k

l

i

j

+ EE

{ E

+ E

E
p,q

Figure 2.3. Visualisation of the recursion for calculating the matrix entry Ck,l(i, j). The hybridi-
sation between the mRNA and the sRNA is shown in black, while the energy required to make the
mRNA and the sRNA interaction site accessible (ED1 and ED2) is indicated in blue and orange,
respectively. Since ED values are not additive, i.e. ED1(i, k) 6= ED1(i, p) + ED1(p, k), we need
to subtract ED1(p, k) and ED2(q, l), and add ED1(i, k) and ED2(j, l) to get the final value for
Ck,l(i, j).

The matrix Ck,l can be filled according to the following recursion:

Ck,l(i, j) =


min
p,q


Eloop(i, j, p, q) + Ck,l(p, q)

−ED1(p, k)− ED2(q, l)

+ED1(i, k) + ED2(j, l)


if (s1i , s

2
j ) and (s1k, s

2
l ) can pair,

i 6= k and j 6= l,

∞ otherwise.
(2.5)

For the initial case,

Ck,l(k, l) =

ED1(k, k) + ED2(l, l) if (s1k, s
2
l ) can pair,

∞ otherwise.
(2.6)

The recursion for Ck,l(i, j) as given in Equation (2.5) includes accessibility contributions
in the form of ED values. Since ED values are not additive, previous ED values have to
be subtracted and new values have to be added when extending the hybridisation. The
idea of the recursion for calculating Ck,l(i, j) is illustrated in Figure 2.3.

Finally, only a two-dimensional matrix C is required to store for all left-end base pairs
(i, j) the best energy score found so far for all rightmost base pairs (k, l) with i ≤ k and
j ≤ l. This matrix is defined by

C(i, j) = min
k,l

{
Ck,l(i, j)

}
. (2.7)

Computing Ck,l(i, j) for all (k, l) first and finding the minimal value C(i, j) afterwards
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gives still a time and space complexity of O(n2 ·m2) for filling the full matrices. To reduce
the space complexity, C(i, j) can instead be updated successively after evaluation of each
right-end base pair (k, l) and the matrix Ck,l can be reused:

C(i, j) = min
{
C(i, j), Ck,l(i, j)

}
. (2.8)

This approach results in an O(n2 ·m2) time algorithm that requires only O(n ·m) space
for computing the matrix C.

2.2.3 Incorporation of seed features

A feature that is commonly observed in RNA–RNA interactions is the presence of a seed
region, i.e. an initial interaction region of (nearly) perfect sequence complementarity. We
introduce the following seed features that define the properties of a seed region:

• P : number of perfectly paired bases in the seed region,

• bmax, bmax
m and bmax

s : maximal number of unpaired nucleotides in the seed region in
both RNAs, in the mRNA and in the sRNA, respectively,

• [as, bs]: optional constraint of the seed location to sRNA region s2as . . . s
2
bs

.

The seed features are a variable part of our algorithm and can be specified by the user.
By default, we require only the existence of a single seed region at any position in the
two interacting sequences. Certain ncRNAs, however, have a preferred seed position, e.g.
the 5’ end in the case of miRNAs and some sRNAs as RybB or OmrA/B [12, 70, 135].
Therefore, the user can optionally constrain the seed location in the ncRNA sequence to
a specific region.

Seed regions are integrated in the IntaRNA algorithm by an additional matrix seed.
An entry seed(i, j, k, l;P ′) contains the minimal free energy of a hybridisation between the
subsequences s1i . . . s

1
k and s2j . . . s

2
l that includes exactly P ′ base pairs. For given i, j, k,

l and P ′, the numbers of unpaired nucleotides in the mRNA and the sRNA are fixed to
k − i+ 1− P ′ and l − j + 1− P ′, respectively. The matrix seed is defined by

seed(i, j, k, l;P ′) =



min
p,q with

k−p+1≥P ′−1
l−q+1≥P ′−1

 Eloop(i, j, p, q)

+seed(p, q, k, l;P ′ − 1)


if (s1i , s

2
j ) and (s1k, s

2
l )

can pair and
2 < P ′ ≤ P ,

Eloop(i, j, k, l) if (s1i , s
2
j ) and (s1k, s

2
l )

can pair and P ′ = 2,

∞ otherwise.

The conditions k− p+ 1 ≥ P ′− 1 and l− q+ 1 ≥ P ′− 1 ensure that P ′− 1 base pairs can
be formed between s1p . . . s

1
k and s2q . . . s

2
l , respectively. Let lm = k− i+ 1 and ls = l− j+ 1
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i

j q

kp

l

seed(i,j,p,q;5)
Ck,l(p,q)

Ck,l  (i,j)seed

Figure 2.4. The matrix Ck,l
seed and its relation to the other matrices. seed(i, j, p, q; 5) contains

the minimal hybridisation energy of a seed region with five base pairs that is enclosed by base
pairs (i, j) and (p, q). Ck,l(p, q) contains the minimal extended hybridisation energy of the subse-
quences s1p . . . s

1
k and s2q . . . s

2
l . Note that seed(i, j, p, q; 5), in contrast to Ck,l(p, q), does not include

accessibilities in terms of ED values.

be the lengths of intervals [i, k] and [j, l], respectively. Then, seed(i, j, k, l;P ′) is only valid
(i.e. different from ∞) if lm − P ′ ≤ bmax

m , ls − P ′ ≤ bmax
s and lm + ls − 2P ′ ≤ bmax. These

three conditions assure compliance with the user-defined seed features. If the position
of the seed region in the sRNA is constrained to the interval [as, bs], then the condition
as ≤ i ≤ bs − P ′ + 1 has to be met additionally.

While seed(i, j, k, l;P ′) contains the minimal hybridisation free energy for two fixed
intervals [i, k] and [j, l], all valid intervals have to be considered to find the optimal seed
region. This is realised during the calculation of a second two-dimensional matrix Ck,lseed,
which stores the minimal extended hybridisation free energy of interactions that include
a seed region (Figure 2.4). The matrix Ck,lseed is filled by the following recursion:

Ck,lseed(i, j) =



min



min
p,q


Eloop(i, j, p, q) + Ck,lseed(p, q)

−ED1(p, k)− ED2(q, l)

+ED1(i, k) + ED2(j, l)


min

p,q with
P≤lm≤bmax

m +P
P≤ls≤bmax

s +P
lm+ls≤bmax+2P


seed(i, j, p, q;P ) + Ck,l(p, q)

−ED1(p, k)− ED2(q, l)

+ED1(i, k) + ED2(j, l)





if (s1i , s
2
j )

and (s1k, s
2
l )

can pair,
i 6= k and
j 6= l,

∞ otherwise,
(2.9)

where lm = p − i + 1 and ls = q − j + 1 are now the lengths of intervals [i, p] and [j, q],
respectively. The first of the two inner minima in the recursion addresses the case that a
seed region was already included in the interaction right of base pair (p, q). The second
inner minimum refers to the case that no seed region was included right of base pair (p, q),
but a seed region is enclosed by base pairs (i, j) and (p, q).

Extending the algorithm by seed regions does not increase its complexity. The fi-
nal energy score values are stored in matrix C by replacing Ck,l(i, j) with Ck,lseed(i, j) in
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Equation (2.8).

2.2.4 Reducing the time complexity while preserving quadratic space

complexity

Although the IntaRNA algorithm incorporating seeds as presented above has a space com-
plexity of O(n ·m), its time complexity of O(n2 ·m2) is still impractical for genome-wide
searches. Therefore, we describe in the following how the time complexity can be reduced.

Before introducing a version of IntaRNA with reduced time complexity while preserv-
ing the quadratic space complexity, we summarise the full version of the algorithm by
combining Equations (2.5), (2.6) and (2.7) into a single equation:

C(i, j) =


min


min
p,q,k,l


Eloop(i, j, p, q) + Ck,l(p, q)

−ED1(p, k)− ED2(q, l)

+ED1(i, k) + ED2(j, l)


ED1(i, i) + ED2(j, j)


if (s1i , s

2
j ) can pair,

∞ otherwise.

(2.10)

To reduce the time complexity while preserving the quadratic space complexity, we
use a heuristic simplification that is inspired by the sparsification technique. The basic
idea is that the four-dimensional matrix C as defined in Equation (2.3) is sparse in such
a way that many entries have the same values. This is due to the fact that many right
hybridisation ends will not be used in the computation of subsequent matrix entries.
Therefore, we simplify the algorithm by storing the values Ck,l(i, j) for only one interaction
start (k, l). Consequently, for finding the best hybridisation with leftmost base pair (i, j),
only one right hybridisation end (k, l) is considered instead of all possible right ends.
We use a matrix che (C hybridisation end) in which an entry che(i, j) stores the right
hybridisation end (k, l) of the hybridisation with left end (i, j). It should be noted that
this heuristic simplification does not guarantee to yield the optimal interaction in terms
of extended hybridisation energy as only one fixed right end is considered during the
extension of interactions to the left. Since che(i, j) stores a base pair, i.e. che(i, j) = (k, l),
che1(i, j) denotes its first component k and che2(i, j) denotes its second component l.
After introducing the matrix che, we can use a two-dimensional matrix C ′ instead of
matrices Ck,l and C to compute interactions by optimising their extended hybridisation
energy according to the following recursion:
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C ′(i, j) =


min


min
p,q


Eloop(i, j, p, q) + C ′(p, q)

−ED1(p, che1(p, q))− ED2(q, che2(p, q))

+ED1(i, che1(p, q)) + ED2(j, che2(p, q))

 (A)

ED1(i, i) + ED2(j, j) (B)


if (s1i , s

2
j )

can pair,

∞ otherwise.
(2.11)

After the calculation of each entry C ′(i, j), the corresponding value in che(i, j) has to be
updated with

che(i, j) =

che(p, q) if (A) is the minimum in Equation (2.11),

(i, j) if (B) is the minimum in Equation (2.11).

The recursion for computing interactions that incorporate a seed region as given by
Equation (2.9) is simplified in the same way:

C ′seed(i, j) =



min



min
p,q



Eloop(i, j, p, q) + C ′seed(p, q)

−ED1(p, cheseed1 (p, q))

−ED2(q, cheseed2 (p, q))

+ED1(i, cheseed1 (p, q))

+ED2(j, cheseed2 (p, q))


(A)

min
p,q with

P≤lm≤bmax
m +P

P≤ls≤bmax
s +P

lm+ls≤bmax+2P



seed(i, j, p, q;P ) + C ′(p, q)

−ED1(p, che1(p, q))

−ED2(q, che2(p, q))

+ED1(i, che1(p, q))

+ED2(j, che2(p, q))


(B)



if (s1i , s
2
j )

can pair,

∞ otherwise.
(2.12)

The matrix cheseed is defined by

cheseed(i, j) =

cheseed(p, q) if (A) is the minimum in Equation (2.12),

che(p, q) if (B) is the minimum in Equation (2.12).

The best hybridisation score of interactions that include a seed is obtained by computing

min
1≤i<n,1≤j<m

{
0, C ′seed(i, j)

}
.
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When comparing the full and the heuristic version of the IntaRNA algorithm as pre-
sented in Equations (2.10) and (2.11), then the heuristic version computes the minimum
over only two instead of four variables. The range of these two variables p and q is re-
stricted by the maximal loop size, which is set to a default value of 16. The matrices C ′ and
C ′seed can be filled in O(n·m) time and they can be stored in O(n·m) space. The computa-
tion of accessibilities in terms of ED values is realised by RNAplfold and RNAup [16, 128],
which are directly integrated into IntaRNA via the Vienna RNA library [75]. The acces-
sibilities are computed from global sRNA structures and local mRNA structures, which
both requires O(n3) time and O(n2) space. Overall, IntaRNA has a time complexity of
O(n · m + n3 + m3) and a space complexity of O(n · m + n2 + m2). The complexity is
reduced to O(n ·m) time and space when precomputed accessibilities are available.

2.2.5 Suboptimal hybridisations

IntaRNA can predict multiple potential interactions for each sRNA. Suboptimal hybridi-
sations are obtained by computing suboptimal tracebacks in the dynamic programming
matrices. Since interactions at different mRNA locations are especially of interest, an in-
teraction is accepted as suboptimal if the target site does not overlap with any other
previously reported target site in interactions with better energy score. Whenever a
(sub-)optimal interaction is found, the corresponding interaction site is masked in the
mRNA. Subsequently, another suboptimal hybridisation that does not overlap with the
masked mRNA subsequence(s) is searched in the matrix C ′seed and its hybridisation pattern
is computed by traceback. This procedure is iteratively repeated until the user-specified
maximal number of reported suboptimal predictions or energy threshold is reached, or no
further suboptimal hybridisations are available.

2.3 Performance on prediction of sRNA targets

2.3.1 Evaluation dataset and compared methods

In order to assess the performance of the heuristic IntaRNA algorithm as presented in
Section 2.2, we used the program to predict targets of bacterial regulatory sRNAs. The
test set consisted of ten experimentally verified sRNA–mRNA interactions from E. coli
and eight interactions from Salmonella that were previously published (Table 2.1). For
each sRNA, we predicted interactions for all genes of the respective genome. The genome
sequences were downloaded from the RefSeq database of the National Center for Biotech-
nology Information (NCBI) [144]. Since the majority of sRNAs from our test set bind
their target gene in close proximity to the RBS, we defined a subsequence of 150 nt up-
and 50 nt downstream of the first base of the start codon as the (putative) target re-
gion. We obtained 4294 target regions from the E. coli genome (RefSeq accession number
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NC 000913) and 4425 target regions from the Salmonella genome (RefSeq accession num-
ber NC 003197).

The seed features and other parameters that were used for the target prediction with
IntaRNA were chosen according to known interactions. They included a seed of at least
eight consecutive bp and no restriction on the interaction length. All interactions except
OxyS–fhlA have a continuous hybridisation pattern. Among all examples, the Spot42–
galK interaction is the longest one with a length of 75 nt. We compared the results with
several state-of-the-art methods for the prediction of RNA–RNA interactions, namely
TargetRNA, RNAhybrid, RNAplex, and RNAup. Although RNAhybrid is primarily designed
for the prediction of miRNA target sites, it has been used occasionally for predictions
related to sRNAs [e.g. 163, 189]. Therefore, it has been included in our comparison for
the sake of completeness using the default parameters. For TargetRNA, we used the web
application [181] with default parameters, except that the search was focused on our
target regions and that the p-value threshold was increased to obtain the best 100 target
predictions per sRNA. RNAplex was used with a penalty of 0.3 kcal/mol per nucleotide as
suggested by Tafer and Hofacker [178]. We used RNAup including the accessibility of both
RNAs [128] and set the maximal interaction length to 80, which is slightly longer than the
maximal length that was found in our dataset.

2.3.2 Accuracy of predicted sRNA–mRNA interactions

In a first experiment, we assessed whether IntaRNA is able to predict precisely the inter-
action between each sRNA and its mRNA target. Therefore, we computed the sensitivity
(SENS) and the positive predictive value (PPV) for each sRNA–target pair:

SENS =
number of correctly predicted base pairings

number of true base pairings
and

PPV =
number of correctly predicted base pairings

number of predicted base pairings
.

These measures have already been used in the past to compare different RNA secondary
structure prediction methods [e.g. 42]. As shown in Table 2.1, IntaRNA outperformed
the compared methods in the average accuracy of the predicted interactions. TargetRNA

achieved the second best average sensitivity and the third best average PPV, but reported
only 12 out of 18 interactions due to its cut-off. The program RNAhybrid tended to
maximise the length of hybridisation, which led to a high average sensitivity, but very low
average PPV. Thus, the program is more appropriate to predict interactions between short
RNAs (like miRNAs) and long RNAs. To overcome this problem, RNAplex introduced a
length penalty, which significantly increased its average PPV compared with RNAhybrid.
RNAup achieved the third best average sensitivity and the second best average PPV. Among
all programs compared, it had an overall accuracy closest to IntaRNA.
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Table 2.1. Prediction accuracy of IntaRNA compared with other leading RNA–RNA interaction prediction methods on a set of experimentally
verified sRNA–mRNA interactions.

sRNA–mRNA Ref. Sensitivity PPV

IntaRNA TargetRNA RNAhybrid RNAplex RNAup IntaRNA TargetRNA RNAhybrid RNAplex RNAup

DsrA–rpoS [151] 0.808 0.808 0.000 0.808 0.808 0.778 0.778 0.000 0.778 0.778
GcvB–argT [163] 0.950 1.000 1.000 0.000 0.900 0.950 0.625 0.160 0.000 0.947
GcvB–dppA [163] 1.000 0.941 0.941 0.765 1.000 0.586 0.421 0.132 0.448 0.459
GcvB–gltI [163] 0.000 - 0.875 1.000 0.000 0.000 - 0.210 0.857 0.000
GcvB–livJ [163] 0.955 - 1.000 0.955 0.955 0.955 - 0.180 0.955 0.955
GcvB–livK [163] 0.542 - 0.542 0.542 0.542 0.565 - 0.108 0.565 0.565
GcvB–oppA [163] 1.000 1.000 1.000 1.000 1.000 0.957 0.957 0.200 0.957 0.957
GcvB–STM4351 [163] 0.760 0.000 0.000 0.000 0.880 0.905 0.000 0.000 0.000 0.957
IstR–tisB [195] 0.879 0.939 0.939 0.750 0.667 0.690 0.775 0.403 1.000 1.000
MicA–ompA [187] 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.302 1.000 1.000
MicA–lamB [19] 1.000 - 0.609 1.000 0.826 0.821 - 0.318 1.000 0.704
MicC–ompC [28] 1.000 0.636 1.000 0.000 0.727 0.537 0.286 0.333 0.000 0.410
MicF–ompF [159] 0.960 0.560 0.960 0.920 0.800 0.960 0.636 0.545 0.958 0.952
OxyS–fhlA [6] 0.500 - 0.938 0.563 0.375 1.000 - 0.288 0.750 1.000
RyhB–sdhD [118] 0.588 0.882 0.794 0.824 0.794 1.000 0.909 0.403 1.000 0.794
RyhB–sodB [57] 1.000 1.000 1.000 1.000 1.000 0.818 0.375 0.167 0.818 0.900
SgrS–ptsG [90] 0.739 - 0.000 0.739 0.739 1.000 - 0.000 1.000 1.000
Spot42–galK [126] 0.409 0.545 0.523 0.432 0.523 0.643 0.558 0.280 0.655 0.523

Average 0.783 0.776 0.729 0.683 0.752 0.787 0.610 0.224 0.708 0.772

For each sRNA–target pair, sensitivity and PPV were calculated for the highest scoring interaction predicted. ’-’ means that no interaction was
predicted. The best average result for each measure is highlighted in bold.
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Table 2.2. Accuracy of suboptimal interaction predictions of the tools IntaRNA, RNAhybrid and
RNAplex for sRNA–mRNA examples with incorrect energetically optimal prediction (compare with
Table 2.1).

sRNA–mRNA Tool Suboptimal energy Mfe Sensitivity PPV

DsrA–rpoS RNAhybrid -46.500 -47.700 0.808 0.488
GcvB–argT RNAplex -26.300 -30.400 0.950 0.950
GcvB–gltI IntaRNA -18.284 -18.356 0.375 0.500
GcvB–STM4351 RNAhybrid -15.700 -87.800 0.000 0.000
GcvB–STM4351 RNAplex -9.700 -33.600 0.000 0.000
MicC–ompC RNAplex -16.400 -28.000 0.000 0.000
SgrS–ptsG RNAhybrid -13.100 -92.100 0.000 0.000

For each sRNA–target pair, all suboptimal predictions within an energy range of 0.5∗mfe kcal/mol
were analysed until a prediction with sensitivity and PPV different from zero was found. If no
such prediction within that range existed, the suboptimal solution with the best energy was used.

The programs IntaRNA and RNAup were the only ones whose optimal solution located
every sRNA target site correctly, except for the interaction GcvB–gltI. For this interaction,
both IntaRNA and RNAup predicted optimal hybridisations that did not share a single base
pair with the experimentally verified interaction. As IntaRNA, RNAhybrid and RNAplex

can compute suboptimal solutions, we used these to compute sensitivity and PPV for all
interactions for which the optimal solution was incorrect (see Table 2.2 and compare with
Table 2.1). When the suboptimal predictions were taken into account, the average sensi-
tivity/PPV on the whole test set improved to 0.774/0.251 and 0.736/0.761 for RNAhybrid
and RNAplex, respectively. IntaRNA predicted a suboptimal interaction for GcvB–gltI
that overlapped with the correct target site; its energy score of -18.28 kcal/mol was only
marginally inferior to the optimal energy score of -18.36 kcal/mol. When including this
suboptimal prediction, IntaRNA achieved on the whole test set an average sensitivity and
PPV greater than 0.8.

To study the influence of seed features on IntaRNA’s prediction quality, we repeated
the experiments without requiring an interaction seed (Table 2.3). In this case, the average
sensitivity and PPV of IntaRNA were 0.699 and 0.728, respectively, which is below the
accuracy of IntaRNA with seed features and RNAup. The difference to the latter, which
uses a similar scoring scheme, can be explained by the heuristic behaviour of IntaRNA.

Altogether, the results demonstrate that RNAup and IntaRNA, which both incorporate
the accessibility of interaction sites, perform better in the prediction of sRNA–mRNA
interactions than programs that neglect the accessibility. Furthermore, the quality of
IntaRNA’s predictions is substantially improved when seed features are additionally taken
into account.
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Table 2.3. Prediction accuracy of IntaRNA without requiring an interaction seed. The prediction
results of IntaRNA with seed features as reported in Table 2.1 are included for comparison.

sRNA–mRNA IntaRNA without seed IntaRNA with seed

Sensitivity PPV Sensitivity PPV

DsrA–rpoS 0.462 0.667 0.808 0.778
GcvB–argT 0.950 0.950 0.950 0.950
GcvB–dppA 1.000 0.586 1.000 0.586
GcvB–gltI 0.000 0.000 0.000 0.000
GcvB–livJ 0.000 0.000 0.955 0.955
GcvB–livK 0.542 0.565 0.542 0.565
GcvB–oppA 1.000 0.957 1.000 0.957
GcvB–STM4351 0.760 0.905 0.760 0.905
IstR–tisB 0.806 0.690 0.879 0.690
MicA–ompA 1.000 0.821 1.000 1.000
MicA–lamB 1.000 1.000 1.000 0.821
MicC–ompC 1.000 0.537 1.000 0.537
MicF–ompF 0.960 0.960 0.960 0.960
OxyS–fhlA 0.375 1.000 0.500 1.000
RyhB–sdhD 0.588 1.000 0.588 1.000
RyhB–sodB 1.000 0.818 1.000 0.818
SgrS–ptsG 0.739 1.000 0.739 1.000
Spot42–galK 0.409 0.643 0.409 0.643

Average 0.699 0.728 0.783 0.787

For each sRNA–target pair, sensitivity and PPV were calculated for the highest scoring interaction
prediction.
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Figure 2.5. Performance of IntaRNA and other methods in genome-wide target predictions for
our test set of 10 sRNAs. The sensitivity (true positive rate) is shown as a function of the false
positive rate (1 - specificity). For each prediction method, the target candidates for each sRNA
were sorted by their energy score. Each ROC curve was generated from the rate of true and false
predictions, while varying the number of predicted targets per sRNA.

2.3.3 Performance in genome-wide target predictions

In a second experiment, we compared IntaRNA and the existing methods with respect to
their ability of finding sRNA targets on a genome-wide scale. We applied every program to
our test set and, for each sRNA, searched all target regions for potential target sites. The
resulting list of target candidates for each sRNA was sorted by the computed energy score.
All programs except TargetRNA and IntaRNA give an interaction for each putative target
region. TargetRNA reports at most 100 putative interaction sites per sRNA. IntaRNA re-
turns interactions that have both a seed with specified features and an energy score below
0.0 kcal/mol. For each method, we calculated the sensitivity ( True Positives

True Positives + False Negatives)
and specificity ( True Negatives

True Negatives + False Positives). Our test set contains 18 targets that can be
predicted as true positive. Each correctly predicted target was counted as true positive
regardless of whether the interaction site was predicted correctly or not. Each of the nine
sRNAs in E. coli may interact with any of the 4294 genes, and each sRNA in Salmonella
may interact with any of the 4425 genes. Consequently, there are 47496 potential interac-
tions, of which 47478 are considered as non-interactions, i.e. negatives. A similar approach
to evaluate the performance on prediction of sRNA targets has been used previously by
Tjaden et al. [182].

The ROC curves in Figure 2.5 illustrate the performance of different target prediction
methods on our test set. We generated each ROC curve by calculating sensitivity and
specificity while varying the number of predicted targets that were taken into account for
each sRNA. The plot shows that IntaRNA and RNAup are the methods performing best
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A B

Figure 2.6. Comparison of (A) runtime and (B) memory requirements of IntaRNA (including
computation of accessibilities) and RNAup for a GcvB target search in Salmonella. Without restrict-
ing the interaction length, RNAup used up the complete available memory and, as a consequence,
crashed.

on prediction of sRNA targets. Both RNAhybrid and RNAplex achieved a low sensitivity
suggesting that these programs are suitable only to a limited degree for genome-wide
sRNA target searches. Instead, especially the latter method could potentially be used as
a prefilter to reduce the number of target candidates before analysis with more sensitive
methods. TargetRNA reports at most 100 putative interaction sites per sRNA. Taking this
in consideration, it achieved a fairly high sensitivity at a low false positive rate, although
only an alignment-like algorithm based on base pairing potential is used. However, it
can be assumed that the program will perform worse on interactions that show lower
sequence complementarity, but underlie more complex duplex formation rules. The curves
show that IntaRNA and RNAup have a similar performance on predicting sRNA targets
and perform best among all studied programs. There is, however, a clear difference in the
practical applicability of both programs (Figure 2.6). On an Intel Xeon 5160 (3.0 GHz)
with 7.8 GB available RAM, a GcvB target search in all Salmonella target regions allowing
a maximal interaction length of 80 nt took 21 h and required 33 MB RAM with IntaRNA.
The same search with RNAup needed 95 h and 840 MB RAM. An increase of the maximal
interaction length to 140 nt raised IntaRNA’s runtime to 29 h with unchanged memory
usage, whereas RNAup then required 207 h and 4.3 GB RAM. Without a restriction on
the interaction length, IntaRNA took 36 h and required again 33 MB RAM. Since RNAup

requires a restriction on the maximal interaction length, we limited it to the length of the
sRNA. This caused exhaustion of the complete memory and, as a consequence, a crash
of RNAup. The dramatic increase of RNAup’s resource requirements results from its higher
asymptotic complexity and impairs its applicability on normal work stations with limited
available memory. Note that this benchmark was based on an IntaRNA version that used a
previous implementation of RNAplfold [14]. The computation of all ED values therefore
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Figure 2.7. Schematic illustration of the difference between an uni- and a bidirectional RNA–RNA
interaction extension strategy. The three interacting nucleotides AUA in the upper RNA sequence
are located in a hairpin loop such that the interaction site is spanned by one intramolecular G-C and
two intramolecular C-G base pairs. When the innermost intramolecular C-G base pair (highlighted
in red in the interaction on top) is broken to extend the interaction by the intermolecular base pair
C-G to the left, it would be energetically favourable to extend the interaction by the G-U base pair
to the right as well. IntaRNA, however, extends interactions only unidirectional due to its heuristic
behaviour. The illustration is adapted from reference [48].

required O(n ·L3) time, where L is the size of the sequence window in which the sequences
are folded (here: L = n). The same task requires only O(n3) time in the recent IntaRNA

version, which further reduces the runtime of genome-wide target predictions.

It should be noted that the calculation of sensitivity and specificity is rather conserva-
tive, since we relied only on experimentally verified interactions that were published by the
end of 2007. Several top-ranking target predictions of IntaRNA that were verified as true
targets in subsequent studies [e.g. 35, 165] have therefore not been taken into consideration
in this performance evaluation.

2.4 Improving the heuristic of IntaRNA

The heuristic version of IntaRNA presented in Section 2.2 predicts interactions by minimis-
ing an extended hybridisation energy score. When computing the optimal score according
to Equation (2.12), the resulting interaction might occasionally be just an approximation
of the mfe interaction as not all possible rightmost hybridisation ends are considered. In-
stead, for each left hybridisation end (i, j), either an interaction with fixed rightmost base
pair che(i, j) or cheseed(i, j) is extended unidirectional to the left or a new interaction is
started with base pair (i, j). It might, however, be energetically favourable to extend an
interaction bidirectional such that a hybridisation extension by further base pairs to the
left is also followed by an extension to the right beyond the fixed rightmost end. Figure 2.7
illustrates the difference between an uni- and a bidirectional interaction extension strat-
egy with an example. There, the interaction site is located in a hairpin loop in one of the
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two sequences. To extend the interaction to the left by base pair C-G, the intramolecular
base pair C-G spanning the interaction site is broken. As a consequence of opening this
intramolecular base pair, the base pair G-U could be added to the rightmost hybridisa-
tion end without requiring further free energy to make nucleotide G single-stranded in the
upper sequence. Although an interaction extension in both directions would improve the
overall energy score in this example, the heuristic IntaRNA algorithm does not accommo-
date this. Therefore, we present an improved heuristic version of the IntaRNA algorithm
in the following (see reference [48] for more details).

To tackle the above-mentioned problem, a compromise between considering only one
and all rightmost hybridisation ends can be achieved by storing multiple but not all right
ends for a given leftmost hybridisation end. Let V be the number of different right in-
teraction ends that are considered. For each leftmost base pair (i, j), the entry C(i, j) of
matrix C stores an array containing the V best hybridisation energies, for which all energy
scores correspond to hybridisations with mutually distinct right ends. An entry C(i, j, v)
contains the vth best energy of all interactions with distinct right ends that start with left
base pair (i, j). The corresponding right hybridisation end is stored in che(i, j, v). When
extending Equation (2.11) to incorporate multiple distinct rightmost hybridisation ends,
we get

C(i, j, v) =



v th-mindre

p,q,s with
1≤s≤V



Eloop(i, j, p, q) + C(p, q, s)

−ED1(p, che1(p, q, s))

−ED2(q, che2(p, q, s))

+ED1(i, che1(p, q, s))

+ED2(j, che2(p, q, s))

(A)

ED1(i, i) + ED2(j, j) (B)


if (s1i , s

2
j ) can pair,

∞ otherwise,
(2.13)

where the operator v th-mindre gives the vth minimum of the energy scores of all interactions
with distinct right ends (dre). For any two hybridisations with leftmost base pair (i, j)
that have the same rightmost base pair, the hybridisation with lower energy score is taken.
After calculation of each entry C(i, j, v), che(i, j, v) has to be updated with

che(i, j, v) =

che(p, q, s) if (A) is the vth minimum in Equation (2.13),

(i, j) if (B) is the vth minimum in Equation (2.13).

Hybridisations that include a seed region are computed analogously to Equations (2.12)
and (2.13) by the following recursion:
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Cseed(i, j, v) =



v th-mindre



v -mindre

p,q,s with
1≤s≤V



Eloop(i, j, p, q)

+Cseed(p, q, s)

−ED1(p, cheseed1 (p, q, s))

−ED2(q, cheseed2 (p, q, s))

+ED1(i, cheseed1 (p, q, s))

+ED2(j, cheseed2 (p, q, s))


(A)

v -mindre

p,q with
P≤lm≤bmax

m +P
P≤ls≤bmax

s +P
lm+ls≤bmax+2P

1≤s≤V



seed(i, j, p, q;P )

+C(p, q, s)

−ED1(p, che1(p, q, s))

−ED2(q, che2(p, q, s))

+ED1(i, che1(p, q, s))

+ED2(j, che2(p, q, s))


(B)



if (s1i , s
2
j )

can pair,

∞ otherwise,
(2.14)

where the operator v -mindre gives the set of v minimal values of the energy scores of
all interactions with distinct right ends (dre) (in contrast to v th-mindre, which gives the
vth minimal value). The value Cseed(i, j, v) is the vth minimum of the union of the two
sets obtained from cases (A) and (B), with each of the two sets having v elements. The
variables lm = p − i + 1 and ls = q − j + 1 are the lengths of intervals [i, p] and [j, q],
respectively. cheseed(i, j, v) is defined by

cheseed(i, j, v) =

cheseed(p, q, s) if (A) is the vth minimum in Equation (2.14),

che(p, q, s) if (B) is the vth minimum in Equation (2.14).

The best energy score of a hybridisation including a seed is then

min
1≤i<n
1≤j<m
1≤v≤V

{
0, Cseed(i, j, v)

}
.

The algorithm presented above has a time complexity of O(n ·m · V 2). Each entry of
the array C(i, j) contains V energy scores; for each of these V scores has to be ensured
that it belongs to a hybridisation with a rightmost end that is distinct from all other
V − 1 right hybridisation ends. In total, these operations require O(V 2) time. The space
complexity of the algorithm is O(n ·m · V ).

The performance of the improved heuristic IntaRNA algorithm was evaluated with a



34 IntaRNA: efficient RNA–RNA interaction prediction

prototype implementation using a test set of 36 experimentally validated sRNA–mRNA
interactions from E. coli and Salmonella [48]. Each predicted interaction was evaluated
in terms of F-measure, which is the harmonic mean of sensitivity (SENS) and PPV,
F = 2×SENS×PPV

SENS+PPV . When the value of parameter V , i.e. the number of considered right
hybridisation ends, was increased, both the mfe and the F-measure of the predicted in-
teractions improved on average. Depending on the parameters for the seed region, it was
sufficient to set V to values of three to five to yield interactions with optimal energy, i.e.
the energy score was equal to the mfe computed by the non-heuristic algorithm. Optimal
F-measures were already achieved for V equal to three. The overall improvement by con-
sidering multiple hybridisation ends in the new heuristic algorithm is, however, marginal;
only two percent improvement could be achieved for the mean mfe and the accuracy of the
predicted interactions in terms of mean F-measure. The runtime of the program increased
by approximately factor two when three right hybridisation ends instead of one were used.

In conclusion, the heuristic of IntaRNA as presented in Section 2.2 gives already optimal
or near-optimal solutions. The energy score and F-measure of the predicted interactions
can be improved by considering more than one rightmost hybridisation end for each left-
most hybridisation end. The gain in prediction performance is, however, too marginal in
light of the resulting doubled runtime.

2.5 Functional analysis of predicted target sites

In bacteria, the initiation of translation is typically stimulated by an interaction between
the 30S ribosomal subunit and the mRNA. The 3’ tail of the 16S rRNA binds the mRNA
at the SD sequence, a 4–5 nt sequence motif located around 7±2 nt upstream of the start
codon [96, 101]. Many sRNAs regulate the translation of their target mRNA by changing
the accessibility of the SD sequence for ribosome binding. Base pairing of the sRNA at
or in the vicinity of the RBS typically results in translation inhibition. In contrast, some
sRNAs activate translation of their target mRNAs by opening an inhibitory structure that
sequesters the RBS [53]. In the following, we study the consequences of sRNA binding
to the target mRNA regarding the accessibility of the SD sequence, and, thus, the mode
of translational regulation by the sRNA–mRNA interaction. To this end, SD sequence
locations were predicted for all given mRNAs. Then, the change in the accessibility of the
predicted SD sequence as a result of the predicted sRNA–mRNA interaction was computed
separately for each interaction.

The SD sequence location of a specific mRNA was predicted by simulating the hy-
bridisation between the mRNA and the 16S rRNA following the approach of Starmer
et al. [173]. In brief, hybridisations were computed between the single-stranded 16S rRNA
3’ tail and the mRNA region covering 35 nt up- and downstream of the first base of the
start codon. For the 16S rRNA 3’ tail, we used the sequences 5’-GAUCACCUCCUUA-3’ for
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E. coli and 5’-GAUCACCUCCUUACC-3’ for Salmonella. The SD sequence was then located
by the position of the optimal 16S rRNA–mRNA hybridisation if the hybridisation free
energy was below a significance threshold derived from core SD sequences. We success-
fully predicted SD sequence locations for about 74 percent of all E. coli genes and about
75 percent of all Salmonella genes.

The influence of the sRNA–mRNA interaction on the accessibility of the predicted SD
sequence was studied by the change in the probability that the SD sequence is unpaired
before and after sRNA binding. Let s be a given mRNA sequence, in which the SD
sequence is located at positions si . . . sj and the sRNA binds the mRNA at positions
sk . . . sl. The probabilities that the SD sequence is unpaired before (PUnohybrid

SD ) and after
(PUhybrid

SD ) the hybridisation of the sRNA and the mRNA are defined by

PUnohybrid
SD = e

Eens(S)−Eens(Sunpaired
i,j

)

RT and

PUhybrid
SD = e

Eens(Sunpaired
k,l

)−Eens(Sunpaired
i,j,k,l

)

RT ,

respectively, where Eens is ensemble free energy, S is the ensemble of all structures formed
by s, Sunpaired

i,j is the ensemble of all structures of s with nucleotides si . . . sj unpaired,
Sunpaired
i,j,k,l is the ensemble of all structures with nucleotides si . . . sj and sk . . . sl unpaired,
R is the gas constant, and T is the temperature.

∆PUSD, which is the change in the probability that the SD sequence is unpaired due
to the sRNA–mRNA hybridisation, is defined by

∆PUSD = PUhybrid
SD − PUnohybrid

SD .

∆PUSD > 0 suggests that the sRNA–mRNA interaction results in structural rearrange-
ments that increase the accessibility of the SD sequence to activate translation. Conversely,
∆PUSD < 0 suggests translational repression. The higher the absolute value, the higher
is the expected regulatory outcome. However, a special case arises if the mRNA target
site overlaps with or is in close vicinity to the SD sequence. Then, the RBS is inaccessible
for ribosome binding and translation repression is expected.

Using this approach, we analysed the regulatory outcome of the predicted sRNA–
mRNA binding for all interactions of the test set introduced in Section 2.3. We determined
for each mRNA whether the sRNA binding site predicted by IntaRNA is at or close to
the SD sequence such that the SD sequence is already blocked for ribosome binding.
Otherwise, we calculated ∆PUSD for the mRNA. The results are shown in Table 2.4.
In 11 out of 18 examples, our approach successfully predicted the type of translational
regulation by the sRNA. For three of the remaining seven interactions, the SD sequence
could either not be located (GcvB–STM4351) or was located at an incorrect position
(MicF–ompF and OxyS–fhlA). Another sRNA, IstR, blocks translation of its mRNA target
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Table 2.4. Predicted changes in the accessibility of the SD sequence as a result of the interaction
between the sRNA and its target mRNA.

sRNA–mRNA Regulation Target site SD ∆PUSD Predicted regulation

DsrA–rpoS Activation -126 – -97 -12 – -7 0.07 Activation
GcvB–argT Repression -57 – -37 -10 – -5 0.01 Activation
GcvB–dppA Repression -43 – -11 -12 – -7 [SD] Repression
GcvB–gltI Repression -62 – -45 -10 – -5 0.00 n/a
GcvB–livJ Repression -51 – -28 -18 – -13 0.06 Activation
GcvB–livK Repression -44 – -17 -13 – -8 -0.46 Repression
GcvB–oppA Repression -8 – 16 -15 – -10 [SD] Repression
GcvB–STM4351 Repression -45 – -19 n/a n/a n/a
IstR–tisB Repression -145 – -102 -11 – -6 0.00 n/a
MicA–ompA Repression -21 – -6 -14 – -9 [SD] Repression
MicA–lamB Repression -17 – 18 -10 – -5 [SD] Repression
MicC–ompC Repression -62 – -15 -15 – -10 [SD] Repression
MicF–ompF Repression -16 – 10 20 – 25 0.00 n/a
OxyS–fhlA Repression 34 – 41 15 – 20 0.00 n/a
RyhB–sdhD Repression -33 – -13 -12 – -7 [SD] Repression
RyhB–sodB Repression -6 – 5 -12 – -7 [SD] Repression
SgrS–ptsG Repression -28 – -9 -16 – -11 [SD] Repression
Spot42–galK Repression -18 – 14 -13 – -8 [SD] Repression

The target site positions as predicted by IntaRNA and the predicted SD sequence positions are given
as distance to the annotated translation start site. GcvB–gltI shows the first suboptimal target
prediction. ’n/a’ indicates that no significant SD sequence location was found or that our method
could not predict the regulatory effect of the sRNA–mRNA interaction. ∆PUSD represents the
change, due to sRNA binding, in the probability that the SD sequence is unpaired. ’[SD]’ indicates
that either ∆PUSD cannot be calculated because the sRNA binds at the predicted SD sequence
or the target site is in the immediate vicinity of the predicted SD sequence location (distance at
most 2 nt). If predicted and observed regulatory effect agreed, then the sRNA–mRNA interaction
was marked in bold in the last two columns.
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tisB by binding 100 nt upstream of the start codon without inducing structural changes
at the RBS. Instead, IstR blocks a ribosome standby site that is essential for translation
initiation [37]. The remaining three interactions all involve the sRNA GcvB. Its targets
argT, livJ and gltI are bound upstream of the ribosome binding site, and the inhibitory
activity cannot be directly explained by competition with ribosome binding. At least for
the last example, translational repression by a simple interference model or by masking a
ribosome standby site is unlikely [163]. Consequently, the regulation cannot be predicted
by our model.

2.6 A web interface for genome-wide target predictions

The RNA–RNA interaction prediction tool IntaRNA is integrated in the Freiburg RNA
tools web server, which gives access to several tools for different RNA analysis tasks via a
common web-based user interface.

The input of the IntaRNA web server consists of a set of ncRNA sequences and a set of
mRNA sequences, both in FASTA format. The sequences can be either entered directly
or uploaded from files. Instead of manually providing mRNA sequences, the user can also
request that mRNA sequences are automatically extracted from a genomic molecule. For
this purpose, an NCBI RefSeq genome accession number [145] has to be specified; any
complete genomic molecule including genomes, chromosomes, organelles and plasmids is
allowed. Subsequences of all genes that are annotated in this genomic sequence are then
extracted using BioPerl [171]. Each subsequence contains an user-specified number of
nucleotides up- and downstream of the start or stop codon. Furthermore, the input page
provides parameters for IntaRNA with reasonable default settings. For user convenience,
the server distinguishes between basic parameters as the number of paired and unpaired
bases in the seed region and advanced parameters as the folding temperature, window size
and base pair span for local mRNA folding, and some more sophisticated seed parameters.
The advanced parameters are hidden by default and can be unfolded on demand. In
this way the server provides broad flexibility without confusing the less experienced user.
The input is validated and the user is informed of inconsistencies as early as possible.
Furthermore, we provide example input for demonstration purposes, a video tutorial and
online help that describes IntaRNA, its input, available parameters and output. Figure 2.8
shows two example input pages of the IntaRNA web server.

Each query is processed following a general scheme: jobs are scheduled to a computing
cluster managed by Sun Grid Engine such that jobs can be computed in parallel and
resources are flexibly adapted to the server load. After submission, the current status
of the job is reported and the user receives a URL allowing access to the job status or
output. The user can also provide an email address to receive a notification when the job
has finished. Upon job completion the result page is displayed online in the web browser.
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A

B

Figure 2.8. Screenshots of the IntaRNA web server input page. (A) Input forms for direct
submission of ncRNA and mRNA sequences and the available parameters for IntaRNA. (B) The
mRNA sequences will be automatically extracted from the E. coli K-12 genome (RefSeq accession
number NC 000913). Target sites of the sRNA MicA will be searched in regions spanning 30 nt of
the 5’ UTR and 30 nt of the CDS of each annotated gene.
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The output of the IntaRNA web server consists of a table that summarises the pre-
diction results and links to all predicted interactions between the ncRNAs and mRNAs
(Figure 2.9). The output table can be sorted by columns to allow selection of interactions
by sequence identifier, annotated mRNA description, interaction energy score or interac-
tion position in each sequence. The table can also be searched by sequence identifier or
mRNA description. All mRNA identifier link to the corresponding entry in NCBI’s Entrez
Gene database [108], which provides the user with a lot of additional information on the
putative target genes. The IntaRNA raw results, the output table in current sorting and
the selected interaction can be downloaded as a text file. Finally, the server provides a link
to the source code of IntaRNA as the stand-alone command-line version is more convenient
and appropriate for large-scale studies.

The Freiburg RNA tools web server can be accessed at http://rna.informatik.

uni-freiburg.de. The web server is based on a general framework developed for the
CPSP web tools server [114] and has been continuously improved. Performing complex
RNA analysis tasks, our server complements available web servers such as the Vienna
RNA web suite [68] and the UNAFold web server [116, 216]. Other web servers specifically
designed for the prediction of sRNA targets are, for example, provided by TargetRNA [181]
and RNApredator [46]. The latter is based on the tool RNAplex and allows to analyse the
predicted targets for enrichment of Gene Ontology (GO) and KEGG (Kyoto Encyclopedia
of Genes and Genomes) pathway terms.

2.7 Discussion

In this chapter, we presented IntaRNA, a new method for the prediction of interactions
between two RNAs based on minimisation of an extended hybridisation energy score via
dynamic programming. IntaRNA accounts for two important features that influence the
strength of RNA–RNA interactions and the selection of target sites: (i) the accessibility of
the interaction sites in both RNAs and (ii) the existence of an interaction seed region. In
contrast to previous methods for the prediction of RNA–RNA interactions, both features
are integrated in a general approach for arbitrary RNAs. Although IntaRNA was applied to
predict bacterial sRNA targets in this work, the program can readily be used to find other
RNA–RNA interactions as well. For example, it was recently applied to miRNA–mRNA
interactions by Maŕın and Vańıček [115] and Starczynowski et al. [172].

IntaRNA’s prediction performance was evaluated by predicting targets for bacterial
sRNAs and comparing the results to several state-of-the-art methods for the prediction
of RNA–RNA interactions. IntaRNA outperformed the other methods in the accuracy
of the predicted interaction. It performed as well as the best other program, RNAup,
on a genome-scale search for putative sRNA targets, while the required CPU time and
memory decreased drastically. Overall, the results showed that our method is well suited

http://rna.informatik.uni-freiburg.de
http://rna.informatik.uni-freiburg.de
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Figure 2.9. Screenshot of the IntaRNA web server result page for a target prediction with input as
given in Figure 2.8B. The table summarises all predicted interactions. It can be sorted by clicking
on the header of a column. The interaction shown below the table is highlighted in green. For this
prediction, additional information such as the interaction positions and the different contributions
of the interaction energy score are given.
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both for general searches for putative sRNA target sites and the prediction of accurate
sRNA–mRNA interactions. The comparison with RNAhybrid, whose hybridisation energy
model is the basis of our more sophisticated extended hybridisation energy, shows that
the incorporation of interaction site accessibility and the existence of an interaction seed
improve the prediction quality. In addition, we determined SD sequence locations for the
sRNA targets and analysed the change in the probability that the SD sequence is unpaired
as consequence of the predicted sRNA–mRNA interaction. This approach allowed us to
successfully predict the regulatory effect on translation initiation for a number of sRNAs
from our test set.

Only a fraction of IntaRNA’s runtime is spent for the calculation of the actual hybridi-
sation, whereas the calculation of interaction site accessibilities in terms of ED values is
computationally much more intensive. Although IntaRNA is already considerably faster
than the best other method RNAup, it could be further sped up by precomputing the ED
values of all target regions only once for a given genome. Then, only the ED values of the
ncRNA and the hybridisation energy have to be calculated for a target prediction in this
genome. When all accessibilities are precomputed, the IntaRNA algorithm runs in only
O(n ·m) time and space.

The fast runtime of IntaRNA is achieved by a simplification: for each leftmost inter-
action base pair, only one right interaction end is stored and evaluated when searching
for the optimal interaction. Despite this heuristic simplification, the prediction accuracy
is high and the interaction energy predicted by IntaRNA is close to or equal to the mfe,
which can be computed by the non-heuristic version of the algorithm. The heuristic of
IntaRNA could be further improved by considering multiple different right interaction ends
instead of just one. A study on 36 interactions showed that three to five different right
ends have to be stored to achieve the same performance as the non-heuristic version. The
performance gain is, however, marginal and achieved at the expense of a doubled runtime.

The interaction between the sRNA OxyS and its target mRNA fhlA is the only one in
our test set with a discontinuous hybridisation pattern. In fact, the two RNAs form kissing
hairpins at two sites [6]. The complex joint secondary structure prediction approaches that
form the fourth class of methods presented in Section 2.1 can be used to predict interactions
that consist of such independent substructures. These algorithms are, however, rather
expensive with a time complexity of O(n3 · m3). Further extensions of IntaRNA could
incorporate some basic ideas of those approaches to allow for prediction of more complex
interactions with two or multiple interaction sites.
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Chapter 3

Evaluation of bacterial

RNA–RNA interaction features

In the following chapter, we present an analysis on how specific interaction features can
be used to improve genome-wide target predictions for bacterial sRNAs. This is especially
important as there exists a high demand for accurate large-scale sRNA target identifica-
tion approaches to functionally characterise novel sRNAs. First, we determined features
that displayed significant differences between functional and non-functional interactions.
Second, we evaluated how genome-wide target searches improve by using these features as
additional criteria. We focused especially on structural accessibility, sequence and inter-
action conservation, and interaction seed regions. Third, we assessed the importance of
interaction site accessibility and conserved seed regions in a case study in the cyanobac-
terium Prochlorococcus MED4 and identified two novel mRNA targets of the sRNA Yfr1.

3.1 Understanding interaction formation principles to im-

prove target predictions

A key task in the functional characterisation of base-pairing sRNAs is the identification
of their interaction partners. To tackle this problem, a growing number of studies comple-
ments experimental approaches for target identification [162] by computational approaches
for the prediction of sRNA targets and sRNA–target interactions [9]. All current in sil-
ico methods, however, still suffer from a high false positive rate, which becomes obvious
when applying the methods to genome-wide target searches (Section 2.3). Therefore, an
in-depth understanding of the mechanisms and principles that govern sRNA–target in-
teractions is required to improve the identification of target genes. The pairing between
sRNAs and their targets usually involves a seed region of six to eight contiguous bp [66].
The seed feature is employed by IntaRNA and other sRNA target prediction methods [182].
The sRNAs typically utilise well-accessible regions, i.e. hairpin loops or extended single-
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stranded sequence stretches, to recognise their targets [176]. Therefore, IntaRNA and some
other RNA–RNA interaction prediction approaches account for the structure of the inter-
action partners via interaction site accessibility [127, 156, 179]. A recent study by Peer
and Margalit [137] showed for a set of sRNAs from E. coli that the target-binding re-
gions in the sRNAs exhibit characteristically high accessibility and conservation. Little
systematic investigation, however, has been made on features associated with the binding
sites of mRNAs that are targeted by sRNAs. Therefore, we explored to which extent
accessibility and sequence conservation are general features of interaction sites in sRNAs
and their target mRNAs and whether these features can be used to discriminate func-
tional from non-functional interactions. To this end, we compiled a comprehensive set
of 74 experimentally verified sRNA–target interactions from the enterobacteria E. coli
and Salmonella, and generated an appropriate dataset of non-functional interactions. By
comparison between functional and non-functional interactions, we found that true inter-
action sites are significantly more accessible in both sRNAs and targets. In contrast to
accessibility, only interaction sites in sRNAs show high sequence conservation, while the
conservation of target sites and target regulation is rather limited. Comparative sRNA
target prediction approaches using target conservation information can therefore only pre-
dict a minor subclass of interactions that exhibit broad evolutionary conservation. When
a specific target gene is, however, broadly conserved and evolves slowly, then this gene
might be of high functional importance. An analysis of the nucleotide composition of
interaction sites and flanking regions showed an enrichment of putative binding sites of
the RNA-binding protein Hfq, which facilitates base pairing between sRNAs and their
targets [193]. Finally, we combined our findings with the target prediction tool IntaRNA
to improve the specificity of genome-wide sRNA target searches.

Apart from our enterobacterial dataset of sRNA–target interactions, we additionally
investigated the importance of accessibility and of a seed region in a case study in the
cyanobacterium Prochlorococcus. We predicted putative interaction partners of the sRNA
Yfr1 and experimentally validated these candidates by a reporter system based on green
fluorescent protein (GFP). These experiments confirmed that Yfr1 regulates two mRNAs
at the post-transcriptional level. Furthermore, this case study showed that the incorpora-
tion of a seed region and a scoring of interaction site accessibility can successfully reduce
the number of predicted sRNA target candidates for subsequent experimental validation.

3.2 Features of functional interaction sites

3.2.1 Dataset of experimentally verified sRNA–mRNA interactions

This analysis used a dataset of 71 sRNA–target pairs involving 19 distinct sRNAs from
the two bacterial model organisms E. coli and Salmonella (Figure 3.1 and Tables A.1
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Figure 3.1. Overview of data used in this analysis. The positive dataset (orange) consists
of experimentally validated sRNA–mRNA interactions from literature and the negative dataset
(blue) consists of predicted non-functional interactions that closely resemble the positive data.

and A.2). These two species were selected due to the availability of a high number of
validated interactions. Three of the 71 sRNA–mRNA pairs interact at two separate sites:
GcvB sRNA uses redundant regions to pair its target cycA [165], RybB sRNA can pair
two alternative sites within its target ompD [11], whereas OxyS sRNA forms two kissing
hairpin interactions with fhlA mRNA [6]. Thus, there is a total of 74 interactions in our
dataset. All interactions were experimentally verified by in vitro (structural) probing or
mutational studies at the interaction sites (see Tables A.1 and A.2 for references). The
interaction seed lengths, which are defined by the length of the longest continuously paired
region, range from 5 to 19 bp. The interaction sites in the targets are located between
positions −131 and +78, relative to the translation start.

For the analysis of conservation, 21 enterobacterial species were included (Figure 3.2
and Table A.3). To search for homologous sRNA and mRNA sequences, the complete
genomes of these species were retrieved from NCBI RefSeq database [145]. Homologs of
each E. coli and Salmonella sRNA were identified in these 21 genome sequences using
the semi-global alignment tool GotohScan (E -value cut-off of 0.01) [72]. Sequence-based
alignment methods like GotohScan are appropriate for structural RNAs when the pairwise
sequence identity is at least 50–60 percent [54]. Therefore, to reduce the number of
false positives, sequences identified as homologs were rejected when the pairwise sequence
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Shigella sonnei Ss046

Escherichia fergusonii ATCC 35469

Shigella dysenteriae Sd197

Shigella boydii Sb227

Shigella flexneri 2a 301

Escherichia coli K-12 MG1655

Salmonella enterica enterica sv Typhi CT18

Salmonella enterica enterica sv Typhimurium LT2

Citrobacter koseri ATCC BAA-895

Citrobacter rodentium ICC168

Cronobacter sakazakii ATCC BAA-894

Enterobacter sp. 638

Klebsiella pneumoniae pneumoniae MGH78578

Pectobacterium carotovorum carotovorum PC1

Yersinia pestis CO92

Yersinia pseudotuberculosis IP 32953

Yersinia enterocolitica enterocolitica 8081

Serratia proteamaculans 568

Sodalis glossinidius morsitans

Proteus mirabilis HI4320

Photorhabdus luminescens laumondii TTO10.01

Figure 3.2. Phylogenetic tree of the 21 enterobacterial species used for conservation analysis.
Distances are based on 16S rRNA genes. Positive data was verified experimentally in E. coli and
Salmonella, which are highlighted in bold. The tree was generated using the integrated microbial
genomes system (IMG) [117].

identity to the query sequence was less than 60 percent. Each set of homologous sRNA
sequences was then structurally aligned with LocARNA-P, applying probabilistic consistency
transformation [211].

Groups of homologous (specifically orthologous) mRNAs were identified with the tool
OrthoMCL [105] using all annotated mRNAs except pseudo genes as input. The accurate
calculation of structural RNA properties such as thermodynamic stability or accessibility
requires the precise definition of transcripts, but transcription start sites (TSSs) are cur-
rently not part of the gene annotation in genome databases. Therefore, we compiled a
set of all mRNAs with accurate 5’ UTRs. The 5’ UTR lengths were obtained from two
genome-wide studies that experimentally determined TSSs in E. coli by high-throughput
sequencing and directed mapping [31, 122]. Since both datasets missed the TSS of two
E. coli genes of our interaction dataset (dpiB and nanC ) and of six further genes of which
the Salmonella ortholog is included in our interaction dataset (ompD, ompF, ompN, ompS,
STM3216 and STM4351), we determined the 5’ UTR lengths of these genes from the liter-
ature that reports the corresponding interaction. In total, 5’ UTR lengths were obtained
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Figure 3.3. Positions of the 5’ end of all target sites from E. coli and Salmonella vs. the lengths
of the 5’ UTR of the target genes. Target site positions are given as distance to the annotated
translation start site. All genes that are located within an operon are excluded. Target site
location and 5’ UTR length show modest negative correlation (Spearman’s correlation coefficient
ρ = −0.54).

for 2313 different E. coli genes, which is about 56 percent of all annotated genes. 5’ UTR
lengths of Salmonella genes were derived from the length of the corresponding E. coli
orthologs. In case of ambiguities, the 5’ UTR length of the mRNA was set to the maximal
5’ UTR length of all orthologs.

The lengths of the 5’ UTR of the target genes and the positions of the target interaction
sites relative to the translation start site show a modest negative correlation (Spearman’s
correlation coefficient ρ = −0.54 with p-value of 1.3 × 10−6, Figure 3.3). Constrained by
the transcript length, an interaction site can of course only be located far upstream of the
start codon if the 5’ UTR is sufficiently long (compare, e.g. DsrA–rpoS and Spot42–gltA).
A long 5’ UTR, however, does not necessarily imply that the interaction site is located
upstream and in large distance to the translation start (compare, e.g. Spot42–nanC and
RybB–ompA).

For each annotated mRNA, the 5’ UTR sequence and the first 150 nt CDS were
extracted from the genomic sequence. If the TSS position was unknown or if the gene
was encoded within an operon, 200 nt upstream of the start codon were used instead of
the 5’ UTR. A sequence length of 200 nt covers the majority of E. coli 5’ UTRs, which
mostly vary from 20 to 40 nt in length [122]. The sequences of orthologous genes were
then aligned with MAFFT, more precisely with method E-INS-i from the MAFFT package
that uses a generalised affine gap cost model [89].

Alignments of homologous sRNA sequences were generated incorporating structural
information, which is advisable for structural RNAs to obtain high-quality alignments. In
contrast, homologous mRNA sequences can contain large unalignable regions, especially
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in the 5’ UTRs, and mRNAs are not expected to fold into a common global structure.
Therefore, we resorted to a pure sequence-based alignment method for the mRNA se-
quences. Note that we only compared functional and non-functional sites in either sRNAs
or mRNAs. The use of two different tools could lead to a bias in results on conservation
when comparing sRNAs with mRNAs.

3.2.2 Dataset of non-functional interactions

Interaction site features of the experimentally validated sRNA–mRNA interactions were
evaluated by comparison to a negative dataset that contained one non-functional inter-
action per validated interaction. Since we wanted to investigate interaction site features
independent of specific RNA–RNA hybridisation patterns, we took great care to gen-
erate a negative dataset in which each non-functional interaction closely resembles the
intermolecular base pairing and hybridisation free energy of the respective functional in-
teraction. Ideally, the precise form of the hybridisation duplex is maintained and only the
associated sequences are exchanged, which was possible for about half of the true inter-
actions. In the other cases, we resorted to the next best option, namely preserving the
number of interaction base pairs. Furthermore, each non-functional interaction was re-
quired to involve another mRNA gene and another region in the sRNA than the respective
validated interaction.

To this end, we first predicted putative hybridisations between each E. coli and
Salmonella sRNA and the full 5’ UTR and 150 nt CDS of all genes for which ortholo-
gous genes were identified. The hybridisations were predicted with IntaRNA neglecting
accessibility, which typically results in extended stretches of complementary sequences.
We then extracted all sub-hybridisations of these predicted hybridisations for which the
hybridisation pattern was equal to the verified interaction. When such a sub-hybridisation
did not exist, we searched for a sub-hybridisation where the number of base pairs (and
optionally the interaction length) was equal to the verified interaction. Additionally, the
sub-hybridisations had to satisfy the following properties: the mRNA is not the true tar-
get and the sRNA interaction site does not overlap the true sRNA interaction site. The
last condition that the mRNA interaction site is in the CDS if and only if the verified
interaction site is in the CDS is motivated by the fact that protein-coding and non-coding
regions are subject to different evolutionary constraints. Finally, the sub-hybridisation
with the closest hybridisation free energy to the validated interaction was selected as the
corresponding non-functional interaction. By selecting only one non-functional interaction
for every validated interaction, we gained a balanced set of functional and non-functional
instances. Alignments of non-functional targets with their homologous genes predicted
by OrthoMCL were generated as described above. An overview on the construction of the
negative dataset is presented in Figure 3.1. The set of non-functional interactions is given
in Table A.4. In addition, a second negative dataset was created using the aforementioned
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approach except that, in the final step, non-targets were not selected based on the free
energy of the sub-hybridisation. Instead, the overall accessibility of each non-functional
target had to be as close as possible to the overall accessibility of the corresponding true
target. To evaluate the overall accessibility, we computed the expected fraction of un-
paired bases in the mRNA sequence from the average probability that a single nucleotide
is unpaired over all positions in the sequence.

The sRNA GcvB is known to directly regulate 21 mRNAs, which is the largest number
of validated targets for a single sRNA [165]. In total, GcvB alters mRNA expression levels
of about one percent of all protein-coding genes in Salmonella. Assuming that each sRNA
has a similar number of targets, it is very unlikely that an mRNA randomly selected as a
non-target is actually a true target of the sRNA.

Negative data could have also been obtained from the database sRNATarBase, which
contains experimentally proven non-functional interactions [25]. However, it was not used
in this study as it does not contain enough entries to obtain a non-functional interaction
for each verified interaction. Furthermore, by constraining the predicted hybridisations to
be as close as possible to the verified interactions, it was possible to focus on interaction
site features independent of the actual hybridisation pattern.

3.2.3 Interaction sites are significantly accessible

The accessibility of an interaction site can be assessed by its probability of being unpaired
(denoted by PU), which can be calculated from the ensemble free energy needed to open
the region. This measure has the advantage to account for all secondary structures that
can be formed by a particular RNA sequence, i.e. the whole thermodynamic ensemble of
structures is considered instead of a specific mfe structure. A formal definition of PU
values is given in Equation (2.2) in Section 2.2. Since the length of interaction sites varies
for each sRNA–target pair and the expected PU values decrease with length, PU values
can only be compared for regions of equal length. Therefore, we used the PU values to
compute the expected fraction of unpaired bases at each interaction site (denoted by EF ),
which is a length-independent measure [73]. The expected fraction of unpaired bases of a
subsequence sa . . . sb of an RNA sequence s is defined by

EFa,b =
∑b

i=a PUi,i
b− a+ 1

.

The PU values, which are required for the calculation of EF values, were computed for
sRNA sequences by global folding with RNAup [127]. As mRNA sequences should be folded
locally in contrast to sRNA sequences [100], PU values of mRNA sequences were computed
with RNAplfold [16] using a sliding window approach with a 140 nt folding window and a
maximal base pair span of 70.

The accessibilities, i.e. EF values, of the interacting regions in sRNAs and mRNAs were
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A B

Figure 3.4. Comparison of the interaction site accessibility between functional (orange) and non-
functional (blue) interactions. The plots show the (A) accessibility of the whole interaction site and
(B) joint probability of being unpaired (PU∗) of all interaction seeds, i.e. all perfectly matching
sub-interactions, of length two to ten. Interaction sites both in sRNAs and targets are significantly
more accessible in functional than in non-functional interactions (p-values calculated by Wilcoxon
rank sum test). In addition, interaction seeds in the functional interactions are significantly more
accessible than in the non-functional interactions (p < 4.8 × 10−19 calculated by Wilcoxon rank
sum test).

then compared between the experimentally verified interactions and the non-functional
interactions. As shown in Figure 3.4A, the interaction sites of the experimentally verified
interactions are more accessible than the corresponding sites in the non-functional set.
This difference in accessibility is statistically significant both for sRNAs and targets (p-
value of 5.7 × 10−14 and 2.1 × 10−7 for sRNAs and targets, respectively, calculated by
Wilcoxon rank sum test).

To ensure that the observed high target site accessibility is not just an artefact from
negative data construction, we compared the overall structuredness of functional and non-
functional targets in terms of expected fraction of unpaired bases in the full 5’ UTR and
150 nt CDS. We observed that the functional targets are slightly more accessible over
the whole sequence (Figure 3.5A). For the set of non-functional interactions, we aimed for
finding non-functional targets that share as many features as possible with the functional
targets. The functional targets showed, however, a slightly larger overall accessibility than
the non-functional ones. Therefore, we additionally created a second set of non-functional
interactions, in which we selected each non-target to have an overall accessibility as close as
possible to the corresponding true target. The overall accessibilities of these non-functional
targets do not differ significantly from the functional targets (Figure 3.5A, p = 0.389 by
Wilcoxon rank sum test). For both negative datasets, the differences in median and
mean accessibility between functional and non-functional targets are much larger for the
interaction sites only than for the whole sequence (more than 5-fold and 10-fold increase
for original and second negative dataset, respectively, see Figure 3.5). In summary, the
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A B

Figure 3.5. Comparison of the target gene accessibility between a functional (orange) and two
non-functional datasets (blue and light blue). The plots show the accessibility of (A) the full
5’ UTR and 150 nt CDS, and (B) the interaction site only, respectively. In non-functional dataset
2 (light blue), each non-functional target was not selected by the interaction free energy (as done
for the first non-functional dataset), but by the overall accessibility, which had to be as similar as
possible to the overall accessibility of the corresponding true target. For both negative datasets,
the difference in mean accessibility between functional and non-functional targets is larger and
much more significant for the interaction sites only than for the whole sequence. All p-values were
calculated by Wilcoxon rank sum test.

higher accessibility of the functional target sites cannot be explained by differences in the
structuredness of the compared mRNA datasets alone.

The results on interaction site accessibility in both sRNA and target motivated us to
explore the accessibility information of the interacting RNAs in greater detail. Based on
the observation that two short well-accessible regions often form the initial interaction [23],
we examined the accessibility of all putative seed regions defined by perfectly matching
sub-interactions (allowing Watson–Crick and G-U wobble base pairs) of length two to
ten. We assessed whether the accessibility information of two interacting RNAs can be
combined into a single feature.

For this purpose, let s1 and s2 be two RNA sequences where the subsequences s1i . . . s
1
j

and s2k . . . s
2
l form a (sub-)interaction enclosed by base pairs (i, k) and (j, l). We then define

the joint probability PU∗i,j,k,l that the interacting subsequences s1i . . . s
1
j and s2k . . . s

2
l are

unpaired by
PU∗i,j,k,l = PUi,j · PUk,l,

where PUi,j and PUk,l are the probabilities that the respective subsequences are unpaired.
This definition is based on the assumption that both sequences fold independently, i.e.
PUi,j and PUk,l are stochastically independent.

We then compared the joint probability of being unpaired (PU∗) for all seed regions of
length two to ten between true interactions and non-functional interactions. Figure 3.4B
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shows that PU∗ of the functional interactions is significantly higher for all analysed seed
lengths (p < 4.8 × 10−19 by Wilcoxon rank sum test). Consequently, the accessibility of
interaction seed regions, which is represented by the single feature PU∗, can be used to
discriminate functional from non-functional interactions.

3.2.4 Interaction sites are only significantly conserved in sRNAs

An analysis of evolutionary conservation was performed on alignments of homologous sR-
NAs and mRNAs per interaction site. The sequence conservation of each interacting region
was assessed by the average information content of the alignment columns corresponding
to the known interaction site in E. coli or Salmonella, respectively. The information con-
tent allows a comparison between alignments that differ in the number of included species.
We used an extended expression of this measure that also incorporates scoring of gaps in
the alignment [63].

The information content Ii of an alignment column Ai is defined by

Ii =
∑
k∈A

Iik =
∑
k∈A

qik log2

qik
pk
,

where A = {A,C,G,U,-} is the set of nucleotides including gaps, qik is the observed
frequency of the symbol k ∈ A in alignment column Ai, and pk is the background symbol
distribution [63]. We set p- = 1 and assume uniform background nucleotide distribution,
i.e. pk = 0.25. We then define the sequence conservation Ca,b of consecutive alignment
columns from Aa to Ab by

Ca,b =
∑b

i=a Ii
b− a+ 1

.

When calculating the sequence conservation of a particular sRNA and mRNA, we included
only sequences of species where homologs of both the sRNA and its target were found.

The sequence conservation of all functional sRNA and mRNA interaction sites was
then evaluated by comparison to the sequence conservation of the sites involved in the
non-functional interactions. Figure 3.6A shows that true sRNA interaction sites are sig-
nificantly more conserved than non-functional interaction sites (p = 1.5×10−6 by Wilcoxon
rank sum test). Intriguingly, the target sites exhibit no significant difference in sequence
conservation (p = 0.39 by Wilcoxon rank sum test).

The missing sequence conservation in the targets, in contrast to the sRNAs, indicates
that conservation of sRNA–mRNA interactions among related bacterial species might not
be a general feature. Despite lack of target sequence conservation, it may, however, be
that intermolecular base pairings are still preserved by consistent mutations in the target.
In consistent mutations, only one of the two pairing bases changes, e.g. A-U mutates to
G-U [76]. To examine to which extent consistent or compensatory mutations occurred, we
counted the number of base pair types (out of the possible combinations C-G, G-C, A-U, U-A,
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A B

Figure 3.6. Comparison of interaction site features between functional (orange) and non-
functional (blue) interactions. The plots show the (A) interaction site sequence conservation
and (B) average number of different interaction base pairings. Only interaction sites in sRNAs,
but not in targets, show significant evolutionary conservation. The average number of intermolec-
ular base pair combinations is significantly smaller in the functional interactions. All p-values were
calculated by Wilcoxon rank sum test.

G-U and U-G) per interaction position in the alignments. The functional set utilised the
interactions experimentally validated in E. coli or Salmonella and the non-functional set
utilised the hybridisations predicted for the E. coli or Salmonella sequences. An example
is given in Figure 3.7. The results in Figure 3.6B show that the number of different base
pair types is smaller in the confirmed interactions than in the non-functional interactions
(p = 9.0 × 10−5 by Wilcoxon rank sum test). Hence, we can conclude that interactions
between sRNAs and their targets are neither sequentially nor structurally conserved in
general.

Figure 3.7. Schematic illustration of different interaction base pairings between two interacting
RNAs. The sequence alignment shows two multiple RNA alignments concatenated by the linker
symbol ’&’. Round brackets in the structure indicate intermolecular base pairs between the two
RNAs and stars indicate positions that do not participate in the interaction. The number of
different interaction base pairings is given for each interaction position. For example, alignment
columns 9 and 19 support the base pair U-A in seq1 and U-G in seq2, whereas seq3 contains a
mismatch. Consequently, alignment columns 9 and 19 contain two different base pair combinations.
The average number of different interaction base pair combinations in this example is 1.6.
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Figure 3.8. Comparison of the mononucleotide frequencies at interaction sites and 20 nt flanking
regions between functional (orange) and non-functional (blue) interactions. The short poly(U) tails
at the sRNA 3’ ends were excluded from the analysis. p-values were calculated by Wilcoxon rank
sum test; bars are marked by ’*’ if the differences in the mononucleotide frequencies are significant
at the 0.01 level.

3.2.5 Sequence composition of interaction sites and flanking regions

To analyse whether functional interaction sites are characterised by specific sequence com-
positions, mononucleotide frequencies were determined at interaction sites and their flank-
ing regions of at most 20 nt for both sRNAs and mRNAs. Bacterial sRNAs commonly
possess a short poly(U) tail at their 3’ end, which forms, together with the preceding stem–
loop structure, the Rho-independent transcription terminator. In the following analysis
these poly(U) tails were disregarded to avoid a bias in the sequence composition.

Figure 3.8 shows a comparison of mononucleotide frequencies of interaction sites and
flanks between the functional and non-functional interactions. We found that the true
interaction sites in sRNAs contain significantly more U nucleotides than the corresponding
regions in the non-functional data, while the target sites contain significantly more A and
less G (p-values of 0.0002, 3.4× 10−6 and 0.001, respectively, by Wilcoxon rank sum test).
The mutual enrichment of Us and As in sRNAs and targets, respectively, ensures base pair
complementarity between the two interacting RNAs. As both A and G are complementary
to U, but alleviated G frequency was observed at target sites, A-U interaction base pairs
might be favoured over less stable non-Watson–Crick G-U base pairs in sRNA–mRNA
duplexes. Moreover, not only the true sRNA interaction sites, but also their 3’ flanking
regions have a significantly higher frequency of U than the corresponding regions in the
non-functional data (p = 0.0003 by Wilcoxon rank sum test). Likewise, the regions flanking
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the target sites in both directions also show significantly higher A frequencies (p-values
of 3.6 × 10−5 and 0.001 for 5’ and 3’ flanks, respectively, by Wilcoxon rank sum test).
Low G content was found for the 3’ flanks of the target sites (p = 3.7× 10−5 by Wilcoxon
rank sum test). Noteworthy, the nucleotide pattern observed here is consistent with the
binding preference of the RNA chaperone Hfq toward A/U-rich regions [193].

3.2.6 Conservation of sRNA–target complementarity is limited

Many sRNAs of our dataset directly regulate multiple targets by binding via a single
interaction site (although some sRNAs possess more than one target-binding site, e.g.
FnrS, GcvB and Spot42). To gain further insight into the relationship between interaction
site conservation in sRNAs and their targets, we selected two sRNAs with multiple targets,
RyhB and RybB, and investigated the conservation of their target regulation in detail. For
each target mRNA of these sRNAs, we analysed to which degree the base pairing between
the two RNAs is conserved in related species by manual inspection of the multiple sRNA
and mRNA sequence alignments. We distinguished between preserved complementarity of
the full interaction and of a core interaction of at least six consecutive bp. Both consistent
and compensatory mutations in the intermolecular pairing were considered.

The sequence of the first analysed sRNA, RyhB, was found to be conserved in 19 out
of the 21 enterobacterial species considered here. Five RyhB targets have been experimen-
tally verified in E. coli to date, of which shiA is translationally activated and the other
four are subject to translational repression [40, 57, 142, 158, 191]. The target-binding site
of RyhB is located between sequence positions 34 to 76. All interaction seeds are located
in the highly conserved RyhB region between positions 34 to 55. Among the RyhB tar-
gets, the interaction with cysE is conserved in 17 out of 19 species when requiring a core
interaction of at least six consecutive bp (Table 3.1). The full interaction is preserved in
six species. For the target sodB, the interaction site is fully conserved in 12 out of the
16 species, in which an ortholog of sodB was identified. A conserved core interaction was
additionally found in one species. The remaining three species with sodB ortholog carry a
single mismatch within the nine bp interaction. In both cysE and sodB, the RyhB target
site is located around the start codon. The lowest interaction conservation was found for
the targets fur and shiA, each with a preserved complementarity in only six species.

The sequence of the second analysed sRNA, RybB, is conserved in all 21 species. Its
5’ end sequence is fully conserved up to position 19. In Salmonella, it was shown that
this 5’ RybB domain base pairs ten mRNAs, which results in translational repression and
mRNA destabilisation [11, 20, 135]. The base pairing between RybB and its target ompA
is fully conserved in all analysed species except Shigella dysenteriae, where the target site
includes a single mismatch (Table 3.2). Among the other nine RybB targets, the lowest
degree of interaction conservation was found for ompD and ompS with conserved base
pairing in only four and five species, respectively.
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Table 3.1. Conservation of interactions between RyhB sRNA and its target mRNAs in 19 enter-
obacterial species.

Organism Interaction conservation

cysE fur iscS shiA sodB

Escherichia coli K-12 X X X X X
Shigella dysenteriae X X X X X
Escherichia fergusonii X X X x X
Shigella sonnei X X X - X
Shigella flexneri X x X - X
Shigella boydii X# X X - X
Salmonella Typhi - - x n/a X
Salmonella Typhimurium - - X - X
Citrobacter koseri x - x x# X
Citrobacter rodentium x - x x# X
Klebsiella pneumoniae x - X - X
Enterobacter sp. 638 x - x x X
Pectobacterium carotovorum x - X# - n/a
Yersinia pestis x# - - n/a -
Yersinia pseudotuberculosis x# - - n/a -
Yersinia enterocolitica x - - n/a -
Sodalis glossinidius x# - - n/a n/a
Proteus mirabilis x* - x# n/a x
Photorhabdus luminescens x - - n/a n/a

Conserved interactions 0.89 0.32 0.74 0.32 0.68

Orthologs of target genes were identified with OrthoMCL and by gene annotations. The last row
gives the fraction of species in which interaction conservation was found. ’X’ indicates full interac-
tion conservation, ’x’ indicates conservation of a core interaction (i.e. at least six consecutive bp),
and ’-’ indicates no interaction conservation. ’n/a’ indicates that no target ortholog was found.
’#’ and ’*’ mark interactions that contain consistent and compensatory mutations, respectively.
Organisms are sorted by evolutionary distance to E. coli based on 16S rRNA genes.
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Table 3.2. Conservation of interactions between RybB sRNA and its target mRNAs in 21 enterobacterial species.

Organism Interaction conservation

chiP fadL ompA ompC ompD ompF ompN ompS ompW tsx

Salmonella Typhimurium X X X X X X X X X X
Salmonella Typhi X X X X n/a X X X X X
Citrobacter koseri X X X x x X X X X x#

Citrobacter rodentium X# X X x x X X X X x
Shigella dysenteriae - X x x n/a - n/a n/a X X
Escherichia fergusonii X X X X - X X n/a X X
Shigella sonnei X X X x - X x n/a X X
Shigella flexneri X X X x - X X n/a X X
Escherichia coli K-12 X X X x n/a X x n/a X X
Shigella boydii n/a X# X x n/a X x n/a X X
Klebsiella pneumoniae X - X X n/a - X X - x#

Cronobacter sakazakii - X X X# n/a X X n/a - x#

Enterobacter sp. 638 X# X X X x X X# n/a X X
Pectobacterium carotovorum n/a X# X# n/a n/a X n/a n/a - -
Serratia proteamaculans - X X# X# n/a n/a - n/a - -
Yersinia pestis - - X# X# n/a X n/a n/a - n/a
Yersinia pseudotuberculosis - - X# X# n/a - - n/a - n/a
Yersinia enterocolitica - X X# X# n/a X n/a n/a - n/a
Sodalis glossinidius n/a n/a X# x# n/a x# n/a n/a n/a n/a
Proteus mirabilis - - X# n/a n/a X n/a n/a - n/a
Photorhabdus luminescens n/a X X n/a n/a n/a - n/a - n/a

Conserved interactions 0.48 0.76 1.00 0.86 0.19 0.76 0.57 0.24 0.52 0.62

Orthologs of target genes were identified with OrthoMCL and by gene annotations. The ortholog clusters of the ompF and ompN genes were hand-
curated due to an incorrect assignment of evolutionary relationship (as already observed for bacterial porin genes in previous studies [39, 130]).
The ompD gene contains two RybB interaction sites, but only the site at positions 18 to 26 is conserved, and thus only this site is included above.
Organisms are sorted by evolutionary distance to Salmonella based on 16S rRNA genes. See Table 3.1 for details on the symbols.
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3.3 Interaction seed constraints in genome-wide target pre-

dictions

In Section 3.2, we showed that high interaction site accessibility and strong sRNA in-
teraction site sequence conservation are common features of bacterial sRNA–mRNA in-
teractions. These observations suggest the following strategy to improve the false posi-
tive rate of genome-wide sRNA target predictions: (i) identify complementary regions in
sRNA and putative target that are highly accessible, or (ii) identify conserved and weakly
structured, i.e. accessible, regions in the sRNA that might serve as target-binding region.
Subsequently, focus the target search to interactions that include these regions, which can
be achieved by, e.g. constraining the position of the interaction seed region.

Interaction seeds were restricted to highly accessible regions in both RNAs by only
allowing seeds with a high joint probability of being unpaired (PU∗). The background
accessibility signal of a particular RNA sequence depends on sequence composition, e.g.
GC-content, and folding parameters such as temperature and folding windows. Therefore,
to define valid (i.e. accessible) seeds, the PU∗ cut-off is computed individually for each pair
of RNA sequences as the q-quantile of the sequences’ background PU∗ for a user-defined
q. The target prediction tool IntaRNA already predicts RNA–RNA interactions starting
from an interaction seed. We extended IntaRNA by optionally allowing only interaction
seeds with a PU∗ greater than the q-quantile of the background PU∗ (which is computed
as the average PU∗ of all subsequences of length equal to the seed). Previously, IntaRNA’s
interaction scoring already included an overall accessibility term, but did not allow to
specifically restrict interaction seeds to highly accessible regions.

Candidate sRNA seeds in weakly structured and conserved regions were obtained from
reliability profiles computed with the sequence-structure alignment tool LocARNA-P [211].
Positions in the input sequences are matched structurally by LocARNA-P if they are part
of conserved base pairs, otherwise positions are matched non-structurally. The former
case contributes to the structural reliability. In the latter case, the sequence positions are
matched based on their sequence similarity, which contributes to the sequence reliability.
Probabilistic alignment with LocARNA-P gives the reliabilities for sequence and base pair
matches in each alignment column, which can be visualised in a reliability plot. Figure 3.9
gives an example of such a plot for RyhB sRNA. A stretch of alignment columns with
high sequence but low structure reliability indicates a region with trustworthy alignment
but without conserved base pairs, i.e. with conserved unstructuredness. Note that high
sequence reliability is an indication for high sequence similarity, i.e. sequence conservation,
but the two measures do not represent the same. We therefore computed the sequence
identity of regions with high sequence but low structure reliability to identify regions that
are conserved on sequence level, but without conserved secondary structure. We then
extended IntaRNA by an optional constraint that allows to restrict the position of the
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Figure 3.9. Alignment and reliability profile plot of RyhB sRNA homologs and the conserved
and accessible RyhB region derived from them. In the reliability plot on top, the dark and light
blue regions represent alignment column-wise structure and sequence reliabilities, respectively,
and the blue line shows the combined column reliabilities. Below the alignment, the consensus
sequence and the sequence conservation are shown. The RyhB target-binding region is boxed with
a black dashed line. The region identified as conserved and accessible by comparison to background
signals is indicated by the orange line; this region was used as seed constraint in the genome-wide
prediction of RyhB targets with IntaRNA. Sequences in the alignment are labelled by the RefSeq
genome accession number of each organism. The plots are projected to the E. coli sequence, i.e.
columns with gaps in the E. coli sequence are excluded.
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interaction seed to these sRNA regions.

In detail, reliability profiles together with the corresponding alignment were used as
follows to determine well-conserved regions without conserved secondary structure: given
a multiple sRNA alignment A, we first determined the background signals of sequence
identity, structure and sequence reliability, which are denoted by seqidbgA , strrelbgA and
seqrelbgA , respectively. The background signal is defined as the average sequence identity
or reliability over all alignment columns. Then, we identified windows of a fixed length
n with an average sequence identity seqidwinA ≥ γ seqidbgA , an average structure reliability
strrelwinA ≤ δ strrelbgA and an average sequence reliability seqrelwinA ≥ ε seqrelbgA . In this
study, we used γ = 1.0, δ = 0.9, ε = 1.0 and window length equal to the seed length. The
windows satisfying the three conditions were considered as accessible conserved regions.

To evaluate the above seed constraints, we conducted genome-wide target predictions
in E. coli and Salmonella for every sRNA in our dataset. Four different IntaRNA settings
were used: (1) seed without accessibility and conservation constraints (default), (2) seed
constraints derived from sRNA LocARNA-P reliability profile (e.g. orange line, Figure 3.9),
(3) seed with PU∗ in 0.8-quantile of background distribution, i.e. highly accessible in both
RNAs, and (4) a combination of the seed constraints in (2) and (3). The other IntaRNA

parameters were as follows: minimal seed length of seven consecutive base pairs and
local mRNA structure folding with a maximal base pair span of 70 in a folding window of
140 nt. Putative interactions were searched in the full 5’ UTR and 150 nt CDS of all genes,
for which orthologous genes were identified. Since the target sites of all experimentally
confirmed interactions are located between positions −131 to +78 relative to the start
codon, we filtered all predictions to be in the range −150 to +100. Additionally, we present
the prediction results of the widely used sRNA target prediction tool TargetRNA [182] for
comparison. TargetRNA was used with its default settings, but the search was restricted to
the region −150 to +100 relative to the start codon. Furthermore, the p-value threshold
was increased to obtain the best 100 target predictions per sRNA, which is the maximal
number of targets that the web server returns for each target search.

The ROC-like plot in Figure 3.10 shows the total number of true positive predictions
vs. the number of predicted targets per sRNA for all four IntaRNA settings and for
TargetRNA. The best prediction performance was achieved when interaction seeds were
restricted to conserved and weakly structured sRNA regions (orange line, setting [2]).
Restricting the seeds to highly accessible regions in both target mRNA and sRNA (dark
blue line, setting [3]) resulted in an almost similar performance. A combination of the
two constraints did not further improve the results (light blue line, setting [4]). For all
parameter settings including the default method without constraining the seed region
(black line, setting [1]), IntaRNA clearly outperformed TargetRNA (grey line). The plot
was restricted to the 100 best predictions per sRNA as this is the maximal number of
targets reported by TargetRNA.
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Figure 3.10. Genome-wide target predictions for 25 sRNAs to evaluate different constraints
on the interaction seeds. The prediction performance of the tool IntaRNA using four different
parameter settings is compared with the tool TargetRNA. The ROC-like plot shows the overall
number of correctly predicted targets (y-axis) vs. the number of predictions per sRNA (x-axis)
sorted by (energy) score. All IntaRNA predictions with constraints on the seed region (orange,
light and dark blue lines) achieved a higher sensitivity (true positive rate) than IntaRNA without
seed constraints (black line). Independent of the parameter setting used, IntaRNA always clearly
outperformed TargetRNA (grey line).

3.4 Seed-based target identification for Yfr1 sRNA – a case

study

3.4.1 Small RNAs in the cyanobacterium Prochlorococcus

For the two bacterial model organisms E. coli and Salmonella, it seems reasonable to
assume that a great deal of the sRNAs expressed under standard experimental conditions
have been determined, especially with the advent of RNA-seq [98, 147, 169]. These two
organisms also account for the majority of experimentally characterised sRNA targets and
were therefore selected for the analysis in Section 3.2. However, sRNA regulators are of
course not restricted to model bacteria, but occur ubiquitously in bacteria. In the follow-
ing case study, we investigate the ecologically important cyanobacterium Prochlorococcus.
This photoautotrophically dwelling organism accounts for up to 50 percent of the organic
biomass in the oligotrophic areas of the open oceans, and is thus a crucial component of
the food web [62, 190]. A recent systematic survey of sRNAs in Prochlorococcus MED4
revealed a large number of potential regulatory RNAs comparable with those found in
other bacteria [174]. This finding was very surprising, as Prochlorococcus has experienced
an evolutionary streamlining of its genome, leading to very compact genomes between
1.64 and 2.68 Mb, which notably results in a small number of regulatory proteins [92].
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Figure 3.11. Multiple sequence alignment of Yfr1 homologs from 31 cyanobacteria. The sequence
motif in alignment columns 27 to 37 is perfectly conserved in all species and predicted to be single-
stranded in the consensus structure. The alignment and the consensus structure are based on Voß
et al. [196]. In the structure, matching brackets indicate base pairs and dots indicate unpaired
positions. The alignment was visualised with Jalview [204].

The identification of sRNA targets in Prochlorococcus constitutes a big challenge, since
common experimental approaches such as knockouts of these sRNAs cannot be applied.
Instead, the only possible approach is a combination of in silico target prediction, followed
by in vivo experimental validation (in a heterologous expression system).

An interesting sRNA candidate to study is Yfr1, which is an abundant RNA with
ubiquitous appearance in all lineages of cyanobacteria except for two Prochlorococcus
strains [196]. Recent studies have shown that Yfr1 is constitutively expressed and accumu-
lates up to 18000 copies per cell in Synechococcus elangatus PCC6301 [129]. The high copy
numbers of Yfr1 raise the question of whether this RNA acts as a trans-encoded sRNA
through base pairing with its mRNA targets, or whether it modulates protein activity as
the 6S RNA, which downregulates mRNA transcription by mimicking an open promoter
complex [201]. However, a prominent feature of Yfr1 is the ultraconserved 11 nt long
sequence motif located in an unpaired sequence stretch flanked by two stem–loops (Fig-
ure 3.11). We showed in Section 3.2 that sequence conservation and single-strandedness
are significant features that characterise target-binding sites in enterobacterial sRNAs.
Therefore, we verify in the following whether the cyanobacterial sRNA Yfr1 regulates
trans-encoded mRNAs via base pairing in analogy to E. coli and Salmonella.
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Figure 3.12. (A) Secondary structure of Prochlorococcus MED4 Yfr1, as predicted by
RNAfold [75]. The ultraconserved single-stranded region is highlighted in red. The arrow indi-
cates the introduced mutation M2 (dark blue). (B) Secondary structure resulting from mutation
M1 (substituted positions highlighted in light blue).

3.4.2 Computational prediction of Yfr1 targets

For the target prediction, a 400 nt subsequence including 250 nt upstream and 150 nt
downstream of the start codon was extracted for all annotated genes of the Prochlorococcus
MED4 genome (GenBank accession number BX548174 [155] using the updated annotation
by Kettler et al. [92]). In total, we obtained 1964 sequences covering the full 5’ UTR (if not
longer than 250 nt) and the beginning of the CDS of each gene to search for interactions
with Yfr1.

Putative interactions with Yfr1 were predicted with IntaRNA based on hybridisation
energy and accessibility of the interaction sites. For the accessibility calculation, we as-
sumed global folding of Yfr1. In contrast, mRNAs do not fold globally in vivo due to
the helicase activity of the translating ribosome [180]. Hence, mRNA subsequences were
folded locally in a 200 nt window with a maximal base pair distance of 100 nt. For each
gene, the optimal interaction and up to five suboptimal interactions were computed.

In Prochlorococcus MED4, the ultraconserved motif 5’-ACUCCUCACAC-3’ covers positions
17 to 27 of Yfr1 RNA (Figure 3.12A). This motif was predicted to be single-stranded in
the consensus secondary structure of Yfr1 homologs from 31 cyanobacteria (Figure 3.11
and reference [196]). For the target search with IntaRNA, we required an interaction seed
of eight paired bases and at most one unpaired base and constrained its position in the
sRNA sequence to the aforementioned conserved Yfr1 motif. To investigate the influence
of interaction seeds, another target prediction was conducted without requiring a seed
region.

We also tested a modified energy score that weights the accessibility against the hy-
bridisation energy with factor α:

E = H + α · EDmRNA + α · EDsRNA,

where H denotes the hybridisation energy of the interaction, and EDmRNA and EDsRNA

denote the energy required to make the interaction site accessible in the mRNA and the
sRNA sequence, respectively. The original IntaRNA scoring does not weight the unfolding
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Table 3.3. Highest scoring Yfr1 target candidates and their ranks under different IntaRNA pa-
rameter settings.

Target Fixed seed No seed

α 1 0.5 0 1 0.5 0

PMM1119 (som) 1 4 22 1 11 173
PMM0494 (ppa) 2 3 25 2 10 195
PMM1121 (som) 3 6 32 4 32 184
PMM1697 4 7 12 12 19 10
PMED4 09051 5 1 8 52 2 46
PMM0538 6 16 14 26 84 91
PMM0130 7 13 72 13 60 238
PMM1021 8 22 69 5 51 830
PMM1405 9 12 26 37 61 115
PMM0050 (argJ ) 10 11 7 40 8 11

Only interactions at the RBS (−39 to +19 relative to the start codon, see Hüttenhofer and Noller
[83]) were considered. All ranks are given according to IntaRNA energy score. α is a weighting
factor for the accessibility in the extended hybridisation energy.

energy of the interaction sites, i.e. α = 1.
In addition to the IntaRNA energy score, the location of the interaction in the mRNA

is used as a further criterion to evaluate the quality of a predicted interaction. Many of
the characterised trans-encoded sRNAs downregulate their targets by base pairing to the
RBS. Therefore, the predicted target candidates were filtered for interactions that involve
the mRNA region from −39 to +19 relative to the start codon, which is the maximal
region covered by ribosomes [83].

Table 3.3 lists the ten highest scoring candidates of the Yfr1 target prediction. Out
of these, we experimentally tested the six monocistronic target candidates with known
transcriptional start sites and interaction sites predicted in the 5’ UTR or at the start
codon.

3.4.3 Yfr1 represses translation of two mRNAs

The predicted Yfr1 target candidates were experimentally validated using a two-plasmid
reporter system based on green fluorescent protein (GFP) (described in detail by Urban
and Vogel [188]). In brief, full-length 5’ UTRs and the first coding residues of the targets of
interest were fused to a gfp reporter gene. Then, the sRNA and the target-gfp fusion were
co-expressed under control of constitutive promotors within the same E. coli cell. The
level of post-transcriptional regulation was assessed by measuring the GFP fluorescence.

We tested potential interactions of Yfr1 sRNA with the 5’ UTRs of the putative targets
PMM0050 (argJ, bifunctional ornithine acetyltransferase/N-acetylglutamate synthase),
PMM0494 (ppa, putative inorganic pyrophosphatase), PMM0538 (unknown function),
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PMM1119 (som, outer membrane protein), PMM1121 (som, outer membrane protein)
or PMM1697 (type II alternative σ factor). Target-gfp fusions as well as control plas-
mids pXG-0 (negative control) and pXG-1 (positive control) were tested in the presence
of a nonsense RNA and Yfr1 sRNA, respectively. Furthermore, two Yfr1 mutants were
generated and tested (see Figure 3.12). In mutant Yfr1 M1, CC at positions 20 and 21
was substituted by GG leading to the formation of a stem–loop structure in the normally
unpaired region. In mutant Yfr1 M2, UCCU at positions 19 to 22 was substituted by AAAA

without changing the structure. The secondary structures of both mutants were predicted
by RNAfold and verified by manual inspection of the ensemble-based base pairing proba-
bility matrix (RNAfold with option -p). All interaction studies were carried out in E. coli
strain Top10. Single cell fluorescence was determined by flow cytometry. The mean fluo-
rescence per plasmid combination was calculated from 10000 events (cells) of six individual
clones.

The predicted interactions for targets with a GFP fluorescence signal above background
(indicating measurable expression) are shown in Figure 3.13. Two of the six tested target
candidates are translationally repressed by Yfr1, as shown by a reduced GFP fluorescence
signal (Figure 3.14). The first clusters of the bar chart in Figure 3.14 constitute the
negative controls (E. coli strain Top10 without plasmid or with plasmid pXG-0 devoid
of gfp, respectively) and the positive control (E. coli strain Top10 with plasmid pXG-1
carrying gfp). The remaining clusters represent the 5’ UTR-gfp fusions for the targets of
interest. Each gfp fusion plasmid was tested in the presence of a second plasmid containing
a nonsense RNA (white bars), Yfr1 sRNA (red bars) and the two mutated Yfr1 sRNAs
M1 and M2 (light and dark blue bars) (Figure 3.14).

In the presence of the nonsense RNA, no regulation of the 5’ UTR-gfp fusions by
an interaction is expected (Figure 3.14, white bars), and the fluorescence measured here
represents the 5’ UTR-specific translation efficiency. The different GFP fluorescence inten-
sities can be explained by differences in the affinities of the ribosomes for the translation
initiation region. The strongest inhibition by Yfr1 was detected for the 5’ UTRs of the two
som genes PMM1119 and PMM1121 (3.0- and 2.7-fold reduced GFP signal, red bars in
Figure 3.14). No change in GFP fluorescence was observed for PMM1697 and PMM0538
5’ UTRs in the presence of Yfr1. For PMM0494 and PMM0050, no fluorescence above
the background level (dashed line in Figure 3.14) could be detected for any tested plasmid
combination.

Translation inhibition of the two soms was abolished by the introduction of a mutation
in the conserved Yfr1 motif exchanging CC by GG (Yfr1 M1, light blue bars in Figure 3.14).
These two substitutions involve the region predicted to base pair with the RBS of the
two som mRNAs. Furthermore, mutation M1 led to a structural change by introducing
a stem–loop in the single-stranded region of wild-type Yfr1 (Figure 3.12B). Thus, mu-
tation M1 results in both a sequential and structural change at the interaction site. To
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     PMM0538 mRNA                                                                             energy: -8.1 kcal/mol 
                                                                                        *     SD
            5'-AAAUAUAACGGAGAUUAUUUUUGAGGAGUUUGCAAAUUUUU...-3'
                                    ||||||||
3'-UUUUUUCGGGCUAUUUAGCCCGCUAAACCACACACUCCUCAUACCCCAAAGGGGGUA-5'

                                       GG                    Yfr1
                                      AAAA

     PMM1697 mRNA                                                                             energy: -9.0 kcal/mol 
                                                            SD
        5'-AAUCCACUUAAAGAGGCCAGG GUG

A
UGGGGAUCCUU...-3'

                              || ||| ||||||
3'-UUUUUUCGGGCUAUUUAGCCCGCUAAACC

A
CAC ACUCCUCAUACCCCAAAGGGGGUA-5'

                                        GG                    Yfr1
                                       AAAA

     pXG-1 (gfp mRNA)                                                                          energy: -9.2 kcal/mol
                                                                                                 SD
5'-...UCAGCAGGACGCACUGACCGAAUUCAUUAAAGAGGAGAAAGGUACCAUGGCUA...-3'
                                     ||||||
3'-UUUUUUCGGGCUAUUUAGCCCGCUAAACCACACACUCCUCAUACCCCAAAGGGGGUA-5'

                                       GG                    Yfr1
AAAA

     PMM1121 (som) mRNA                                                                 energy: -10.5 kcal/mol
                                                                                        *     SD
                 5'-UGUCCCUAAUAUUGUGUGAGGCAAUUUAUGAAGCUUUUC...-3'
                                |||||||||
3'-UUUUUUCGGGCUAUUUAGCCCGCUAAACCACACACUCCUCAUACCCCAAAGGGGGUA-5'

                                       GG                    Yfr1
                                      AAAA

     PMM1119 (som) mRNA                                                                 energy: -13.4 kcal/mol 
                                                                                        *     SD                            
                     5'-ACUCAAAUUGUGUGAGGAUUUUUAUGAAGCUUUUU...-3'
                                ||||||||||
3'-UUUUUUCGGGCUAUUUAGCCCGCUAAACCACACACUCCUCAUACCCCAAAGGGGGUA-5'

                                       GG                    Yfr1
                                      AAAA

Figure 3.13. Interactions between Yfr1 and target mRNA 5’ UTRs predicted by IntaRNA. Ad-
ditionally, a putative interaction between Yfr1 and the positive control pXG-1 is presented. The
5’ ends of the mRNAs were experimentally mapped by deep sequencing (C. Steglich, unpublished
data). Yfr1 RNA and coding sequences of the mRNAs are set in bold. Start codons are under-
lined. SD sequences are marked with a box. Asterisks denote start codons that are presumably
misannotated in the Prochlorococcus MED4 genome sequence. The arrows indicate mutations M1
(light blue) and M2 (dark blue) introduced in Yfr1.

test whether the destruction of the antisense complementarity alone (without structural
change) abolishes regulation by Yfr1, we constructed another Yfr1 mutant. In the Yfr1
mutant M2, nucleotides UCCU were substituted by AAAA without changing the secondary
structure of wild-type Yfr1 (Figure 3.12A). Again, translation of PMM1119 and PMM1121
was restored (Figure 3.14, dark blue bars). These results indicate that Yfr1 inhibits trans-
lation of the two som mRNAs by direct base pairing at the RBS. Furthermore, the results
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Figure 3.14. Experimental validation of Yfr1 target predictions. The relative decrease in GFP
fluorescence as determined by flow cytometry indicates the strength of Yfr1-mediated regulation.
The dashed line indicates background fluorescence (i.e. cellular autofluorescence), determined as
the mean GFP signal of the negative controls. Fold changes of reduced GFP signal for PMM1119
(3.0-fold), PMM1121 (2.7-fold) and pXG1 (1.5-fold) were calculated after background subtraction
from absolute fluorescence values (see Urban and Vogel [188]).

strongly indicate that both sequence and structure are important for Yfr1 regulation.

Surprisingly, we also observed a 1.5-fold reduction in GFP fluorescence for the positive
control pXG-1 in the presence of Yfr1 and restored translation under the control of Yfr1
M1 and M2. However, the strong RBS in the 5’ UTR of gfp in pXG-1 [188] shows a perfect
complementarity to part of the conserved Yfr1 motif. Thus, Yfr1 can form a perfect 6 nt
duplex with the 5’ UTR (Figure 3.13), which can explain the observation of a reduction
in translation in the presence of Yfr1 and restored translation in the presence of the two
Yfr1 mutants.

3.4.4 Seed region and accessibility improve Yfr1 target prediction

Using the sRNA Yfr1 as example, we also investigated the importance of accessibility and
of a seed region. Therefore, we computed lists of putative targets without enforcing a seed
region and with enforcing a seed at the conserved Yfr1 motif. When requiring the fixed
seed position, we obtained a short list of only 29 target candidates with the experimentally
validated Yfr1 targets PMM1119 and PMM1121 ranked at positions 1 and 3, respectively
(Table 3.3). Without the seed requirement, 1418 target candidates were obtained with the
two true positives ranked at positions 1 and 4. Even without using a seed constraint, the
interactions predicted for the true positives include the conserved single-stranded region
of Yfr1. Thus, the combination of complementarity and accessibility alone resulted in
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interactions with an implicit seed.

In addition to the effect of a seed requirement, we studied the influence of accessibility
on the Yfr1 target prediction. In the original IntaRNA scoring, hybridisation energy and
interaction site accessibilities contribute equally to the energy score. Here, we tested
a modified energy score, where the interaction site accessibility of both sequences was
weighted by factor α with the values 0, 0.5 and 1. For both seed requirements studied,
the true positives PMM1119 and PMM1121 were ranked best with the original scoring
(Table 3.3). One interesting observation was that in the case of Yfr1, a full weighting of
the interaction site accessibility, i.e. α = 1, was required for a correct target site prediction.
When both the seed region and accessibility were neglected, the two verified Yfr1 targets
were not found within the top 150 predictions. When the seed position was fixed to the
conserved region but accessibility was not included in the scoring, the validated targets
were ranked at positions 22 and 32. However, in this case, predicted interactions involved
almost the entire Yfr1 sequence. This observation is consistent with the findings of Tjaden
et al. [182] and our findings presented in Section 2.3 that an energy model based solely on
hybridisation energy tends to maximise the length of hybridisation, resulting in a small
fraction of correctly predicted base pairs (i.e. low positive predictive value).

3.5 Discussion

3.5.1 Impact of accessibility and sequence conservation

We compiled a set of 71 sRNA–target pairs including 74 experimentally verified interaction
sites to determine features that discriminate functional from non-functional interactions.
We found that both sRNA and target interaction sites are highly accessible, and that the
interaction sites in the sRNAs are additionally well conserved. The overall interaction site
accessibility in the targets was lower than in the sRNAs and the difference to the non-
functional interactions was also less pronounced (although still highly significant). There
are two possible explanations for this observation: (i) Structural RNAs (e.g. sRNAs),
but not mRNAs, generally have lower folding energies than random RNAs of the same
dinucleotide frequency [32, 51, 213]. Consequently, the difference in accessibility between
structured and unstructured regions might be higher for structural RNAs than for mRNAs.
(ii) Although local folding of mRNAs is more accurate than global folding, a sliding window
approach introduces a prediction bias by generating artificial sequence boundaries [100]. In
contrast, the sRNAs are short and have well-defined sequence boundaries, making them
suitable for global structure prediction. Therefore, the accessibilities for sRNAs might
be more reliable than the accessibilities for mRNAs. We also observed that the overall
accessibility is slightly higher in the target sequences than in the non-functional targets,
so it might well be that unstructuredness is a selection criterion for sRNA target sites.
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An exception would be sRNAs that act as direct translational activators by opening an
inhibitory mRNA structure at the RBS [53].

One sRNA often targets multiple mRNAs via the same interaction site (e.g. CyaR,
FnrS, GcvB, OmrA/B, RybB and RyhB). As a consequence, the target-binding region in
the sRNA is likely to show high sequence conservation since base pairing with multiple
targets is expected to constrain the evolution of the sRNA [66]. If there was only one
target, sRNA and mRNA sequence would presumably have coevolved instead. Conversely,
if only a single mRNA target is known for a sRNA with well-conserved interaction site, it
seems very likely that there exist several other yet unknown targets. The idea that sRNAs
typically target multiple mRNAs is additionally supported by the finding that the number
of mRNAs bound by Hfq, which often facilitates RNA–RNA interaction formation, is
considerably larger than the number of sRNAs associated with Hfq in Salmonella [169].

When comparing the nucleotide composition in the verified functional interactions to
the non-functional interactions, we observed that true sRNA interaction sites and 3’ flanks
of 20 nt length are enriched for uridines. In accordance with sequence complementarity,
we found an enrichment of adenosines in target interaction sites and 20 nt flanks on either
side. Guanosine frequencies were reduced at target interaction sites and 3’ flanks. The
pairing of sRNAs with their target mRNAs is commonly facilitated by the RNA-binding
protein Hfq, which has been recently reviewed by Vogel and Luisi [193]. Hfq has two
binding surfaces, which preferentially bind single-stranded U-rich sequences and ARN(N)

motifs, respectively. These sequence motifs match our observations, which suggests that
the majority of the sRNA–target pairs analysed here can be bound simultaneously by
Hfq. In addition, it was previously reported that sRNA target sites have a propensity
for a flanking 3’ adenosine [135], which accounts for about two third of the difference in
3’ flank adenosine frequency between functional and non-functional sites.

The evaluation of the interaction site features accessibility and sequence conservation in
genome-wide sRNA target predictions with IntaRNA includes a comparison to TargetRNA,
which is a widely used tool and, thus, was included for sake of completeness. When
comparing the overall prediction performance of IntaRNA and TargetRNA, the former
ranked the true targets on average better than the latter. However, it is expected that
many of the predicted “false positives” are actually true targets because our dataset is not
an exhaustive set of interaction pairs. For example, Sharma et al. [165] recently identified
13 additional targets of the GcvB sRNA by gfp reporter gene fusions, but without a
mapping of the exact interaction sites; thus they were not considered in our analysis.
Consequently, both IntaRNA and TargetRNA are likely to perform better in predicting
novel targets than in our experiments.

Our observation that sRNA interaction sites show characteristically high accessibility
and sequence conservation is in line with a recent study by Peer and Margalit [137]. In
their study, the authors also suggested for target predictions to narrow down the search
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space to interactions in conserved and accessible sRNA regions. Here, we required that the
interaction seed only is located at an unstructured conserved sRNA region, which success-
fully increased the sensitivity of genome-wide target predictions with IntaRNA. We found
that a similar improvement in sensitivity can be achieved by restricting the target search
to interactions that contain a seed region that is highly accessible in both interaction part-
ners. This finding supports the idea that target recognition is mediated by initial annealing
of two well-accessible RNA regions, which form a strong duplex due to high sequence com-
plementarity. The overall quality of predictions does not further increase, but also does
not decrease, when combining both restrictions. Restricting the interaction seeds to highly
accessible regions, but not additionally to unstructured and conserved sRNA regions, has
the advantage to require neither the availability of homologous sRNA sequences nor the
identification of sRNA candidate seed sites, e.g. by a probabilistic classifier or LocARNA-P
reliability plots. Thus, our approach solely based on seed accessibility does not employ
machine learning and does not depend on additional parameters apart from a cut-off rel-
ative to the background signal. The structure prediction that is required to compute the
accessibility of the interacting RNAs is already part of interaction prediction methods as
IntaRNA and, thus, does not create any computational overhead.

The comparison between verified interactions and non-functional interactions provided
no evidence that interaction sites in target mRNAs are generally conserved (in contrast
to interaction sites in sRNAs). Consistently, a survey of the two sRNAs RybB and RyhB
and their respective targets revealed that, although the sRNA interaction site is highly
conserved, the actual seed base pair complementarity is maintained on average in only
60 percent of the species. For miRNAs, the functional analogues of sRNAs in eukary-
otes, it was also found that a substantial fraction of experimentally verified target sites
is non-conserved [47], albeit target site conservation being frequently used to increase the
specificity of miRNA target prediction [52, 99]. Furthermore, our results did not show
an enrichment for compensatory or consistent mutations in the interactions. Taken to-
gether, these observations suggest that the base pairing between sRNAs and their targets
is not generally conserved across related species. The high evolutionary conservation of
the sRNA interaction site and the missing consistent mutations in the target result in an
overall paucity of sequence covariation between sRNA and target, which is consistent with
our findings in Section 4.2. Consequently, our results further suggest that comparative
methods will benefit from a covariance scoring only for a subclass of interactions.

The question remains why sRNA interaction sites exhibit a very high sequence conser-
vation when neither interaction sites in the targets are sequentially conserved nor inter-
actions are structurally conserved. A possible explanation is that, for particular sRNAs,
regulation of the target could be conserved, but not the interaction site location. Instead,
the interaction site has been shifted to another location in the target. As a result, this tar-
get site mobility could lead to an interaction site that is conserved in sequence, but found
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in a different sequence context. Another explanation for missing target site conservation
results from the observation that many sRNAs regulate multiple targets. A specific gene
that is a target in a particular organism does not have to be a target in each of the other
organisms in which the sRNA is conserved. Often, multiple targets are regulated via the
same binding site in the sRNA. But high conservation of this sRNA site does neither imply
full conservation of all target genes nor conservation of the base pairing even if the genes
are conserved [70, 134, 153]. Instead, regulation of individual targets might have been
acquired or lost very recently in evolution. However, for a particular sRNA, one or some
particular targets out of multiple targets might be critical for the evolution of this sRNA
and thus, be linked to the evolutionary conservation of the sRNA interaction site [66]. For
example, the gene ompA is very broadly conserved and its base pairing potential with the
5’ end of RybB sRNA is preserved in all 21 analysed species; thus, one could speculate
that only ompA might have originally constrained the evolution of the RybB interaction
site in these species. However, the RybB 5’ end is recently involved in the regulation of
several other broadly conserved targets (see Table 3.2). These other targets beside ompA
now pose additional evolutionary constraints to the RybB interaction site, such that the
5’ sequence will be preserved even if ompA is lost as a target.

3.5.2 Identification of two novel Yfr1 target genes

We showed that the cyanobacterial sRNA Yfr1 modulates the translation of two high-
scoring predicted targets by an antisense interaction. This result proves that the combi-
nation of computational and experimental methods is a promising approach for the iden-
tification of sRNA targets in organisms where genetic manipulation constitutes a great
challenge. Furthermore, our results showed for the first time that trans-encoded targets of
a cyanobacterial sRNA are regulated in a mode of action similar to other studied bacteria.
Both Yfr1 target mRNAs code for outer membrane proteins [71]. This class of proteins
constitutes a major functional class that is regulated by bacterial sRNAs in E. coli and
Salmonella [205]. The result was surprising as, until now, no highly abundant sRNAs
have been shown to act via base pair interaction. However, both mRNA targets identified
herein are also highly abundant (among the 10 most expressed mRNAs and with long
half-lives of about 30 minutes [175]), which may require a high copy number of Yfr1 for
efficient regulation. Furthermore, an mRNA with a long half-life can be regulated more
efficiently by translational control than by transcriptional control.

Additionally, we assessed in this case study the influence of seed regions and inter-
action site accessibility on the prediction quality of Yfr1 targets. Analogously to many
enterobacterial sRNAs, e.g. GcvB and RybB, Yfr1 contains a conserved single-stranded
region, which seems to constitute a perfect interaction seed. When requiring this region as
seed for the target prediction, the number of putative Yfr1 targets was remarkably smaller
than without a seed requirement (29 versus 1418 candidates). The two true positives were,
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however, under the highest ranking candidates in both settings. This is due to the fact
that, if the scoring includes accessibility, the interaction is implicitly formed in the seed
region because of its single-strandedness in Yfr1. When neglecting both accessibility and
a seed region, the true Yfr1 targets could not be found amongst the top 150 predictions.



Chapter 4

Comparative prediction of joint

secondary structures

Many ncRNA candidates in bacteria and eukaryotes have emerged from alignment-based
genomic screens that accounted for conserved RNA secondary structure. The availability
of these structural alignments and the fact that many ncRNAs form RNA–RNA interac-
tions motivated us to develop a comparative approach for the prediction of RNA–RNA
interactions. In this chapter, we present PETcofold, the first approach for the prediction
of conserved interactions and secondary structures of two multiple alignments of RNA
sequences that takes compensatory exchanges in intra- and intermolecular base pairs into
account. We showed in controlled tests on simulated data that covariance information
improves the performance of RNA–RNA interaction prediction. Furthermore, we showed
that our comparative method PETcofold outperforms single sequence-based methods in
the prediction of joint secondary structures of sRNA–mRNA complexes.

4.1 Candidate ncRNAs are frequently available as multiple

alignments

A substantial number of putative ncRNAs has emerged from genomic in silico screens for
RNA structure taking compensatory base pair changes into account [e.g. 8, 154, 185, 197,
200, 207, 208]. Deep sequencing approaches and high-density tiling arrays are another
growing source of novel ncRNAs [e.g. 69, 85, 164, 183]. One step towards assigning func-
tions to these putative ncRNAs is to consider RNA–RNA interactions, as it has already
been highlighted in previous chapters. Almost all interaction prediction methods that have
been reviewed in Section 2.1 evaluate only interactions between a pair of single sequences.
RNAplex and RNArip are an exception, as they were recently extended to work also on
multiple sequence alignments [104, 179]. Many ncRNA candidates detected by genome-
wide in silico screens are already available as multiple alignments for further analysis.



74 Comparative prediction of joint secondary structures

The existence of these alignments with de novo predicted RNA structures is therefore a
key motivation for implementing a method that can predict RNA–RNA interactions be-
tween multiple alignments of RNA sequences, as the identification of potential interaction
partners will help to elucidate the function of these candidate ncRNAs. For an approach
that makes use of multiple alignments, our assumption is that a non-negligible amount
of the existing RNA–RNA interaction contains compensatory changes across the binding
sites. Whereas this is a motivating aspect, the general variation in the sequences with
even a completely conserved interaction site might also yield improvements over single
sequence-based prediction methods.

The literature contains only limited examples of conserved RNA–RNA interactions
with likely compensating base pair changes. An example is the MicA–ompA interac-
tion, where base pairing is preserved by compensatory changes in several enterobacterial
species [187]. The authors of this study also developed an interaction prediction method
that accounts for phylogenetic conservation, but the approach has not been published at
the time of writing. In Section 3.2, we report some additional examples of interactions with
consistent or compensatory base pair changes for the sRNAs RybB and RyhB. Compen-
satory (and not merely consistent) exchanges were, however, observed in only one of the
examples. One explanation for the limited amount of data containing covariance informa-
tion might well be that most existing data have been found using sequence similarity-based
methods such as BLAST [2] to find homologs of the interacting RNAs. Such an approach is
expected to lead to a collection of RNAs that are highly conserved in the primary sequence
rather than structure. Although in these cases it is likely that the interaction pattern is
conserved as well, only a small number of compensatory base pair changes is expected.
Therefore, we also include simulated data based on substitution statistics of interacting
base pairs to evaluate the performance of the method presented below. Simulated data
has also been used in several previous studies to make controlled tests or to supplement
existing data [e.g. 95].

In the following, we present PETcofold, a method for searching for RNA–RNA interac-
tions between two multiple RNA sequence (or sequence-structure) alignments. PETcofold
computes a semi-optimal combination of intra- and intermolecular base pairs to predict
a joint secondary structure of two alignments, each representing its own evolutionary
and structurally conserved RNA. Our method makes use of the idea of a linker from
RNAcofold [15] by concatenating both RNA sequences, but employs this idea in the con-
text of PETfold [160] along with a strategy for hierarchical folding [e.g. 56, 84]. PETfold

is based on Pfold [94], which provides reliabilities for evolutionarily conserved base pairs,
and unifies them with folding energies in one model. Hierarchical folding allows for the pre-
diction of pseudoknots between intra- and intermolecular base pairs but is still fast enough
for genome-scale applications in contrast to general pseudoknot search algorithms.



4.2 PETcofold: prediction of conserved joint structures 75

4.2 PETcofold: prediction of conserved joint structures

4.2.1 Algorithm and implementation

The method PETcofold, which is introduced in the following, uses a hierarchical folding
approach to predict conserved RNA–RNA interactions between two multiple alignments of
RNA sequences. The multi-step approach is motivated by the observation that interaction
formation is often initiated at well-accessible intramolecular structures such as hairpin
loops [23]. Furthermore, several existing methods for RNA–RNA interaction prediction are
based on this observation and assume that the interaction sites are made accessible to allow
for hybridisation of the two RNAs (e.g. our method IntaRNA as presented in Section 2.2 or
RNAup [127]). The input of PETcofold consists of two RNA alignments A1 and A2 in which
the first alignment represents a ncRNA and the second alignment represents an mRNA
(or another ncRNA). In the first folding step, reliable base pairs in the two single RNAs
are identified using the scoring of the PETfold approach [160]. In the second folding step,
reliable base pairs in the concatenated sequences are predicted using a constrained version
of the PETfold scoring scheme. In both steps, we use a combined scoring that evaluates
consensus base pairs in the alignment based on thermodynamic stability and evolutionary
conservation. The two-step hierarchical folding approach allows for the prediction of joint
secondary structures that contain pseudoknots like kissing hairpins. The workflow of the
PETcofold pipeline is shown in Figure 4.1.

For a given sequence s or alignment A, let (i, j) denote a Watson–Crick or G-U wobble
base pair between sequence positions i and j with 1 ≤ i < j ≤ |s| or between alignment
columns i and j with 1 ≤ i < j ≤ |A|, respectively. A secondary structure σ is defined as
a set of non-crossing base pairs. The set of single-stranded positions in the structure σ of
a sequence s is defined as ss(σ) = {i | 1 ≤ i ≤ |s| ∧ ∀j = 1, . . . , |s| : (i, j) /∈ σ ∧ (j, i) /∈ σ}.
The Pfold model [93] allows to compute the probability Pr[σ | A, T,M ] of a consensus
structure σ given an alignment A, a phylogenetic tree T relating the sequences of the
alignment and a general background model M for RNA secondary structures. The model
M is based on a simple stochastic context-free grammar (SCFG) with the production rules

S → LS | L F → dFd | LS L→ s | dFd,

where s symbolises single-stranded bases and dFd symbolises a pairing between bases in a
stem. As the phylogenetic tree T is calculated from the alignment A and the model M is
constant, we abbreviate Pr[σ | A, T,M ] by Prevo[σ | A] in the following. The evolutionary
reliability Revo

bp (i, j,A) of a base pair (i, j) is defined by

Revo
bp (i, j,A) =

∑
σ with
(i,j)∈σ

Prevo[σ | A].
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Figure 4.1. The PETcofold pipeline consists of two steps: (1) intramolecular folding by PETfold
and selection of a set of highly reliable base pairs that decrease the probability of the ensemble
in some pre-defined range only; (2) intermolecular folding by an adapted PETfold using the con-
straints from folding step 1. Finally, the partial structures and the constrained intermolecular
structure are combined to the joint RNA secondary structure including pseudoknots.

The thermodynamic probability Prth[σ | s] of the secondary structure σ for a sequence
s can be computed from the partition function as defined by McCaskill [121]. The ther-
modynamic probability Prthbp(k, l) that a base pair (k, l) is formed by the sequence s is
given by

Prthbp(k, l) =
∑
σ with
(k,l)∈σ

Prth[σ | s].

These base pair probabilities can by computed efficiently by, e.g. RNAfold [75] using option
-p.

To combine the evolutionary reliabilities and the thermodynamic probabilities, we
define σ(su,A) as the structure of the u-th sequence su in the alignment A, which is
obtained by mapping the consensus structure σ of A to sequence su. The combined
reliability Rbp(i, j) of a base pair (i, j) is then given by

Rbp(i, j) =
∑
σ with
(i,j)∈σ

Prevo[σ | A] +
β

n
×
∑
s∈A

∑
σ with
(i,j)∈σ

Prth[σ(s,A) | s]

= Revo
bp (i, j,A) +

β

n
×
∑
s∈A

Prthbp(i, j, s), (4.1)
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Figure 4.2. Reliability scoring of base pairs by PETfold. Evolutionary reliabilities computed
by Pfold and thermodynamic probabilities computed by RNAfold are integrated into one model.
Evolutionary base pair reliabilities are calculated from the probabilities of all consensus structures
that include a specific base pair, given a sequence alignment A, a phylogenetic tree T relating
the sequences and an RNA secondary structure background model M . Thermodynamic base pair
probabilities are calculated, for each sequence of the alignment, from the ensemble of structures
that can be formed by the sequence. The illustration is based on a figure provided by Stefan E.
Seemann, who is the developer of the PETfold program.

where β is a weighting factor for the thermodynamic score, n is the number of sequences
in the alignment and Prthbp(i, j, s) is the probability of the base pair in sequence s that
corresponds to alignment columns i and j. Figure 4.2 illustrates the idea of the combined
reliability scoring.

In step 1 of the PETcofold pipeline, we search in the two input RNA alignments A1

and A2 for highly reliable base pairs which are interpreted as being not accessible for the
RNA–RNA interaction. The base pair reliabilities are calculated separately for A1 and A2

according to Equation (4.1). The set of all base pairs with high base pair reliability Rbp

in the folding of an individual alignment, i.e. Rbp is greater than or equal to a threshold
δ, forms a partial structure σp. The partial structures for A1 and A2 are denoted by
σp

1 and σp
2 , respectively. The threshold δ should be set to at least 0.5 to avoid crossing

structures. The ensemble of all specific structures σ′ that are compatible with the partial
structure σp is defined by E(σp) = {σ′ | σ′ ⊇ σp}. To ensure that the highly reliable base
pairs of a partial structure σp are also part of the final (consensus) structure, the resulting
ensemble of structures E(σp) should have a sufficiently high probability Pr[E(σp)] in either
the thermodynamic or the evolutionary model. A high value of Pr[E(σp)] is guaranteed
by the introduction of a second threshold γ. The threshold δ for highly reliable base pairs
is now increased until the probability of E(σp) exceeds γ in either the evolutionary or the
thermodynamic model, i.e.

Prevo[E(σp) | A] ≥ γ or
1
n

∑
s∈A

Prth[E(σp(s,A)) | s] ≥ γ,
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where n is the number of sequences in the alignment A, and Prevo[E(σp) | A] (= Pr[E(σp) |
A, T,M ]) is the probability of the partial structure σp given the alignment A, the back-
ground model M and the tree T . Prevo[E(σp) | A] can be calculated by Pfold [94].
Prth[E(σp(s,A)) | s] is the probability of the partial structure σp for sequence s in the
thermodynamic model. This probability can be calculated from the partition function
using constrained folding:

Prth[E(σp(s,A)) | s] =
ZE(σ

p(s,A))

Z
=
e−

Eens(E(σp(s,A)))

RT

e−
Eens(S)
RT

= e
Eens(S)−Eens(E(σp(s,A)))

RT ,

where R is the gas constant, T is the temperature, Z and ZE(σ
p(s,A)) are the partition

functions over all structures and over all structures compatible with σp(s,A), respectively.
Eens(S) and Eens(E(σp(s,A))) are the free energies of the ensemble S of all structures and
of the ensemble E(σp(s,A)) of structures with the base pairs of σp(s,A) as constraints,
respectively. The partition function and free energy of constrained structures can be
calculated by RNAfold with options -p -C.

The selection of highly reliable intramolecular base pairs, which are constrained as
single-stranded in the second folding step, can result in incomplete intramolecular stems.
Therefore, constrained stems in the partial structure σp can be optionally extended by
inner and outer base pairs. The base pairs are added to the constrained stems as long as
the average reliability of the extended stem is greater than or equal to δ and the partial
structure probability Pr[E(σp)] exceeds γ. This feature is enabled by the PETcofold option
-extstem.

In step 2 of the PETcofold pipeline, we concatenate the sequences of the input
alignments A1 and A2 with a linker symbol ’&’ to search for conserved interactions and
structures of these sequences. On the concatenated alignment, we apply an adapted
PETfold model that can handle fixed partial structures σp

1 and σp
2 from the first step

by constrained expected accuracy scoring, which is an extension of PETfold’s maximum
expected accuracy scoring for constrained folding. We search for a joint structure σ of
the combined alignment that extends both σp

1 and σp
2 , i.e. σ ⊇ σp

1 ∪ σ
p
2 . PETfold itself

cannot handle pseudoknots and the linker in step 2 forbids pseudoknots in the concatenated
sequences, i.e. the resulting structure has to be nested. The hierarchical folding strategy of
PETcofold, however, allows for pseudoknots between intramolecular base pairs from step 1
and intermolecular (as well as intramolecular) base pairs from step 2. This is achieved by
restricting the positions of the concatenated alignments that are covered by base pairs from
σp

1 and σp
2 to be single-stranded. Under these constraints, thermodynamic probabilities

Pr2,thraw are calculated with RNAcofold (using options -p -C) and evolutionary reliabilities
R2,evo

raw are calculated with a modified version of Pfold that incorporates constraints. This
constrained folding results in raw probabilities and reliabilities, which are then weighted
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by the product of the partial structure probabilities Pr[E(σp)] from step 1. However, to
avoid underestimating the probabilities of step 2, we here replace the product with the
geometric mean of partial structure probabilities. The probabilities and reliabilities of all
intramolecular base pairs from σp

1 and σp
2 are set to the partial structure probabilities

Pr[E(σp
1 )] and Pr[E(σp

2 )], respectively.

To summarise, in the thermodynamic model, the probability of a base pair (i, j) in
the sequence s1&s2 ∈ A1&A2, given the partial consensus structures σp

1 and σp
2 for the

alignment A1 and A2 as calculated in step 1, is defined by

Pr2,thbp (i, j, s1&s2) =


Prth[E1(σp

1 (s1,A1) | s1] if (i, j) ∈ σp
1 ,

Prth[E2(σp
2 (s2,A2) | s2] if (i, j) ∈ σp

2 ,

Pr2,thbp,raw(i, j)×
∏
l=1,2 Prth[El(σp

l (sl,Al)) | sl] else.

(4.2)

The structural ensembles E1(σp) and E2(σp) denote the set of structures that extend the
partial structure σp using only base pairs of the first and second sequence, respectively, i.e.
El(σp) = {σ′ ⊇ σp | ∀(i, j) ∈ σ′\σp : 1 ≤ i < j ≤ |sl|}. The probabilities of single-stranded
positions are defined by

Pr2,thss (i, s1&s2) =


0 if ∃j with (i, j) ∈ σp

1 or (j, i) ∈ σp
1 ,

0 if ∃j with (i, j) ∈ σp
2 or (j, i) ∈ σp

2 ,

Pr2,thss,raw(i)×
∏
l=1,2 Prth[El(σp

l (sl,Al)) | sl] else.

(4.3)

In the evolutionary model, reliabilities of base pairs and single-stranded positions are,
analogously to Equations (4.2) and (4.3), defined by

R2,evo
bp (i, j,A1&A2) =


Prevo[E1(σp

1 ) | A1] if (i, j) ∈ σp
1 ,

Prevo[E2(σp
2 ) | A2] if (i, j) ∈ σp

2 ,

R2,evo
bp,raw(i, j)×

∏
l=1,2 Prevo[El(σp

l ) | Al] else,

(4.4)

and

R2,evo
ss (i,A1&A2) =


0 if ∃j with (i, j) ∈ σp

1 or (j, i) ∈ σp
1 ,

0 if ∃j with (i, j) ∈ σp
2 or (j, i) ∈ σp

2 ,

R2,evo
ss,raw(i)×

∏
l=1,2 Prevo[El(σp

l ) | Al] else,

(4.5)

respectively.

The constrained expected accuracy of a joint structure σ is then calculated from the
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reliabilities of all base pairs and single-stranded positions by

EA(σ) =
∑

(i,j)∈σ

R2,evo
bp (i, j,A1&A2) +

β

n

∑
s1&s2∈
A1&A2

Pr2,thbp (i, j, s1&s2)



+ α
∑

i∈ss(σ)

R2,evo
ss (i,A1&A2) +

β

n

∑
s1&s2∈
A1&A2

Pr2,thss (i, s1&s2)

 (4.6)

=
∑

(i,j)∈σ

R2
bp(i, j) + α

∑
i∈ss(σ)

R2
ss(i),

where α is a weighting factor for the single-stranded reliabilities, and Pr2,thbp (i, j, s1&s2),
Pr2,thss (i, s1&s2), R2,evo

bp (i, j,A1&A2) andR2,evo
ss (i,A1&A2) are defined as in Equations (4.2)

to (4.5). The weighting factors α and β are, in the following, set to be equal to the default
values of PETfold, i.e. α = 0.2 and β = 1.

The constrained expected accuracy structure σint that maximises the score given in
Equation (4.6) is calculated by a Nussinov-style algorithm [131], which evaluates base
pairs and single-stranded bases with their respective reliabilities. The resulting structure
σint might contain both intramolecular as well as intermolecular base pairs. The final
consensus structure including the interaction is then given by

σ = σp
1 ∪ σ

p
2 ∪ σint.

The algorithm presented above has a time complexity of O(n · k · l3), where n is the
number of sequences in the alignments, k is the number of iterations in the adjustment of
δ to ensure probable partial structures and l is the sum of the sequence lengths of both
alignments.

4.2.2 Estimation of optimal parameters on sRNA–mRNA interactions

The prediction performance of PETcofold under various parameter settings was evalu-
ated on a dataset of bacterial interactions. This dataset contained 13 different sRNAs
and 32 sRNA–mRNA interactions with experimental support from the organisms E. coli ,
Salmonella and S. aureus (Table A.5).

For each sRNA, the RNA family sequence alignment was downloaded from the Rfam
database 9.1 [55]. Alignments of the target mRNAs and their orthologous genes were
created as follows. Genome sequences for all 69 species with available complete genome
according to the Rfam annotation were downloaded from the EMBL (European Molecular
Biology Laboratory) Nucleotide Sequence Database [33]. OrthoMCL [105] was used with
default parameters to identify groups of orthologous genes separately for the S. aureus
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species (according to the Rfam family of RNAIII) and for all remaining species (according
to the Rfam families of the E. coli and Salmonella sRNAs). For each target gene, a 250 nt
subsequence was extracted (150 nt upstream and 100 nt downstream of the annotated
translation start site). The sequence length of 250 nt was chosen because all interactions
occurred from positions −132 to +56 relative to the start codon; flanking regions were
included for the prediction of mRNA structures and for compensation of misannotated
translation start sites. Sets of orthologous genes were compiled according to the OrthoMCL
prediction excluding sequences of species that are not contained in the Rfam family of the
sRNA interacting with the target. The sets of orthologous target sequences were locally
aligned with method E-INS-i from the MAFFT package [89], which uses a generalised affine
gap cost model.

The resulting dataset was processed by (i) homology reduction and (ii) removal of
sequences that were very distant to the reference organism, i.e. the organism in which
the interaction was detected. The latter aims to remove false positive predicted orthologs
and was achieved by excluding all target sequences with less than 60 percent pairwise
sequence identity (PI int

ref ) at the interaction site and within 10 nt of the flanking sequences
compared with the reference sequence. This threshold was chosen as, in real applica-
tions, sequence-based alignments are often used as input, which perform satisfactorily for
comparative RNA structure prediction when pairwise sequence identities are above 60
percent [54, 199]. The homology reduction was performed with the objective of avoiding a
bias by overweighting redundant sequence information. To this end, target sequences were
clustered with the BLASTClust tool [2] using a word size of 8 and an identity threshold
of 100 percent over an area covering 90 percent of each sequence. The sequence with the
lowest PI int

ref was taken from each cluster. For the final sRNA sequence alignments, all se-
quences of species without available complete genome or without occurrence in the target
sequence set were removed from the Rfam sequence alignments, followed by removal of
gap-only alignment columns.

The covariance of a dataset was evaluated by the number of consistent and compen-
satory base pair exchanges (CBP) within the interactions. For a specific interaction, the
CBP is computed as the average number of consistent and compensatory base pairs in all
interacting alignment columns, with a consistent or compensating base pair being distinct
from the base pairing in the reference sequence. Thus, the maximal value of the CBP
for two interacting alignment columns is 5. The CBP of a dataset was then computed
as the mean CBP of all interactions within the dataset. For the sRNA–mRNA dataset
introduced above, the CBP is only 0.114, i.e. little compensatory interaction base pair ex-
changes can be observed. Another covariance measure is the probability Pr[σi,j | A, T,M ]
of a base pair (i, j) calculated by Pfold. It is more accurate because it takes into account,
by the tree T , the evolutionary distance of the sequences in the alignment A. The model
M describes the substitution rates of base pairs and unpaired bases and the probabilities
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of secondary structure production rules [93]; however, the bias introduced by M can be
ignored. To measure the covariance of a full interaction, we use the normalised Pfold

reliability R(int), which is the mean of all base pair probabilities in the interaction.

All PETcofold predictions were evaluated by calculating their correlations to the struc-
tures from literature ignoring non-canonical base pairs. We used the Matthews correlation
coefficient [120] defined as

MCC =
TP× TN− FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
,

where TP is the number of mutual base pairs in the two assignments (true positives), TN
is the number of mutual pairs of bases that are not base pairing (true negatives), FP is the
number of predicted base pairs that are not in the annotated assignment (false positives)
and FN is the number of base pairs in the annotated assignment that are not predicted
to pair (false negatives). The MCC should be maximised to achieve the best possible
trade-off between sensitivity and PPV. The MCC of the prediction to the annotation is
computed for each single sequence in the alignment. The mean of these single MCCs gives
the mean MCC of a prediction. Mean and median MCC of a whole dataset are calculated
from the mean MCCs of all interactions contained in the dataset.

The influence of PETcofold’s parameter setting on its prediction quality was analysed
on the dataset of 32 bacterial sRNA–mRNA interactions as introduced above. PETcofold
is mainly controlled by two parameters: the parameter δ sets the maximal intramolecular
base pair reliability of bases to be free for intermolecular folding, and the parameter γ
sets the minimal partial structure probability. For each of the two parameters, 11 values
ranging from 0.0 to 1.0 in steps of 0.1 were tested yielding 121 parameter combinations.
Furthermore, we tested the influence of the option -noLP, which disallows pairs that can
only occur isolated in the thermodynamic part, i.e. it is used as an option for RNA(co)fold.
Columns with more than 50 percent gaps were removed. Figure 4.3 shows a 3D plot
of the mean interaction MCCs for all parameter combinations tested (without option
-noLP). PETcofold yielded the best performance for δ = 0.9 and γ ranging from 0.0 to 0.5
with a mean interaction MCC of 0.494 (median MCC: 0.546). When using the option
-noLP, the best mean interaction MCC was 0.491 (median MCC: 0.526) for δ = γ = 0.9.
Consequently, the influence of this option on the mean MCC is only marginal.

The numerical experiments indicate that the use of intramolecular constraints improves
the prediction of interaction sites. Nevertheless, the probability threshold δ for base pairs
in the partial structure σp has to be fairly high to achieve the best MCCs. In other
words, the structural mass of intramolecular partial structures has to be high to support
the constrained expected accuracy scoring. When setting δ to 1, then no base will be
constrained by base pairing for the intermolecular folding step. Consequently, no loop–
loop interactions between the two single structures are allowed. We found that a δ of 0.9
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Figure 4.3. Performance of PETcofold while varying the parameters δ (maximal intramolecular
base pair reliability) and γ (minimal partial structure probability). The 3D plot shows the mean
MCC of 32 interactions. Predictions were carried out without the option -noLP. The maximal
MCC is marked with ’+’.

yields the best MCC. This setting forbids interactions in highly structured regions and,
thus, accounts for the importance of interaction site accessibility.

The parameter γ adapts the probability of partial structures to cover a high mass of
the entire ensemble of structures. This strategy avoids that the intramolecular folding step
introduces constraints that are incompatible with reliable alternative structures supporting
the interaction site. We achieved the best performance for 0 ≤ γ ≤ 0.5.

4.2.3 Performance on simulated interactions with increased covariance

The dataset described in the previous subsection is based on sRNA–mRNA interactions
that were experimentally validated in a reference organism. Although it is common prac-
tice to use homologous sequences from Rfam families and to computationally predict
orthologous genes, this approach could be limited in two respects. From a biological point
of view, it is assumed that the homologous sRNAs regulate the same targets by the same
mechanism in all organisms that are included in the sequence sets. Although this assump-
tion is true for some interactions, it does not apply to all of them (compare Section 3.2).
Furthermore, the target orthologs might contain false positive predictions with different
physiological functions and regulatory mechanisms. From a technical point of view, weak
covariance at the interaction sites limits the full potential of PETcofold. For example, the
most conserved region of the sRNA SgrS is involved in base pairing its target [78].

We therefore created a simulated dataset in which the degree of compensating base
changes was controlled. We used SISSI [60] to simulate sequence data with site-specific in-
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Table 4.1. Prediction performance of PETcofold on simulated sequence data with increased
covariance.

Scaling factor Mean branch length R(int) CBP Mean MCC

1 0.03 0.486 0.832 0.505
5 0.15 0.665 1.818 0.677
10 0.30 0.699 2.182 0.717
25 0.75 0.732 2.550 0.743
50 1.50 0.775 2.755 0.773
75 2.25 0.791 2.858 0.783
100 3.00 0.801 2.908 0.790
150 4.50 0.822 2.988 0.802
200 6.00 0.839 3.040 0.821

The scaling factor multiplies each branch length of the phylogenetic tree. Mean branch length
denotes the mean of the mean branch lengths for all 32 phylogenetic trees. R(int) denotes the
mean base pair probability at the interaction sites (calculated by Pfold). CBP denotes the average
number of consistent and compensatory interaction base pair exchanges in the simulated sequence
data. The MCC evaluates only the interaction. PETcofold was called with parameters δ = 0.9,
γ = 0.1 and option -noLP to forbid lonely base pairs.

teractions annotated by the sRNA–mRNA interactions of our dataset along phylogenetic
trees. To be biologically relevant, we estimated each phylogenetic tree from the corre-
sponding alignment using a maximum likelihood method with an independent model. For
tree reconstructions, IQPNNI [192] was used with the maximum likelihood approach of
Felsenstein [49]; otherwise, the default settings were used. To specify the rate matrices,
we simply counted the frequencies of the nucleotides {A, C, G, U} for sites evolving indepen-
dently and doublet frequencies for the distant RNA interaction pairs. For each of the 32
alignments, we performed 20 simulations with the same length and in the context of the
annotations of the sRNA–mRNA interactions using a Markov model of nucleotide sequence
evolution [60] with rate matrix types of the model of Felsenstein [49]. We initially started
simulations along the estimated phylogenetic trees. We then multiplied each branch length
by a scaling factor to increase the covariance. The simulation runs were repeated under
the same parameters with eight different scaling factors as shown in Table 4.1.

The average number of consistent and compensatory interaction base pair exchanges
(CBP) computed from the simulated data with scaling factor 1 was 0.8 (Table 4.1), which
was higher than the CBP of 0.1 in the real data. This was due to the fact that the
simulations covered only a subset of the evolutionary constraints on the sequences. For
example, only the interactions without the thermodynamic contribution of stacked base
pairs were used as structural constraints. Other evolutionary constraints on the sequences
were neglected. However, taking into account all aspects in the simulations with a corre-
sponding maximum likelihood framework is beyond the scope of this study. At this point,
we focused on evaluating PETcofold’s performance on datasets with increased covariance.
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Figure 4.4. Prediction performance of PETcofold on phylogenetically simulated sequence data
for 32 interactions. The covariance was increased by multiplying each branch length with a phy-
logenetic scaling factor. The prediction accuracy of PETcofold in terms of MCC correlates with
the phylogenetic scaling factor, and, thus, with the covariance at the interaction sites. PETcofold
was called with parameters δ = 0.9, γ = 0.1 and option -noLP.

We applied PETcofold to these datasets and computed the mean interaction MCC
of all 20 simulation runs for 9 different phylogenetic scaling factors. Figure 4.4 shows
the mean interaction MCC plotted over the phylogenetic scaling factor for PETcofold

predictions with δ = 0.9, γ = 0.1 and the option -noLP. The mean MCC of the predicted
interactions was 0.505 for scaling factor 1. The prediction accuracy of PETcofold in terms
of MCC increased with increasing scaling factors. A mean MCC of 0.821 was achieved for
scaling factor 200. Table 4.1 shows for all scaling factors the mean interaction MCC and
the covariance in the data as evaluated by R(int) and CBP. It can be clearly seen that
the performance of PETcofold correlated with the covariance at the interaction sites.

4.3 Predicting conserved joint structures of sRNA–mRNA

complexes

In the following, we explore the performance of PETcofold in the prediction of joint sec-
ondary structures of two interacting RNAs, i.e. prediction of both secondary structure
and RNA–RNA interaction. A comparison to existing joint secondary structure predic-
tion methods evaluates to what extend our novel comparative approach improves the
prediction quality over single sequence-based methods. We analysed four sRNA–target
mRNA complexes, each with a previously described interaction model based on structural
mapping: MicA–ompA [187], OxyS–fhlA [6], RyhB–fur [191] and RyhB–sodB [57]. The
interactions of RyhB–sodB and OxyS–fhlA involve one and two loop–loop interactions,
respectively. Consequently, their joint structures contain pseudoknots between the single
RNA structures and the RNA–RNA interaction.

The structure prediction is based on the dataset introduced in Section 4.2. To make
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the predictions comparable with the annotated structures, an mRNA subsequence as given
in the proposed interaction complex model was used instead of the 250 nt subsequence.
Regarding the sRNAs, the Rfam entry of RyhB (Rfam accession number RF00057) missed
the first 29 nt of the E. coli RyhB sequence. However, this subsequence is involved in
forming the secondary structure. Thus, homologs of the RyhB sRNA were searched with
the semi-global alignment tool GotohScan [72] in all organisms that are contained in the
RyhB alignment (using an E -value cut-off of 1 × 10−3). Homologs were found in all of
these organisms except Vibrio cholerae O395. A multiple sequence-structure alignment of
the identified homologous RyhB sequences was computed with LocARNA [210]. The mRNA
and sRNA alignments of all four examples were hand curated by removal of redundant
sequences and of sequences that are very distinct from the reference organism E. coli , in
which the interaction models were experimentally determined.

To predict the joint structures, PETcofold was called with parameters δ = 0.9, γ = 0.1,
without allowing lonely base pairs in the thermodynamic model (-noLP) and optionally
with extension of constrained stems by inner and outer bp (-extstem). PETcofold was
compared with the following single sequence-based methods: the sparsified version of
inteRNA [157], PairFold [5], RactIP [88], all with default parameters, and RNAcofold [15]
using parameters -d2 -noLP. All methods apart from RactIP predict minimum free energy
joint secondary structures. inteRNA is based on the model by Chitsaz et al. [30], whereas
PairFold and RNAcofold are based on folding of the concatenated input sequences using
the model of Zuker and Stiegler [217]. RactIP uses integer linear programming to maximise
an objective function that is based on internal and external base pair probabilities. All
computations were performed on a machine with AMD Opteron 2356 processor (2.3 GHz)
and 16 GB RAM.

PETcofold is a comparative approach that detects conserved joint secondary struc-
tures. Hence, to compare with the other, single sequence-based, approaches, we also de-
termined conserved consensus structures from the results of inteRNA, PairFold, RactIP
and RNAcofold. The consensus structure is defined by all base pairs that are conserved in
a given percentage of single structures (here: 80 and 100 percent) of each of the sequences
in the multiple alignment. All consensus structures were evaluated by calculating their
correlations to the joint secondary structures from literature. A commonly used measure
is the Matthews correlation coefficient (MCC) [120], see also Section 4.2. For RNA sec-
ondary structures, the geometric mean of sensitivity (SENS) and positive predictive value
(PPV), √

SENS× PPV =
√

TP/(TP + FN)× TP/(TP + FP),

is a good approximation of the MCC [64] and is used here. Table 4.2 lists the approximated
MCCs of all four sRNA–mRNA examples for our method PETcofold and the compared
methods.
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Table 4.2. Prediction performance and runtime of PETcofold and other joint structure prediction methods on four sRNA–mRNA examples.

sRNA–mRNA MCC

PETcofold inteRNA PairFold RactIP RNAcofold
-extstem 80% 100% 80% 100% 80% 100% 80% 100%

MicA–ompA 0.87 0.83 0.49 0.51 0.86 0.74 0.57 0.57 0.80 0.67
OxyS–fhlA 0.80 0.82 0.64 0.64 0.61 0.61 0.48 0.48 0.61 0.61
RyhB–fur 0.13 0.13 0.12 0.00 0.21 0.21 0.19 0.00 0.21 0.21
RyhB–sodB 0.67 0.71 0.70 0.68 0.65 0.51 0.65 0.59 0.65 0.63

Average 0.62 0.62 0.49 0.46 0.58 0.52 0.47 0.41 0.57 0.53

sRNA–mRNA Run time [s]

PETcofold inteRNA PairFold RactIP RNAcofold
-extstem

MicA–ompA 28.7 28.4 69493.1 3.2 3.0 0.2
OxyS–fhlA 20.6 19.3 129636.7 1.9 2.0 0.2
RyhB–fur 26.4 25.3 65599.2 2.6 2.7 0.2
RyhB–sodB 15.4 15.2 23579.3 1.7 2.0 0.1

Average 22.8 22.1 72077.1 2.4 2.5 0.2

The MCC evaluates the joint structure, i.e. both the interaction between the two RNAs and the secondary structure of each single RNA. PETcofold
was called with parameters δ = 0.9, γ = 0.1, option -noLP to forbid lonely base pairs and optionally with option -extstem for extension of constrained
stems. inteRNA, PairFold and RactIP were called with default parameters. RNAcofold was called with options -d2 -noLP. The columns 80% and
100% give the result for the consensus structure with base pairs that occur in 80% and 100%, respectively, of the single structures. The runtime of
all single sequence-based approaches is the sum for all input sequences.
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For the interactions of OxyS–fhlA and RyhB–sodB, the MCC of the PETcofold predic-
tions was slightly higher when using the option -extstem. The opposite applies to MicA–
ompA. On the non-curated alignments, the MCC was up to 0.2 lower (data not shown),
which emphasises the importance of high-quality input alignments for our method. How-
ever, the option -extstem seemed to improve the prediction when using low-quality input
alignments by extension of imperfectly (structurally) conserved stems. When comparing
PETcofold with the other methods, our method overall showed a better performance in
predicting the joint structures. The prediction quality of the RyhB–fur joint structure is
very low for all compared approaches (maximal MCC of 0.21), which implies that the pub-
lished interaction model is not predictable with the evaluated computational approaches.
Thus, the prediction for this example is not reliable. When excluding RyhB–fur, our ap-
proach gives consistently more reliable predictions than the single sequence-based methods
(see Table 4.2). For comparison to the complex joint secondary structure prediction meth-
ods with high resource consumption (both high time and memory complexity), we were
only able to compare to inteRNA, as this is currently the only method with a sufficiently
low resource consumption. However, the evaluation shows that this (minimum free energy
structure) prediction approach is not very reliable without homology information. Thus,
one has to resort to the more complex partition function approaches, which, however, have
drastically larger time and memory requirements. For example, it was not possible to ob-
tain predictions from RNArip [80] with reasonable resources. In comparison, PETcofold
gave reliable predictions within seconds, which makes it also fast enough for genome-scale
applications.

The PETcofold parameter γ sets the threshold for the minimal partial structure prob-
ability (see Section 4.2). For the prediction of joint secondary structures, we used a rather
restrictive γ of 0.1 to allow many constraints for intramolecular base pairs. We also tested
other values for γ in the range of 0.3 to 0.9, but achieved no performance improvement by
these values (see Table 4.3).

Figure 4.5 shows the annotation and PETcofold prediction for all four examples to-
gether with the sequence alignments used as input. In the case of MicA–ompA, PETcofold
correctly predicted all interaction base pairs from the annotation. The interaction site is
highly conserved in both RNAs and contains only one compensatory mutation for the
pairing between alignment positions 16 and 200. The intramolecular structures contain
compensatory mutations, for instance, between alignment positions 60 and 65. The OxyS–
fhlA interaction involves two binding sites, which each reside in stem–loops such that OxyS
and fhlA form a double kissing hairpin interaction. The fhlA interaction sites are located
at the ribosome binding site and within the coding region, respectively. PETcofold was
able to predict the intramolecular stem loops in both RNAs, but only the interaction
that involves the 5’ stem–loop in OxyS and the CDS site in fhlA. For RyhB–sodB, all
interaction base pairs were predicted, even though the predicted interaction was longer
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Table 4.3. Performance of PETcofold on prediction of four sRNA–mRNA joint secondary struc-
tures.

sRNA–mRNA MCC of joint secondary structure

PETcofold PETcofold -extstem

γ 0.1 0.3 0.5 0.7 0.9 0.1 0.3 0.5 0.7 0.9

MicA–ompA 0.87 0.87 0.87 0.87 0.87 0.83 0.83 0.83 0.83 0.83
OxyS–fhlA 0.80 0.80 0.80 0.71 0.71 0.82 0.82 0.71 0.71 0.71
RyhB–fur 0.13 0.13 0.13 0.13 0.12 0.13 0.13 0.13 0.13 0.12
RyhB–sodB 0.67 0.67 0.67 0.67 0.67 0.71 0.71 0.71 0.70 0.70

Average 0.62 0.62 0.62 0.60 0.59 0.62 0.62 0.60 0.59 0.59

PETcofold was run with a value of 0.9 for the intramolecular base pair reliability threshold (δ),
varying values for the minimal partial structure probability (γ), without allowing lonely base pairs
(-noLP) and optionally with extension of constrained stems (-extstem).

than experimentally observed. The intramolecular stem–loops that reside the interaction
sites were not predicted. The low prediction quality for RyhB–fur might be explained
by two observations. First, the interaction site given in the literature overlaps with the
highly probable terminator stem of RyhB, which was constrained for intermolecular fold-
ing. Second, a region of the interaction site that was subject to experimental validation
(alignment positions 144 to 149) contains base pairs that are not supported by up to 3
out of 6 sequences of the alignment.

4.4 Discussion

We presented PETcofold, the first comparative method for the prediction of a joint sec-
ondary structure of two interacting RNAs. The method identifies evolutionary conserved
structures and can exploit the information from compensating base changes in the in-
tramolecular structures of the two RNAs and the interactions between them. Furthermore,
PETcofold allows for the prediction of pseudoknots between intra- and intermolecular base
pairs.

We have shown in controlled runs on simulated data that the covariance information
improves the prediction ability for RNA–RNA interactions. We have also shown for four
bacterial sRNAs that the addition of evolutionary information from multiple sequence
alignments improves the performance in comparison to methods based on single sequences.
This implies that single sequence-based methods could perform better if the comparative
information is also taken into account. As for other RNA structure prediction methods
making use of sequence-based alignments, it is well-documented that these work best
with an average pairwise sequence identity above 60 percent [54, 199]. In the process
of cleaning up the (already sparse) bacterial data, we took this into account by removing
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A MicA–ompA

B OxyS–fhlA

C RyhB–fur

Figure 4.5. Joint secondary structures of the sRNA–mRNA interaction complexes of (A) MicA–
ompA, (B) OxyS–fhlA, (C) RyhB–fur and (D) RyhB–sodB. (Figure is continued on the next
page.)
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(Continued)

D RyhB–sodB

Figure 4.5. Joint secondary structures of the sRNA–mRNA interaction complexes of (A) MicA–
ompA, (B) OxyS–fhlA, (C) RyhB–fur and (D) RyhB–sodB. Each sequence alignment shows the
two input alignments concatenated by the linker symbol ’&’, the structure predicted by PETcofold
(with parameters δ = 0.9, γ = 0.1 and options -noLP and, except for MicA–ompA, -extstem) and
the interaction model from literature [6, 57, 187, 191]. Sequences are labelled with the genome
accession numbers of the corresponding organisms. Angle brackets indicate intermolecular base
pairs. Round and square brackets indicate intramolecular base pairs. Square brackets indicate
positions that were constrained in step 1 of the PETcofold pipeline. For OxyS–fhlA, only columns
with < 50% gaps are shown. The alignments were visualised with Jalview [204].

more distant sequences to keep the balance of accurate assignment and covariance patterns
of base pairs. Future improvements can include explicit handling of redundant sequence
information. Currently, redundant sequences contribute equally to the scoring to directly
reflect the input data instead of overweighting outliers in a dense evolutionary tree. Thus,
datasets with highly redundant sequences should be cleaned prior to usage of the program.

Many genomic screens for ncRNAs predict secondary structures with compensatory
base pair changes on RNA alignments. These intramolecular structures can be used di-
rectly as input of step 1 of the PETcofold pipeline to identify highly reliable substructures,
which are then constrained for step 2. For example, PETcofold could be applied to pre-
dict RNA–RNA interactions on the CMfinder-generated structure-based alignments of
de novo predicted candidate structured RNAs in bacteria or in the ENCODE regions of
vertebrates [185, 207].

The sparse amount of known examples of sequences with RNA–RNA interactions and
the paucity of covariations were the reasons why we introduced simulated data. Some
of the known examples of RNA–RNA interactions, e.g. from bacterial sRNA–mRNA and
eukaryotic miRNA–mRNA interactions, tend to be rather conserved. Even in cases with
little or no compensating base pairs (in interaction sites or in the intramolecular structure),
any given variation will collectively contribute to the calculation of the reliabilities and
thereby to the overall structure of the interaction complex. Hence, in the complete lack of
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covariation, PETcofold reduces to an improved energy folding approach, which also has
impact on matching up the interacting base pairs. The sRNA–mRNA interactions studied
here exhibit only a small number of compensatory base pair changes, which might be be-
cause sRNA sequences often show poor conservation across distant bacterial species. Thus,
the regulators might be recently acquired and rapidly evolving [205]. Nevertheless, many
of the homologous ncRNAs and mRNAs have been found based on sequence similarity,
which leads to highly identical sequences and thereby also to highly conserved interactions.
PETcofold considers sequence conservation, but its full power is only revealed when the
input data contains structural covariance. In the future, we expect that deep sequencing
approaches will give rise to many more characterised transcriptomes, which will increase
the amount of data available for analysis including RNAs containing compensating base
pair changes.

Certain RNA–RNA interactions, e.g. the functionally important interactions between
the 16S and 23S rRNAs in the ribosome, involve non-canonical base pairs. Our method
primarily incorporates canonical Watson–Crick base pairs and G-U wobble base pairs.
However, the Pfold model includes equilibrium distributions for the frequencies of all
possible 16 base pairs and substitution rates for all possible base pair substitutions (16×16
matrix), which have been estimated from given trusted alignments of tRNAs and rRNAs
including non-canonical base pairs [93]. The probabilities of non-canonical base pairs are
low compared to Watson–Crick and wobble base pairs and, thus, in practice, non-canonical
base pairs are only found together with canonical base pairs. Nevertheless, the equilibrium
distributions in the evolutionary model of PETcofold could be adapted to increase the
impact of non-canonical base pairs by using a different training set.

In the second folding step of the PETcofold pipeline, a joint structure for the concate-
nated input alignments is predicted under the constraint that all positions participating
in the partial structures as determined in the first folding step are single-stranded. As
a result, the energy contributions from this cofolding step might be slightly biased. For
example, an extension of a helix in a partial structure will be evaluated as an internal
loop or hairpin. We partly solve this problem by extending reliable stems in the partial
structures in the intramolecular folding step. Furthermore, the RNAcofold algorithm could
be adapted to use new symbols for base pair constraints, which are currently handled as
single-stranded in the recursions.

In some cases, the hierarchical folding approach predicts RNA–RNA interactions with
reduced accuracy because the intramolecular constraints overlap with the interaction sites.
In these cases, the interaction site accessibility model of PETcofold is too strict and over-
estimates the stability of intramolecular structures. As an example, one of the two OxyS–
fhlA interaction sites was not predicted because the stem enclosing the second interaction
site had a high reliability and, thus, got constrained (Figure 4.5B). To prevent too restric-
tive constraints that might conflict with reliable alternative structures, we introduced a
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threshold γ for the probability of the ensemble of structures that are compatible with the
constraints. The interaction prediction for the example OxyS–fhlA, however, could not be
improved by adjusting the value of this parameter. A future version of PETcofold could
also take into account the cost of opening stems as done in, e.g. RNAup and IntaRNA.
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Chapter 5

Conclusion

In this thesis, we developed two novel approaches that address the problem of computa-
tional RNA–RNA interaction prediction. Both methods were applied to the prediction of
interactions between bacterial sRNAs and their target mRNAs. In addition, we identi-
fied sequence and structure features that are common to the majority of experimentally
verified sRNA–mRNA interactions and successfully used these features to improve the
genome-wide prediction of sRNA targets.

In the first part of this thesis, we presented a fast and general approach for the predic-
tion of RNA–RNA interactions. Our approach IntaRNA was designed to predict mRNA
target sites for base-pairing ncRNAs like eukaryotic miRNAs or bacterial sRNAs, but the
method can also be applied to predict other types of RNA–RNA interactions. The predic-
tion of target sites with IntaRNA is based on two assumptions: (i) the interaction contains
a seed region that is thought to initiate interaction formation and (ii) the accessibility
of the interaction sites is important for target recognition. Our evaluation on a dataset
of experimentally proven sRNA–mRNA interactions demonstrated that the incorporation
of these two requirements substantially improves the prediction quality of IntaRNA. The
target sites of sRNAs are typically located in 5’ UTRs and the beginning of the CDS.
Our tool is fast enough to search these regions on a genome-wide scale within minutes
to hours, depending on the length of the sRNA sequence and the number of annotated
genes in the respective species. The runtime of IntaRNA is dominated by the calculation
of the interaction site accessibilities. Multiple runs of genome-wide target predictions in
the same species can therefore be sped up significantly when the accessibilities of all anno-
tated genes have already been precomputed. Due to its high accuracy and decent runtime,
the tool IntaRNA is among the best of its class and is frequently used to identify target
candidates of functionally uncharacterised sRNAs. Another reason for the standing of our
tool is its accessibility via an easy to use web interface.

Motivated by the high demand for accurate large-scale sRNA target identification
approaches, we systematically analysed functional sRNA–mRNA interactions in the sec-
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ond part of this thesis to explore new features that potentially improve the specificity of
genome-wide target predictions. We first compiled a set of 74 highly reliable sRNA–mRNA
interactions in E. coli and Salmonella. All interactions were experimentally verified by
in vitro probing or mutational studies. We then collected a set of all mRNAs includ-
ing full-length 5’ UTRs, which is required for an accurate calculation of structural RNA
properties. Based on these data, we generated a negative dataset that closely resembled
the functional interactions. When comparing positive and negative dataset, we found to
our surprise that only interaction sites in sRNAs, but not in targets, displayed significant
sequence conservation. As a result of the missing target site conservation, we observed no
general conservation of complementarity between sRNAs and targets. The accessibility of
the interaction sites in general and of seed regions in particular was significantly higher
in both sRNAs and targets. We also observed that the sequence composition of the in-
teraction sites and their flanking regions agreed with the binding preference of the RNA
chaperone Hfq. Both a computational benchmark and a case study in the cyanobacterium
Prochlorococcus MED4 confirmed the importance of interaction site accessibility and seed
regions in general and the importance of seed conservation in sRNAs. Most notably, we
demonstrated that the incorporation of appropriate seed constraints considerably reduces
the number of target candidates and that an accessibility scoring improves the ranking of
true positives. The finding on characteristical sequence composition at and around the
interaction sites suggests the use of a machine learning approach to classify putative sRNA
targets and discriminate between functional and non-functional ones [214].

In the third part of this thesis, we presented a comparative approach for the predic-
tion of joint secondary structures of two interacting RNAs. Given two multiple alignments
each representing a conserved RNA, our method PETcofold can take covariance informa-
tion in intra- and intermolecular base pairs into account to predict secondary structures
and interactions of the two RNAs. We showed for four sRNA–mRNA examples that our
alignment-based method is able to predict joint secondary structures with a higher ac-
curacy than methods based on single sequences. Another evaluation used a dataset with
phylogenetically simulated sequences enriched for covariance patterns at the interaction
sites, for which we observed a better performance with increased amounts of covariance. As
for other alignment-based RNA structure prediction methods, the prediction performance
of PETcofold crucially depends on the quality of the input alignments. It is, however,
challenging that the conservation of target complementarity can range from marginal to
full conservation even for different targets of the same sRNA as shown in our analysis
of sRNA–mRNA interaction features. This is especially problematic as it is not known
a priori whether the interaction between a specific sRNA and mRNA is well conserved
or not. A very promising alternative to alignment-based approaches is provided by the
following strategy: instead of using fixed RNA sequence alignments, a set of homologous
sRNA sequences and sets of homologous mRNA sequences are used as input. Interactions
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are predicted separately in each of the phylogenetically related species and significances in
terms of p-values are calculated for each putative interaction. For each set of homologous
mRNAs, the p-values of all single interactions are then combined into a single p-value
as an overall significance measure for this target. Preliminary results indicate that this
strategy can significantly improve the specificity of genome-wide sRNA target predictions.
Furthermore, this approach seems to be relatively robust to missing interaction conserva-
tion in a subset of the species (Georg, J., Wright, P. R., Richter, A. S., Hess, W. R., and
Backofen, R. In preparation).

Long RNA–RNA interactions form helices similar to the DNA double strand [206].
Due to the turn of the helix, (i) the length of the interaction between the two RNAs is
constrained and (ii) a certain number of unpaired bases on either side of the interaction
are necessary to enable the first enclosing intramolecular base pair [138]. In practice, this
means that computational methods can predict longer helices due to base pair comple-
mentarity, but in the three-dimensional topology these base pairings would be spatially
unfeasible. However, taking topological constraints into account would be excessively
time-costly. Our RNA–RNA interaction prediction methods IntaRNA and PETcofold,
and all other methods capable of genome-scale analysis, work only at the level of sec-
ondary structures. However, in the future it would be useful to additionally accommodate
the constraints posed by the three-dimensional RNA structure.

To conclude, we developed a new approach for the fast and accurate prediction of
RNA–RNA interactions that incorporates interaction site accessibility and seed regions,
and we developed the first comparative method for the prediction of secondary structures
and interactions of two multiple alignments of RNA sequences. Furthermore, we performed
one of the first systematic studies on structural accessibility and conservation of interacting
sRNAs and mRNAs. Finally, the identification of two novel targets of the cyanobacterial
sRNA Yfr1 by a combination of seed-based target prediction and experimental target
verification proved the practicality of a combination of computational and experimental
methods, especially in organisms where genetic manipulation constitutes a great challenge.
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A.1 Evaluation of bacterial RNA–RNA interaction features

Table A.1. Dataset of sRNA–mRNA interactions in E. coli . Target interaction site positions are given as distance to the annotated translation
start site. Interactions are given in bracket notation, where the ’&’ symbol concatenates the sRNA with its target, matching brackets represent base
pairs between the two sequences and dots represent unpaired positions.

sRNA Target sRNA site Target site Interaction Validation Ref.

ArcZ rpoS 66 – 91 -120 – -99 (((((((..(((.((((.(((.((((&)))))))))))))).))))))) compensatory mutations [113]
ChiX chbC 38 – 58 -69 – -49 (((((((..((((((((((((&))))))))))))..))))))) sRNA mutations [132]
ChiX chiP 45 – 56 -19 – -8 ((((((((((((&)))))))))))) compensatory mutations [149]
ChiX dpiB 46 – 57 -37 – -26 ((((((((((((&)))))))))))) compensatory mutations [112]
CyaR luxS 35 – 49 -12 – 3 (....(.((((((((&)))))))).)....) compensatory mutations [38]
CyaR nadE 35 – 49 -11 – 3 (...(((((.(((((&))))))))))...) compensatory mutations [38]
CyaR ompX 38 – 48 -9 – 2 (.(((((((((&))))))))).) compensatory mutations [38]
CyaR yqaE 31 – 50 -4 – 16 (.(.(((((((((......(&)......))))))))).).) compensatory mutations [38]
DsrA hns 31 – 43 7 – 19 (((((((((((((&))))))))))))) compensatory mutations [102]
DsrA rpoS 8 – 32 -119 – -95 (.((((((((..(((((((((((((&)))))))))))))..)))))))).) compensatory mutations [109]
FnrS folE 1 – 12 -27 – -15 (((((((.((((&))))..))))))) sRNA mutations [44]
FnrS folX 1 – 6 -7 – -2 ((((((&)))))) sRNA mutations [44]
FnrS gpmA 38 – 57 -13 – 4 ((((((...(((((.(((((&)))))))))).)))))) compensatory mutations [44]
FnrS maeA 31 – 65 -21 – 10 (((.(.(((((.(((.((((((..(((((((((((& compensatory mutations [44]

)))))))))))))))))))).))))).))))

FnrS sodB 1 – 8 13 – 20 ((((((((&)))))))) compensatory mutations [44]
GcvB sstT 64 – 99 -34 – 2 (((.(...(((.(.((((((((((......((.(((& compensatory mutations [146]

))).))......)))))))))).).)))...).)))

GlmZ glmS 150 – 169 -40 – -22 ((((((((.....(((((((&)))))))....)))))))) compensatory mutations [189]
MicA ompA 8 – 24 -21 – -6 ((((.((((((((((((&)))))))))))))))) compensatory mutations [187]
MicA phoP 6 – 31 -15 – 8 ((((((((((.((((..((.((((((&)))))))).)))))))))))))) compensatory mutations [35]
MicC ompC 1 – 30 -41 – -15 ((((((((((((((((........((((((& compensatory mutations [28]

)))))).....))))))))))))))))

MicF ompF 1 – 33 -16 – 10 (((.((((((((......((((((((((.((((& in vitro probing [159]
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(Continued)

sRNA Target sRNA site Target site Interaction Validation Ref.

)))).)))))))))))))))))))))

OmrA cirA 2 – 24 -35 – -10 ((((((((((((...((((((((&))))))))....))).)))))).))) compensatory mutations [70]
OmrA csgD 2 – 20 -79 – -61 ((((((((((((((.((((&)))).)))))))))))))) compensatory mutations [77]
OmrA ompR 1 – 19 -29 – -11 (((((((((.(..(.((((&)))).)..).))))))))) compensatory mutations [70]
OmrA ompT 1 – 33 -12 – 20 (((((((((.(((.(((((((((...(((..((& compensatory mutations [70]

))..))).)))))).))).))).)))))))))

OmrB cirA 2 – 24 -35 – -10 ((((((((((((..(((((((((&)))))))))...))).)))))).))) compensatory mutations [70]
OmrB csgD 2 – 20 -79 – -61 (((((((((((((((((((&))))))))))))))))))) compensatory mutations [77]
OmrB ompR 1 – 19 -29 – -11 (((((((((.(..(..(((&)))..)..).))))))))) compensatory mutations [70]
OmrB ompT 1 – 32 -12 – 20 (((((((((.(((.(.(((((((....(((((& compensatory mutations [70]

)))))...)))))).).).))).)))))))))

OxyS fhlA 22 – 30 34 – 42 (((((((((&))))))))) compensatory mutations [6]
98 – 104 -15 – -9 (((((((&)))))))

RprA rpoS 33 – 62 -117 – -94 (((((..((((((.........((((((((& compensatory mutations [110]
))))))))...))))))..)))))

RyhB cysE 34 – 46 -4 – 9 (((((((((((((&))))))))))))) compensatory mutations [158]
RyhB fur 38 – 76 -96 – -47 ((((((((((..(.(((((..((.(((.....(((((((& compensatory mutations [191]

))).))))))).))..))......))).).......))))))....))))

RyhB iscS 40 – 68 -26 – 3 ((((((((..............(((((((& in vitro probing [40]
)))))))..............))))))))

RyhB shiA 44 – 55 -59 – -48 ((((((((((((&)))))))))))) compensatory mutations [142]
RyhB sodB 38 – 46 -4 – 5 (((((((((&))))))))) in vitro probing [57]
SgrS manX 159 – 172 24 – 37 ((..((((((((((&))))))))))..)) compensatory mutations [153]
SgrS ptsG 168 – 187 -28 – -9 ((((..((((((((.(((((&))))).))))))))..)))) compensatory mutations, [90, 153]

in vitro probing
Spot42 galK 20 – 61 -19 – 21 ((((.(.((((((((((.((((.....((((..(((((((((& in vitro probing [126]

))))))))).))))..))))...)))))))))).).))))

Spot42 gltA 4 – 13 -131 – -122 ((((((((((&)))))))))) sRNA mutations [13]
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sRNA Target sRNA site Target site Interaction Validation Ref.

Spot42 nanC 1 – 17 -33 – -16 (((((((((((((((((&)))).))))))))))))) compensatory mutations [13]
Spot42 srlA 20 – 34 -15 – -1 ((((((.((((((((&)))))))).)))))) compensatory mutations [13]
Spot42 sthA 48 – 55 15 – 22 ((((((((&)))))))) compensatory mutations [13]
Spot42 xylF 1 – 33 2 – 40 ((.((((.((((((((.((((((((...(((((& sRNA mutations [13]

)))))....)))))))).)).....)))))).)))).))
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Table A.2. Dataset of sRNA–mRNA interactions in Salmonella. Target interaction site positions are given as distance to the annotated translation
start site. Interactions are given in bracket notation, where the ’&’ symbol concatenates the sRNA with its target, matching brackets represent base
pairs between the two sequences and dots represent unpaired positions.

sRNA Target sRNA site Target site Interaction Validation Ref.

ArcZ sdaC 62 – 71 -13 – -3 ((((((((((&))))).))))) compensatory mutations [134]
ArcZ STM3216 63 – 87 -25 – -5 (((((((((.((((.....((((((&)))))).)))).))))))))) compensatory mutations [134]
ArcZ tpx 66 – 83 10 – 26 ((((((.......(((((&)))))......)))))) compensatory mutations [134]
ChiX chbC 35 – 55 -66 – -46 (((((((..((((((((((((&))))))))))))..))))))) mRNA mutations [50]
ChiX chiP 42 – 53 -19 – -8 ((((((((((((&)))))))))))) compensatory mutations [50]
CyaR ompX 35 – 66 -30 – 3 ((..(((((((((..((((....((((..(((& compensatory mutations [133]

))).)))).....)).))...))))))))).))

GcvB argT 75 – 91 -57 – -42 (((((((.(((((((((&)))))))))))))))) in vitro probing [163]
GcvB cycA 72 – 85 -34 – -19 ((((((((((((.(&).)).)))))))).)) in vitro probing [165]

138 – 161 -24 – -8 ((((((((.......(((((((((&)))))))))))))))))

GcvB dppA 65 – 82 -30 – -14 ((((((((.(((((((((&))))))))))))))))) in vitro probing [163]
GcvB gltI 65 – 76 -38 – -27 ((((((((((((&)))))))))))) in vitro probing [163]
GcvB livJ 63 – 87 -51 – -28 ((((((.((((.(((((((.(((((&))))).))))))))))).)))))) in vitro probing [163]
GcvB livK 65 – 77 -29 – -17 (((((((((((((&))))))))))))) in vitro probing [163]
GcvB oppA 65 – 89 -8 – 16 (((((((((((...(((((((((((&)))))))))))..))))))))))) in vitro probing [163]
GcvB STM4351 69 – 79 -54 – -43 (((((((((((&)).))))))))) in vitro probing [163]
InvR ompD 33 – 42 56 – 65 ((((((((((&)))))))))) in vitro probing [139]
MicA lamB 8 – 36 -9 – 18 (((((...((.((((((((..((((((((& compensatory mutations [19]

)))))))).)))))))).))..)))))

MicC ompD 1 – 12 67 – 78 ((((((((((((&)))))))))))) compensatory mutations [140]
RybB chiP 1 – 7 12 – 18 (((((((&))))))) compensatory mutations [11]
RybB fadL 1 – 8 49 – 56 ((((((((&)))))))) compensatory mutations [135]
RybB ompA 1 – 13 21 – 32 ((((((((...((&))..)))))))) compensatory mutations [135]
RybB ompC 1 – 10 -50 – -41 ((((((((((&)))))))))) in vitro probing [11, 135]
RybB ompD 1 – 9 18 – 26 (((((((((&))))))))) compensatory mutations [11, 135]

1 – 10 10 – 20 ((((((((((&))).)))))))
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sRNA Target sRNA site Target site Interaction Validation Ref.

RybB ompF 1 – 9 -46 – -38 (((((((((&))))))))) compensatory mutations [135]
RybB ompN 1 – 16 5 – 20 ((((.(((((((((((&))))))))))).)))) compensatory mutations [20]
RybB ompS 1 – 14 7 – 20 ((((..((((((((&))))))))..)))) sRNA deletion mutant [135]
RybB ompW 1 – 13 3 – 20 (((((((.(((((&)))))......))))))) compensatory mutations [135]
RybB tsx 1 – 16 -26 – -7 (((((((...((((((&)))))).......))))))) compensatory mutations [135]
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Table A.3. Enterobacterial organisms used for conservation analysis of sRNA–mRNA interactions
and their respective NCBI RefSeq database genome accession numbers [145].

Organism RefSeq genome accession number

Citrobacter koseri NC 009792
Citrobacter rodentium NC 013716
Cronobacter sakazakii NC 009778
Enterobacter sp. 638 NC 009436
Escherichia coli K-12 NC 000913
Escherichia fergusonii NC 011740
Klebsiella pneumoniae NC 009648
Pectobacterium carotovorum NC 012917
Photorhabdus luminescens NC 005126
Proteus mirabilis NC 010554
Salmonella Typhimurium NC 003197
Salmonella Typhi NC 003198
Serratia proteamaculans NC 009832
Shigella boydii NC 007613
Shigella dysenteriae NC 007606
Shigella flexneri NC 004337
Shigella sonnei NC 007384
Sodalis glossinidius NC 007712
Yersinia enterocolitica NC 008800
Yersinia pestis NC 003143
Yersinia pseudotuberculosis NC 006155
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Table A.4. Dataset of non-functional sRNA–mRNA interactions. Interaction site positions in the mRNA are given as distance to the annotated
translation start site. Interactions are given in bracket notation, where the ’&’ symbol concatenates the sRNA and the mRNA, matching brackets
represent base pairs between the two sequences and dots represent unpaired positions. The last column gives for each non-functional interaction the
true target of the corresponding verified interaction.

Organism sRNA mRNA sRNA site mRNA site Predicted non-functional interaction True target

E. coli ArcZ ypdB 26 – 51 -133 – -112 (((((((....(((.(((((((((((&)))).))))))))))))))))) rpoS
E. coli ChiX ltaE 4 – 24 -371 – -351 ((((((((((((((..(((((&))))).)))))).)))))))) chbC
E. coli ChiX ybaK 12 – 23 -144 – -133 ((((((((((((&)))))))))))) chiP
E. coli ChiX ybaK 2 – 13 -134 – -123 ((((((((((((&)))))))))))) dpiB
E. coli CyaR hofO 69 – 83 -182 – -168 (....(.((((((((&)))))))).)....) luxS
E. coli CyaR livF 66 – 80 -127 – -114 (((...(((.(((((&))))).)))..))) nadE
E. coli CyaR pabC 60 – 79 -7 – 13 ((((......((.((.((((&)))).)).))......)))) yqaE
E. coli CyaR rlpA 49 – 59 -256 – -246 (.(((((((((&))))))))).) ompX
E. coli DsrA barA 73 – 85 34 – 46 (((((((((((((&))))))))))))) hns
E. coli DsrA ykgE 56 – 83 -58 – -27 ((((...(((((((((((((.((..(((& rpoS

)))))..)))))))).....)))))...))))

E. coli FnrS lspA 110 – 115 -132 – -127 ((((((&)))))) folX
E. coli FnrS rmuC 86 – 105 -12 – 5 ((.(((((((((...(((((&))))).))))))))))) gpmA
E. coli FnrS rsmH 15 – 22 132 – 139 ((((((((&)))))))) sodB
E. coli FnrS ubiE 27 – 38 -60 – -48 (((((((.((((&))))..))))))) folE
E. coli FnrS yaeI 77 – 116 -115 – -73 (.....(.(((((..((.((((((((((.((.((((((((& maeA

))))))))...........)).)))))))))).)).)))))))

E. coli GcvB yfeY 6 – 41 -44 – -9 ((.(..(((((((....((((....(((.((((.((& sstT
)).)))).)))))))..)))).)))..)......))

E. coli GlmZ gabT 65 – 84 -174 – -156 ((((...(((((((..((((&)))))))))))....)))) glmS
E. coli MicA aceF 45 – 61 -380 – -365 (((((((((((.(((((&)))))))))))))))) ompA
E. coli MicA tauC 36 – 68 -146 – -113 (((((.(((......((((.(((.((..(((((& phoP

)))))..))...))).)))).....))).)))))

E. coli MicC yiiD 41 – 70 -50 – -24 (((((..((((((((.((((...((..(((&)))..)).)))).))).)))))))))) ompC
E. coli MicF ileS 56 – 90 -353 – -316 ((((..(((.(((((..((((((((..((((...(& ompF
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(Continued)

Organism sRNA mRNA sRNA site mRNA site Predicted non-functional interaction True target

)...)))).)))).....))))....))))))))))))

E. coli OmrA gspM 43 – 75 -41 – -10 (.((((((((..(((((((..((((.(((((.(& ompT
))))))).)))))))))).))))))...)).)

E. coli OmrA insI 27 – 45 -18 – 1 (((((...((.((((((((&)).))))))))...))))) ompR
E. coli OmrA marA 25 – 47 -70 – -45 ((((((((..(((((((((.(((&).)))))))).)))...)).)))))) cirA
E. coli OmrA ygcO 64 – 82 -41 – -23 ((((.((((((((((((((&)))))))).)))))))))) csgD
E. coli OmrB hofC 36 – 54 -59 – -41 (((((.(.((..((((.((&))..))))..)).)))))) ompR
E. coli OmrB mcbA 31 – 63 -56 – -23 (((((.(.((...(((.........((((((((& csgD

))))))))............))).)).).)))))

E. coli OmrB pyrB 35 – 57 -146 – -121 ((((((((((((((((((((..(&).)).))))..))))).))))))))) cirA
E. coli OmrB yfdQ 35 – 66 -85 – -54 (((((...((((((((.(((.(.((((((.((& ompT

)).))))))).)))...)))).)))).)))))

E. coli OxyS apaH 7 – 13 -30 – -24 (((((((&))))))) fhlA
E. coli OxyS caiT 73 – 81 76 – 84 (((((((((&))))))))) fhlA
E. coli RprA paaC 67 – 96 -37 – -14 (((((..((..((.(((((......(((((&)))))...)))))))..))))))) rpoS
E. coli RyhB sdhC 48 – 60 -161 – -149 (((((((((((((&))))))))))))) cysE
E. coli RyhB yagV 77 – 85 -397 – -389 (((((((((&))))))))) sodB
E. coli RyhB yeaW 3 – 37 -131 – -75 (.(((((..((((.(((((((((((.(((.(((.(& fur

))))..))).)).........))))).)).))....)))).....)))))......)

E. coli RyhB yicS 1 – 29 -180 – -152 (((....(........((((((.(.((((& iscS
))))).)))))).........)....)))

E. coli RyhB yigE 77 – 88 -188 – -177 ((((((((((((&)))))))))))) shiA
E. coli SgrS hlyE 66 – 79 43 – 56 ((..((((((((((&))))))))))..)) manX
E. coli SgrS putP 64 – 83 -121 – -102 ((.((((((..(((((((((&)))))))))..)))))).)) ptsG
E. coli Spot42 aat 43 – 59 -28 – -11 (((((((((((((((((&))))))).)))))))))) nanC
E. coli Spot42 arnT 80 – 89 -37 – -28 ((((((((((&)))))))))) gltA
E. coli Spot42 cynX 82 – 89 18 – 25 ((((((((&)))))))) sthA
E. coli Spot42 rhlE 65 – 106 -40 – -1 ((.(((((((((((((((..((.((....((((((..(((((& galK
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Organism sRNA mRNA sRNA site mRNA site Predicted non-functional interaction True target

)))))..).))))).))))..))))))))).)))))).))

E. coli Spot42 xylH 61 – 75 -123 – -109 ((((((.((((((((&)))))))).)))))) srlA
E. coli Spot42 yggU 64 – 96 15 – 53 (((((((...(((((((((.((((.((.(((((& xylF

))))).)).))))))...)).....)))))..)))))))

Salmonella ArcZ STM3651 92 – 116 -125 – -105 ((..((((((....(((((((((((&)))))))))))))))))..)) STM3216
Salmonella ArcZ pduJ 73 – 82 -178 – -168 ((((((((((&))))).))))) sdaC
Salmonella ArcZ purA 5 – 22 108 – 124 ((((((.......(((((&)))))......)))))) tpx
Salmonella ChiX atpB 4 – 24 -177 – -157 ((((((((((((..(((((((&))))))).)))))).)))))) chbC
Salmonella ChiX ybaK 2 – 13 -135 – -124 ((((((((((((&)))))))))))) chiP
Salmonella CyaR STM1787 1 – 32 -110 – -78 ((((....(((..((((...((((((.(((((& ompX

))))).)))))).).))).....)))...))))

Salmonella GcvB STM1049 57 – 80 -165 – -149 (((((((((((.......((((((&))))))))))))))))) cycA
Salmonella GcvB STM2598 49 – 60 -169 – -158 ((((((((((((&)))))))))))) gltI
Salmonella GcvB STM2768 20 – 37 -142 – -126 ((((((.(((((((((((&))))))))))))))))) dppA
Salmonella GcvB STM4002 49 – 65 -159 – -144 (((((((.(((((((((&)))))))))))))))) argT
Salmonella GcvB STM4032.2N 36 – 60 -20 – 4 (((((((((.(((.(((.(((((((&))))))).))).)))))))))))) livJ
Salmonella GcvB STM4032.2N 37 – 61 -21 – 3 ((((((((.(((.(((.((((((((&)))))))).))).))))))))))) oppA
Salmonella GcvB flgJ 32 – 44 -139 – -127 (((((((((((((&))))))))))))) livK
Salmonella GcvB rfaJ 49 – 62 -422 – -407 ((((((((((((.(&).)).)))))))).)) cycA
Salmonella GcvB sspH2 40 – 50 -112 – -101 (((((((((((&)).))))))))) STM4351
Salmonella InvR dps 50 – 59 63 – 72 ((((((((((&)))))))))) ompD
Salmonella MicA STM0952 41 – 69 -52 – -26 ((((.(((((((((((((((.....((((&))))))).))))))))))))...)))) lamB
Salmonella MicC yaeH 92 – 103 19 – 30 ((((((((((((&)))))))))))) ompD
Salmonella RybB STM1632 32 – 40 -40 – -32 (((((((((&))))))))) ompF
Salmonella RybB STM1636 30 – 45 -192 – -173 (((((((...((((((&)))))).......))))))) tsx
Salmonella RybB STM3356 62 – 77 3 – 18 ((((.(((((((((((&))))))))))).)))) ompN
Salmonella RybB pmrF 66 – 79 60 – 73 ((((..((((((((&))))))))..)))) ompS
Salmonella RybB pps 19 – 28 69 – 79 ((((((((((&))).))))))) ompD
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(Continued)

Organism sRNA mRNA sRNA site mRNA site Predicted non-functional interaction True target

Salmonella RybB pyrG 44 – 56 24 – 35 ((((((((...((&))..)))))))) ompA
Salmonella RybB rstB 65 – 74 -78 – -69 ((((((((((&)))))))))) ompC
Salmonella RybB secF 20 – 32 131 – 148 (((((((.(((((&)))))......))))))) ompW
Salmonella RybB stfC 36 – 42 45 – 51 (((((((&))))))) chiP
Salmonella RybB wcaG 32 – 40 44 – 52 (((((((((&))))))))) ompD
Salmonella RybB yabI 45 – 52 92 – 99 ((((((((&)))))))) fadL
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A.2 Performance evaluation of PETcofold

Table A.5. Dataset of bacterial sRNAs and their target mRNAs used in the performance evalu-
ation of PETcofold. Rfam acc. denotes the Rfam accession number of the sRNA [55].

sRNA Rfam acc. Target Organism Ref.

CyaR RF00112 luxS E. coli [38]
CyaR RF00112 nadE E. coli [38]
CyaR RF00112 ompX E. coli [38]
CyaR RF00112 yqaE E. coli [38]
CyaR RF00112 ompX Salmonella [133]
DsrA RF00014 hns E. coli [102]
DsrA RF00014 rpoS E. coli [109]
GcvB RF00022 sstT E. coli [146]
GcvB RF00022 argT Salmonella [163]
GcvB RF00022 dppA Salmonella [163]
GcvB RF00022 gltI Salmonella [163]
GcvB RF00022 livJ Salmonella [163]
GcvB RF00022 livK Salmonella [163]
GcvB RF00022 oppA Salmonella [163]
GcvB RF00022 STM4351 Salmonella [163]
GlmZ RF00083 glmS E. coli [189]
MicA RF00078 ompA E. coli [187]
MicA RF00078 lamB Salmonella [19]
MicC RF00121 ompC E. coli [28]
MicC RF00121 ompD Salmonella [140]
MicF RF00033 ompF E. coli [159]
OmrA RF00079 cirA E. coli [70]
OmrA RF00079 ompR E. coli [70]
OmrA RF00079 ompT E. coli [70]
OxyS RF00035 fhlA E. coli [6]
RNAIII RF00503 SA1000 S. aureus [18]
RNAIII RF00503 SA2353 S. aureus [18]
RNAIII RF00503 spa S. aureus [81]
RprA RF00034 rpoS E. coli [110]
RyhB RF00057 fur E. coli [191]
RyhB RF00057 sodB E. coli [57]
SgrS RF00534 ptsG E. coli [90]
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Abbreviations

asRNA cis-encoded antisense RNA
bp base pair(s)
CBP consistent/compensatory base pair exchanges
CDS coding sequence
CRISPR clustered regularly interspaced short palindromic repeats
E. coli Escherichia coli
ED energy difference (free energy that is required to make a

subsequence single-stranded)
EF expected fraction of unpaired bases
fMet formylmethionine
FN false negatives
FP false positives
GFP green fluorescent protein
GTP guanosine triphosphate
IF (translation) initiation factor
MCC Matthews correlation coefficient
mfe minimum free energy
miRNA microRNA
mRNA messenger RNA
NCBI National Center for Biotechnology Information
ncRNA non-coding RNA
nt nucleotide(s)
ORF open reading frame
PPV positive predictive value
PU probability that a subsequence is unpaired
RBS ribosome binding site
RNA-seq (high-throughput) RNA sequencing
rRNA ribosomal RNA
S. aureus Staphylococcus aureus
SD Shine–Dalgarno



128 Abbreviations

SENS sensitivity
siRNA small interfering RNA
snRNA small nuclear RNA
sRNA small (bacterial) RNA
TN true negatives
TP true positives
TPP thiamine pyrophosphate
tRNA transfer RNA
TSS transcription start site
UTR untranslated region
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