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Lifetimes of long-lived collision complexes of $H^+ + H_2$ and some isotopic variants have been determined from classical trajectory calculations. A lifetime range of 0.1–50 ps could be covered, while a typical vibrational period of the complex is 10 fs. The results agree in general with the expectation from RRKM theory: independence of $\tau$ of the origin of the energy of the complex (translation, vibration, or rotation), and a power law dependence of $\tau$ on $E/(E + D)$ with exponent 2. A closer look shows a dependence of $\tau$ on total angular momentum $J$, which is also the main reason for non-exponential decay curves of samples for which $J$ is not specified, and for much of the apparent dependence of $\tau$ on mass distributions. Our data show that an induction time is needed before the complex obtains its (statistical) properties.

1. Introduction

It is well known that atom–diatom collisions under the influence of a deep potential well will lead to collision complexes, which are long-lived compared to the vibrational period of the quasi-molecule, if the total energy of the complex is not too high. In the early days of trajectory calculations, already, there were studies of the lifetimes of these complexes [1,2], and several papers have since appeared, which are relevant to the topic [3–6]. The difficulty is, of course, that we expect the long-lived complex to be “statistical” in its decay, i.e. its decay properties should be independent of the history of its formation (except for conserved quantities like total energy and angular momentum). For the numerical computation this “loss of memory” means an intrinsic loss of accuracy, which can only for some time be counteracted by a small step size in the integrating routine, double-precision variables and the like. It is this effect which practically limits the longest lifetimes, that can be computed by this method, while the shortest ones are determined by the finite time needed to form a complex, i.e. to distinguish it from a direct collision.

In this paper we have used the DIM potential for $H_3^+$ [7], and different mass combinations of H and D to compute the lifetimes of $(H(D))_3^+$ complexes formed in proton–hydrogen collision (or isotopic variants thereof) at different total energies. The origin of $E$, i.e. whether it came from translation, vibration, or rotation was also varied. From dimensional analysis it follows that the classical lifetime must have the following functional form

$$\tau = \left( \frac{m r_0}{V_0} \right)^{1/2} \text{fct} \left( \frac{m_k E_k}{m E \sqrt{V_0}} \right).$$

(1)

Here $r_0$ and $V_0$ are a typical size and depth of the potential, $E = E_{\text{trans}} + E_{\text{vib}} + E_{\text{rot}}$ is the total energy, and $m = m_1 + m_2 + m_2$, is the total mass. The dependence of $\tau$ on the potential shape has to be understood. If our expectation concerning the statistical nature of the decaying complex is honoured by nature, the dependence of $\tau$ on the origin of the energy, i.e. on $E_k/E$, can be dropped, and $\tau$ must be invariant against permutations of the $m_k$.

Actually we find an additional dependence of $\tau$ on total angular momentum $J$, which is the other quantity conserved through the complex. This dependence has been emphasized [8] and seen in other trajectory calculations [5,6]. It means that we have to replace eq. (1) by
\[ \tau = \left( \frac{m_r r^2}{V_0} \right)^{1/2} \text{fct}\left( \frac{m_k E_k E}{m_k r^2 V_0} \right), \]  

(1a)

with the same comments as above. Since different reactant channels (e.g. \( \text{H}^+ + \text{D}_2 \) versus \( \text{D}^+ + \text{HD} \)) produce ensembles with different \( J \)-distributions, different lifetimes for complexes formed from different channels are possible.

We consider this work as a model study on what happens in a certain type of potential well (characterized by a \( D_{3h} \) equilibrium configuration and large anharmonicities) rather than a special study on \( \text{H}_2^+ \). For similar potentials, e.g. the usual model potential for \( \text{Ar}_3 \) (a sum of three Morse functions) very similar results are expected after proper scaling! Since \( \text{Ar}_3 \) has a well depth of only \( \approx 1/250 \) of that of \( \text{H}_2^+ \) this means physically quite a change: complex formation in \( \text{Ar} + \text{Ar}_2 \) collisions will only happen at sub-thermal energies. Of course, potentials with entirely different shape (e.g. \( \text{CO}_2 \)) must be investigated separately.

The plan of the paper is as follows: section 2 describes our method of calculation and handling of trajectory data. General results will be discussed in section 3.1 followed by chapters on the influence of angular momentum on lifetimes (section 3.2) and on isotope effects (section 3.3). The paper is closed in section 4 with some general comments and conclusions.

2. Method

The computations were performed with our standard trajectory program [9,10]. Batches of 1000 trajectories were started for each set of initial conditions (masses, energies). Irrelevant initial conditions were Monte Carlo selected, including the impact parameter weighted \( \alpha b db \) to allow the extraction of complex-formation cross sections \( \sigma_c \). \( b_{\text{max}} \) was always taken large enough so that no complex collisions were missed. In some cases \( b \) was fixed in order to define the total angular momentum. In these cases only the complex formation probability \( P_c (b) \) can be extracted, not a cross section.

We defined a long-lived complex as in our earlier papers [9,10] by counting the number of minimum exchanges, i.e. the number of times, where \( \text{min}(R_{AB}, R_{BC}, R_{CA}) \) changes its identity. We have shown in a former paper [11] that requiring at least 8 minimum exchanges is practically equivalent to other definitions in the literature. Applied to lifetimes we may state that for sufficiently long-lived trajectories the extracted lifetime is strictly independent of the exact number of minimum exchanges used in its definition. Our definition implies that it needs some time until all long-lived complexes have been formed, i.e. until we can decide whether a trajectory is complex or rather "direct" or "peripheral" [9]. On the other hand a trajectory need not be finished in order to use it in the determination of the lifetime, and we stop computation generally after 800 fs.

In practice we plot the number of living complexes, i.e. the number of all complexes (which is known after waiting long enough) minus the number of decayed complexes, versus time in a log–log plot. Two examples are shown in fig. 1. We have to exclude an induction period, in which trajectories exist of which it is undecided whether they will be complex or not. This behaviour can be seen from the curves plotted with plus signs (+) in fig. 1a. The rest of the points is linearly fitted to extract \( \tau \). Inspection shows that for most cases an exponential decay law is well complied with. A counterexample is shown in fig. 1b, and discussed below.

Alternatively the lifetime of a trajectory can be defined as the time interval between the first and last minimum exchange. A similar definition has been used in refs. [4,5]. If the random-lifetime assumption holds the differential as well as the integral probability distributions should follow an exponential law. The latter is shown additionally in fig. 1a, it is much less prone to scatter than the differential curve, and can be directly compared with our usual method of evaluation. This figure and other examples show that the two methods give equivalent results if the induction period, which contains undecided complexes in the first case and direct collisions in the second, is treated properly.

Before we close this section we must discuss the accuracy of the calculations. We have noted above the general problem of numerically following
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Fig. 1. (a) Formation and decay of complexes for masses 2, 1, 2; $E = E_u = 1.0$ eV. Points (•) show the number of complexes evaluated as described in the text. Plus signs (+) show the genesis of the complexes: the upper curve includes all complexes (including decayed ones), the lower only those not yet decayed. Crosses (x) show the integral distribution of lifetimes measured between the first and the last minimum exchange (see text). The initial part is influenced by direct collisions. Straight lines are exponential fits to the points $300 < t < 800$ fs and $200 < t < 700$ fs for the first (•) and second (x) method, respectively. The lifetime constants given by these fits are $610$ and $640$ fs, respectively. (b) Decay of complex of masses 2, 1, 2; $E = E_u = 0.5$ eV. Points (•) show all complexes formed. The decay is non-exponential because the sample is a mixture of different $J$ (see text). Taking that half of the complexes with $J$ smaller than the median value (lower points marked x) we get a decay which is exponential within errors, whereas the upper half (x) is still non-exponential, i.e. consists of a sufficiently non-uniform sample with respect to $\tau$. Straight lines are drawn to guide the eye. The logarithmic scale is exaggerated three times with respect to the left-hand panel and the partial decay curves are shifted by a factor $10^{1/3}$ to avoid congestion of points.

chaotic trajectories for long times. One has to be careful that $\tau$ measures a mechanical property of the system, and not a numerical property of the integrating routine. The often heard argument that it does not matter whether one has long term numerical accuracy if the system is "statistical" sounds intriguing but does not prove anything. Mathematically it can be shown to hold under certain assumptions [12], which, however, are difficult to apply to realistic systems and do not strictly apply here. As is well known, energy conservation does not prove the accuracy of numerical integration. (We have observed that $E$ oscillates about the exact value during integration, indicating a certain stability of the integrating routine with respect to energy conservation, even if the trajectory went grossly astray from the true one.)

The accuracy parameters of our integration routine was therefore fixed by demanding that the complex decay curves $N_c(t)$ be reproducible. This accuracy ensures back integrability to $\approx 500$ fs but in some cases not to the end of our trajectories. It meant a parameter $10^{-4}$ times that used in our former calculations, where only a complex-formation cross section had to be extracted. Computation times were $\approx 15$ times longer than before, i.e. $\approx 100$ h on a PE 3220 for a batch of 1000. The lifetimes reported in our earlier paper [9] are incorrect because the trajectories were cut off too early, not because the accuracy of integration failed.

3. Results and discussion

3.1. General results

Our first two sets of calculations consisted of 10 calculations for masses 1, 1, 1 (i.e. $H^+ + H_2$), and 14 for masses 1, 2, 2. The results are plotted on log–log scales in figs. 2 and 3 versus the parameter $z = E/(E + D)$, where $E$ is the total energy, and $D$ is the depth of the triatomic well. The zero of energy is at the equilibrium of the diatom with the ion at infinity. Since we are using classical dynamics we consider zero-point energies as normal vibrational excitation. The statistical (fitting) errors of the single lifetimes are a few percent except for the lowest energies, where some error bars are shown in the figures. We have fitted the points of figs. 2 and 3 to the power law

$$\tau = \tau_0 z^{-s}$$

with $z = E/(E + D)$, which is what RRKM theory
predicts [13–15]. Here $s$ is the (effective) number of vibrations minus one, which we can expect to be 2 or 2.5 depending on the activity of one of the rotational degrees of freedom of the complex, and $\tau_0$ is the usual ratio of vibrational frequencies, which should be of the order of a typical vibrational period of the complex (10–20 fs). Results for $s$ and $\tau_0$ are presented in table 1.

Calculations for other mass combinations were only made at energies $E = E_{\text{int}} = 0.25, 0.5, \text{ and } 1.0$ eV, and evaluated in a similar way.

The following observations can be made from the data in figs. 2 and 3, and from table 1:

(1) Lifetimes are almost independent of the way the energy is supplied to the complex, i.e. of whether the energy comes from translation, vibration, or rotation. A small effect in the sense that complexes produced from internally excited targets have shorter lifetimes is statistically significant. For an explanation see below.

(2) The exponent $s$ from the fit to the RRKM
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form has very nearly the expected value $2$. This is in accord with the intuitive understanding that in a system like $H_3^+$ no "inactive" vibrations exist, and shows that both rotations of the complex are inactive.

(3) A dependence of lifetimes on the atomic masses involved can be seen. This is discussed in section 3.3.

3.2. The role of angular momentum

Even if a sufficiently long-lived complex loses all of its "memory" due to strong interaction it cannot "forget" total angular momentum, since this is conserved. Our batches of trajectories are, therefore, not homogeneous, and even if the random lifetime hypothesis holds for complexes characterized by $E$ and $J$, it must not hold for mixtures, if only $\tau$ is a function of $J$. This possibility has been discussed in the literature on unimolecular decay [13,14], and was recently stressed by Quack and Troe [8]. A dependence of $\tau$ on $J$ (or rather $b$, which is generally equivalent) has been reported in refs. [5,6]. (These calculations are, however, not easily compared with ours.)

The numbers discussed so far in table 1 are, therefore, averages

$$\bar{\tau} = \int \tau(J) P_c(J) \, dJ,$$

(3)

where $P_c(J)$ is the probability that a complex is formed with angular momentum $J$. It is easy to see that this distribution must depend on the initial state, even if the total energy $E$ is kept fixed: for a well potential the largest $J$ leading to complex formation is limited by the Langevin condition that the system overcome the centrifugal wall, which in practice is a function of $E_\text{rot}$ only. Let, e.g., a greater part of $E$ be supplied via target vibration. This means $E_\text{rot}$, and with it $J_{\text{max}}$, must decrease, so $P_c(J)$ will be limited to a smaller range of angular momenta than before. Since, as we will see, $\tau$ is an increasing function of $J$, this explains the observation made above that $\bar{\tau}$ is somewhat smaller if the energy is supplied with a larger share of target excitation.

Table 2
Dependence of some properties on total angular momentum for a typical complex. Initial conditions: $m=1,1,1$; $E = 0.5 \text{ eV}$, $E_\text{rot} = 0.1 \text{ eV}$, $E_{\text{vib}} = 0.4 \text{ eV}; \ j = 0$. Initial values of $b$ and $J$ are indicated in columns 1 and 2 respectively. $P_c$ is the complex formation probability, $\tau$ the lifetime. Other properties are known only for completed trajectories (whose fraction at 800 fs has been indicated in column 5): $\langle \Delta t \rangle$ is the average time between two minimum exchanges, which can be thought of as a measure for the vibrational period, $\langle \Delta J \rangle$ the average rotational excitation, $\langle E_{\text{rot}}' \rangle$ the average final rotational energy. The last line contains typical standard deviations.

<table>
<thead>
<tr>
<th>$b$ (Å)</th>
<th>$J$ (h)</th>
<th>$P_c$ (%)</th>
<th>$\tau$ (fs)</th>
<th>Completed (%)</th>
<th>$\langle \Delta t \rangle$ (fs)</th>
<th>$\langle \Delta J \rangle$ (h)</th>
<th>$\langle E_{\text{rot}}' \rangle/E \rangle$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>2.5</td>
<td>89</td>
<td>61</td>
<td>62</td>
<td>8.5</td>
<td>4.1</td>
<td>23</td>
</tr>
<tr>
<td>2.3</td>
<td>14.2</td>
<td>91</td>
<td>106</td>
<td>38</td>
<td>8.1</td>
<td>5.2</td>
<td>33</td>
</tr>
<tr>
<td>4.2</td>
<td>26.0</td>
<td>85</td>
<td>143</td>
<td>30</td>
<td>8.2</td>
<td>4.5</td>
<td>26</td>
</tr>
<tr>
<td>std. dev.</td>
<td>-</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>0.1</td>
<td>0.1</td>
<td>2</td>
</tr>
</tbody>
</table>
These are \( 0.1, 0.5, \) and \( 0.9 \) times the maximum \( J \) occurring in the mixed sample, whose properties are also given. One sees that most of the properties do not depend very much on \( J \). The most obvious difference in behaviour is that between \( P_c \) and \( \tau \). While the probability of complex formation is approximately constant for low and medium values of \( J \), and begins to drop at \( J = 26 \) (it will be zero at \( J = 29 \)), the lifetime is an almost linear function of \( J \). (It may turn out to be non-linear like that of ref. [5], when more points will be computed.) As a consequence of the fixed time of 800 fs at which all trajectories are stopped, the number of completed trajectories depends heavily on \( J \). But it is remarkable how similar other properties are. Take rotational excitation as an example: it is true that \( \langle \Delta j \rangle \) is significantly different for the three initial conditions. It drops somewhat when \( J \rightarrow 0 \), probably because the average torque decreases. It drops also when \( J \rightarrow J_{\text{max}} \) and will be zero for \( J \gg J_{\text{max}} \). But the spread is only 25% compared to 230% for \( T \). Apparently the lifetime is quite singular in its dependence on the angular momentum.

The data on \( \tau(J) \) obtained here are not sufficient for a general comparison with theories incorporating \( J \) into the general RRKM scheme. An additional handicap comes from the fact that many parameters needed in these theories are difficult to obtain with sufficient precision without extensive numerical computation. So we have only explored whether it might be sufficient to correct the available energy \( E \) in eq. (2) for the \( J \)-dependent height of the outbound centrifugal wall, \( E_{\text{max}}(J) \). This can be done by replacing \( E \) in formula (2) by \( E - E_{\text{max}} \), which leads to

\[
\tau(J)/\tau(0) = (1 - E_{\text{max}}(J)/E)^{-2}.
\]  

(4)

\( E_{\text{max}} \) can be computed with sufficient accuracy as the maximum of the average effective potential for outbound motion, which may be written

\[
V_{\text{eff\,out}} = V(r) + J^2/2\mu r^2
\]

\[
= V(r) + E_{\text{tr\,in}} b_{\text{in}}^2/r^2.
\]

(5)

Here, \( V(r, \theta) \) has been averaged to \( V(r) \), \( L_{\text{out}}^2 \) has been approximated by \( J^2 \), and for the second equality we have used that \( J_{\text{in}} = L_{\text{in}} \) since \( j = 0 \). In practice \( E_{\text{max}} \) can be found from the knowledge of the "capture" impact parameter \( b_c \) as function of \( E_{\text{tr}} \). \( E_{\text{max}} \) is the solution of

\[
E b_c^2(E) = E_{\text{tr\,in}} b_{\text{in}}^2.
\]

(6)

It goes without saying that \( b_c(E) \) has to be taken for the potential used in the trajectory calculations, and this cannot be substituted by the polarization potential of the system.

The result of our investigation was negative: reducing the available energy in the RRKM formula by the height of the centrifugal wall is insufficient to explain the strong dependence of \( \tau \) on \( J \). So we have to expect further computations of \( \tau(J) \) to find out what the main reason for this dependence might be.

### 3.3. Isotope effects

There are three ways in which the lifetime may depend on the masses involved, given the potential and the energies:

(a) The whole time scale is proportional to \( m^{1/2} \) where \( m \) may be taken as total mass or another typical mass.

(b) Lifetime may depend on mass distribution. Our expectation that the complex "forgets" its origin means, however, that \( \tau \) should be invariant against permutations of the three masses.

(c) The average lifetime, eq. (3), depends on \( P_c(J) \), which will in general depend on the mass distribution involved. Here, even the invariance mentioned under (b) cannot be expected.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( m_k )</th>
<th>( \tau(\text{fs}) )</th>
<th>( \tau/m^{1/2} ) (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1,1,1</td>
<td>170</td>
<td>98</td>
</tr>
<tr>
<td>4</td>
<td>2,1,1</td>
<td>196</td>
<td>98</td>
</tr>
<tr>
<td>4</td>
<td>1,2,1</td>
<td>196</td>
<td>98</td>
</tr>
<tr>
<td>5</td>
<td>1,2,2</td>
<td>149</td>
<td>67</td>
</tr>
<tr>
<td>5</td>
<td>2,2,1</td>
<td>236</td>
<td>106</td>
</tr>
<tr>
<td>6</td>
<td>2,2,2</td>
<td>240</td>
<td>98</td>
</tr>
</tbody>
</table>
Table 4
Cross sections and lifetimes for complexes of pairwise equal masses but originating from different channels. $E = E_m = 0.5$ eV, $m$ is total mass, $\mu$ the reduced mass of the projectile-target system. Mixed $J$ ensembles contain all impact parameters leading to complex formation in the channel involved, weighted $\propto b_0 b$, whereas in the ensembles with $J = 40 h$, the value of $b$ has been taken $\propto \mu^{-1/2}$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$m_h$</th>
<th>$\mu$</th>
<th>Mixed $J$</th>
<th>$J = 40h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2,1,1</td>
<td>1</td>
<td>21.9</td>
<td>195 ± 10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1,1,2</td>
<td>28.8</td>
<td>235 ± 14</td>
</tr>
<tr>
<td>5</td>
<td>1,2,2</td>
<td>0.75</td>
<td>22.7</td>
<td>163 ± 30</td>
</tr>
<tr>
<td>5</td>
<td>2,1,2</td>
<td>1.2</td>
<td>30.9</td>
<td>270 ± 30</td>
</tr>
</tbody>
</table>

In the RRKM formulation, eq. (2), effects (a) and (b) are contained in $\tau_0$, whereas (c) is neglected.

Isotope effects have great influence on the cross sections for complex formation as we have discussed in another paper [16]. Table 1 shows that there is also a small effect on lifetimes. Table 3 shows a set of lifetimes at $E = 0.5$ eV, which allows better comparison because the values have been fitted to the results obtained at three energies. These data show that the mass dependence is not merely given by effect (a) above, and that the lifetimes of the “same” complexes, e.g. with masses 2, 2, 1 and 1, 2, 2 are not equal.

To find out how much of this difference can be explained by the different $J$-distributions in different initial channels, we have performed one further calculation at fixed $J$, which is displayed in table 4. It can be seen that there is still no complete independence of $\tau$ from the masses of initial channel though the differences are less than 20% now. At the moment we cannot but call this an example of non-RRKM behaviour. It fits to other observations showing that complex “forgets” very slowly which of the three atoms was the projectile. This is commented further below.

4. Concluding remarks

In this paper we have calculated lifetimes of long-lived complexes of $\text{H(D)}_3^+$ from trajectories run on a model potential (DIM) for that molecule. The complexes were formed by collisions, i.e. by “chemical activation”. A collision energy range of 2–20% of the well depth has been covered leading to average lifetimes of typically 2000–20 vibrational periods of the complex. Trajectories were integrated up to $\approx 100$ such periods, beyond which it was not possible to ascertain that the properties computed are those of the complex rather than those of the integrating routine.

Most of our lifetime distributions are exponential within the time limit just mentioned. All deviations from the exponential decay law could be attributed to (a) a strong dependence of lifetime on angular momentum, which makes the chemically activated complex an inhomogeneous sample, and/or (b) induction effects.

It is important to recognize that there must be an induction period between the time of the first near encounter of A with BC (the time at which A “reacts” with BC), and the time at which we can speak of a long-lived complex, which has statistical properties and decays exponentially. This is not a formal argument suggesting that the observer can decide about direct or complex collisions only after the fact. (Note that “direct” in our language includes an appreciable amount of migration.) It rather means that the strong interaction leading to the mixing of modes in the activated molecule needs time for this coupling to happen. A similar situation exists for overtone excitation, while the situation is, of course, different for direct microcanonical excitation of the complex.

Repeating the argument in the language of trajectories, the exponential divergence discriminating a “regular” from an “irregular” trajectory is different from a linear divergence only after some finite time, taking into account that the divergence itself is a random variable. The stochastic impulse in the sense of ref. [17] must be collected before it implies that neighbouring trajecto-
ries have been widely separated. Or, stated in anthropomorphic terms, the complex needs time to forget its origin.

Some of these concepts have been put between quotation marks because it should be clear that concepts of ergodic theory are, strictly speaking, not applicable to collisional systems because their phase space is not compact [11]. They may, nevertheless, be a good, even the best way to speak about long-lived complexes, but they are certainly already approximate concepts. Strictly speaking, all our trajectories are regular, and it is only by applying some coarse graining that they resemble irregular ones.

The time after which in practice statistical behaviour is achieved, is not only finite but also dependent on the property for which one asks. So one knows that vibrational equilibration can be very fast (see ref. [18] for an example where a "complex" is barely formed). It can be much faster than the equilibration of rotational angle (mod 2π), which experimentalists take so often as the only indication for complex behaviour. We have noted on the other hand that it needs quite a long time (typically 20 rather than 8 minimum exchanges) before the trajectories forget which atom was the projectile, i.e. before the decay into channels AB, BC, and CA proceeds with the same rate. Still more extreme would be the time scale on which nuclear spin takes part in equilibration, i.e. on which a complex "forgets" whether it came from H⁺ + o-H₂ or H⁺ + p-H₂ [19].

With regard to non-RRKM behaviour the abovementioned situations mean that we must either call all chemically activated complexes non-RRKM ones, or (which we prefer) exclude the induction period from the tests for such behaviour. The length of this period will certainly depend on the strength of the coupling, i.e. on potential shape, energies and the like. We may also expect a hierarchy of different time scales for the induction times with respect to different properties of the complex.

Another question which we want to address here is the relation between complex-formation probability (or cross section if the J-average is taken), and complex lifetime. It has been argued that both properties contain "fundamentally the same" information [5]. But this is not so in practice. Complex-formation cross sections refer generally to a certain initial state, or a predetermined group of each states, while the decay goes into all accessible states. Microscopic reversibility, however, connects only the probability of complex formation from a certain region of phase space with the decay probability into the same region of phase space. But the latter is different from the average decay probability implicit in the lifetime. Empirically we find, nevertheless, a good correlation between large complex-formation cross sections and short lifetimes. It is, however, neither quantitative nor without counter-examples as can be seen from tables 2 and 4.
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