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Abstract 

Drastic changes were detected in glacial systems of the Antarctic Peninsula in the 

last decades. The observed phenomena comprise a significant warming trend, 

changes in precipitation patterns, reduction of seasonal sea ice, disintegration of 

ice shelves, retreat of glacier fronts, upward shift of the dry snow line, and 

increasing trend in duration of melting conditions. Although the time response of 

such processes to climate change remains uncertain, the dependence of the 

detected glacial changes on variations in climate parameters seems to be evident. 

However, due to the lack of consistent systematic observations in particular of the 

higher parts of the glacial systems, it is difficult to predict further responses of 

glaciers to climate change. 

This thesis focuses on the development of methods for semi-automatic extraction 

of glacier parameters (i.e., boundaries between glacier zones and glacier frontal 

position) on the Antarctic Peninsula using multi-temporal and multi-sensor remote 

sensing datasets. To expand the current monitoring of a few glaciers unevenly 

distributed along the peninsula to a representative set in the near future, a new 

methodological approach is proposed. The so-called centerline approach 

simplifies the current methodology based on analyses of entire glacier catchments, 

facilitating the pre-processing and classification of remote sensing data acquired 

on glaciers. 

A multi-sensor processing chain to extract the above mentioned glacier 

parameters from satellite imagery using the centerline approach is described. 

Routines are implemented to reduce the analyst interaction with image processing 
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software and database system, resulting in an application called IceTools. In 

addition, the developed algorithms for the classification of SAR (i.e., ERS-1/2 SAR 

and Envisat ASAR) and optical imagery (i.e., Landsat TM/ETM+ and Terra 

ASTER) are explained. The modular structure of the implemented processing 

chain enables an unproblematic integration of algorithms for classifying datasets 

from future sensors. 

A preliminary analysis of spatial and temporal distribution of satellite derived 

glacier parameters on the Antarctic Peninsula shows that climate related 

boundaries between glacier zones (i.e., the dry snow line and the snow line) as 

well as glacier fronts have different spatial patterns of change on this region. 

These patterns vary within the covered time period of the study (1986-2005), 

confirming the assumption that changes in climatological and glaciological 

conditions on a relatively short time scale are usual for this region. Furthermore, 

the widespread persistence of a wet snow radar zone is proved even when the air 

temperature sinks below 0oC. As a consequence it can be stated that simple 

models of snow melting or mass balance based on positive degree-days from 

temperature measured at nearby stations tend to underestimate the energy 

available for melting in the snow pack. 
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Zusammenfassung 

An den Gletschersystemen der Antarktischen Halbinsel wurden in den letzten 

Jahrzehnten drastische Veränderungen festgestellt. Die beobachteten 

Phänomene umfassen einen signifikanten Erwärmungstrend, Veränderungen des 

Niederschlagsmusters, eine Verringerung der saisonalen Meereisbedeckung, den 

Zerfall von Schelfeisen, den Rückzug der Gletscherfronten, die Aufwärts-

verlagerung der Trockenschneelinie und eine Verlängerung der Zeiträume mit 

Schneeschmelze. Auch wenn die Antwortzeiten der einzelnen Prozesse auf 

klimatische Veränderungen noch ungewiss sind, so ist die Abhängigkeit des 

Wandels glazialer Systeme von klimatischen Parametern unumstritten. Jedoch ist 

es aus Mangel an zuverlässigen klimatologischen Beobachtungen insbesondere 

für die höheren Lagen der Gletschersysteme schwer, die künftige Reaktion von 

Gletschern auf klimatische Veränderungen vorherzusagen. 

Der Schwerpunkt dieser Dissertation liegt auf der Entwicklung von Methoden zur 

halbautomatischen Gewinnung von Gletscherparametern (Grenzen zwischen 

Gletscherzonen und Lage der Gletscherfront) anhand multitemporaler und multi-

sensoraler Fernerkundungsdaten. Untersuchungsraum ist die Antarktische Halb-

insel. Um das bisher gängige Monitoring von wenigen, auf die Halbinsel verstreute 

Gletscher auf eine repräsentative Anzahl zu erweitern, wird eine neue Methode, 

die sogenannte „centerline approach“, verwendet. Sie vereinfacht die Auswertung, 

die bisher auf der Analyse der ganzen Gletschereinzugsgebiete basierte, durch 

eine Konzentration auf die zentralen Längsbereiche der einzelnen Gletscher. 

Damit werden Vorverarbeitung und Klassifizierung der Fernerkundungsdaten 

erleichtert und die Voraussetzungen für eine Automatisierung geschaffen. 
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Eine Prozessierungskette für die Extraktion der oben erwähnten 

Gletscherparameter aus Satellitenbildern verschiedener Sensoren mit Hilfe des 

„centerline approach“ wird vorgestellt. Die zur Verringerung der Interaktion von 

Software und Auswerter nötigen Computerroutinen und ihre Implementation in der  

Applikation „IceTools“ werden beschrieben. Zusätzlich werden spezifische 

Algorithmen zur Klassifizierung von SAR (ERS-1/2 SAR und Envisat ASAR) und 

optischen Bildern (Landsat TM/ETM+ und Terra ASTER) diskutiert. Die modulare 

Struktur der Prozessierungskette ermöglicht die problemlose Erweiterung um 

Algorithmen zur Einbeziehung von zukünftigen Sensoren. 

Eine erste Analyse der räumlichen und zeitlichen Verteilung der aus 

Satellitenbilder gewonnenen Gletscherparameter zeigt, dass im 

Untersuchungsgebiet die Grenzen zwischen den Gletscherzonen, d.h. die 

Trockenschneelinie und die Schneelinie, wie auch die jeweilige Lage der 

Gletscherfront unterschiedliche räumliche Veränderungsmuster aufweisen. Diese 

Muster variieren innerhalb des Untersuchungszeitraums (1986-2005) und 

bestätigen die Aussage, dass die in kurzen Zeiträumen ablaufende Veränderung 

der klimatischen und glaziologischen Bedingungen typisch für die Region ist.  

Darüber hinaus wird belegt, dass die Verbreitung der Nassschneezone nicht an 

Temperaturen von 0°C und mehr gebunden ist. Das weist darauf hin, dass 

einfache Schneeschmelz- oder Massenbilanzmodelle, die aus Messwerten 

benachbarter Stationen positive Gradtagszahlen ableiten und damit die 

Schmelzbedingungen modellieren, eine Tendenz zur Unterschätzung der 

Schmelzmengen aufweisen. 
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1 Introduction 

1.1 Motivation  

Recent studies indicate a changing climate on the Antarctic Peninsula (AP) over 

the last several decades (King and Harangozo, 1998; Skvarca et al., 1998; 

Vaughan et al., 2003). For this region, climatic change has been documented 

through various observations and facts such as a significant warming trend (King, 

1994; Stark, 1994; Marshall et al., 2002; Morris and Vaughan, 2003), changes in 

precipitation patterns (Turner et al., 1997), reduction of seasonal sea ice 

(Parkinson, 2002; Zwally et al., 2002a), disintegration of ice shelves (Doake and 

Vaughan, 1991; Rott et al., 1996; Skvarca et al., 1999a; Rack and Rott, 2004), 

retreat of glacier fronts (Simões et al., 1999; Braun and Gossmann, 2002; Rau et 

al., 2004; Cook et al., 2005), upward shift of the dry snow line (Rau, 2003), and 

increasing trend in duration of melting conditions (Fahnestock et al., 2002; Torinesi 

et al., 2003; Vaughan, 2006). Figure 1.1 summarises the main indicators of climate 

change and related phenomena observed on the AP. 

The statistically significant warming trend on the AP was detected using different 

datasets. For instance, investigations of monthly mean surface air temperature 

from stations on the AP (Rothera and Faraday/Vernadsky) and South Shetland 

Islands (SSI) (Bellingshausen) identified positive trends from 0.038 to 0.067oC 

year-1 over the period 1947-1990 (King, 1994). Moreover, radiosonde temperature  

observations complemented by NCEP/NCAR reanalysis data revealed a mean 

annual tropospheric (850-300 hPa) warming of 0.027 ± 0.022oC year-1 above 
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Faraday/Vernadsky between 1956 and 1999 (Marshall et al., 2002). Finally, a 

database of more than 500 mean annual temperatures derived from 

measurements of snow temperature at around 10-m depth and air temperature 

measured at meteorological stations and automatic weather stations allowed 

Morris and Vaughan (2003) to estimate the trend in temperature for the whole AP 

in 3.8 ± 0.7oC over the last 100 years. 

 

Figure 1.1: Indicators of climate change on the Antarctic Peninsula. Modified 
after Braun and Rau (2001) and Rau (2003). 
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In addition to atmospheric warming, a statistically significant rise in number of 

precipitation events (about 50%) during winter was reported from observations at 

Faraday/Vernadsky since 1956 (Turner et al., 1997). It appears to be related to the 

more frequent arrive of cyclones from Bellingshausen Sea (Turner et al., 1995), 

wherefrom this precipitation is originated (Turner et al., 1998). Furthermore, data 

from ice cores (Peel, 1992; Thompson et al., 1994; Raymond et al., 1996) 

indicated an increase in accumulation on the plateaus of the AP in the last 

decades. 

Satellite passive-microwave data was used to map the length of the sea-ice 

season between 1979 and 1999 using algorithms and procedures developed by 

Gloersen et al. (1992) and Cavalieri et al. (1999). The results showed a shortening 

of the sea-ice season in almost the entire Bellingshausen Sea (Parkinson, 2002), 

but an increase in extension was observed for the Weddel Sea. These results 

agree with previous work from Stammerjohn and Smith (1997). Furthermore, 

considering the period from 1979 to 1998, Zwally et al. (2002a) estimated the 

trends in sea-ice extension as -9.7 ± 1.5% decade-1 for the entire sector of 

Bellingshausen-Amundsen Seas and 1.4 ± 0.9% decade-1 for the Weddel Sea. 

Receiving extensive attention from the general public and media, successive 

disintegration and retreat of ice shelves has taken place on the AP over the last 

two decades. After the break-up of the Wordie Ice Shelf in the late 1980s (Doake 

and Vaughan, 1991; Vaughan and Doake, 1996), the marked retread of the 

northern margins of George VI and Wilkins ice shelves was detected (Lucchitta 

and Rosanova, 1998), followed by a rapid sequence of disintegration events on 

the eastern side of the peninsula: the Prince Gustav and Larsen A ice shelves 

disappeared in 1995 (Rott et al., 1996; Rott et al., 2002); and the Larsen B started 

calving in 1995 and collapsed completely in 2002 (Skvarca et al., 1999a; Rack and 

Rott, 2004). The progressive thinning (Shepherd et al., 2003; Skvarca et al., 

2004), the formation of melt ponds (Scambos et al., 2000; Scambos et al., 2003), 

and extended melt seasons (Fahnestock et al., 2002; Van den Broeke, 2005) 

linked to break-up of ice shelves are strong evidences that these events occurred 

in response to climate warming. Furthermore, Morris and Vaughan (2003) 

indicated the -9oC isotherm of mean annual temperature as the new limit of ice 

shelf distribution in 2002, updating the -5oC limit previously proposed by Reynolds 
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(1981). 

An overall trend of glacier front recession was detected on the AP (Rau et al., 

2004; Cook et al., 2005), James Ross Island (Skvarca et al., 1995; Skvarca and 

De Angelis, 2003) and SSI (Park et al., 1998; Calvet et al., 1999; Simões et al., 

1999; Braun and Gossmann, 2002). As suggested by Cook et al. (2005), floating 

glaciers may be reacting to the progressive atmospheric warming detected on the 

AP (Vaughan et al., 2003), like do the ice shelves (Morris and Vaughan, 2003; 

Scambos et al., 2003). However, as they are influenced by other external factors 

(e.g., oceanic temperature and circulation), it is difficult to distinguish a clear 

climate signal (Rau et al., 2004). Tidewater glaciers with their fully grounded 

marine termini are influenced by a complex set of forcings composed by 

atmospheric temperature, oceanographic parameters and subglacial topography 

(Van der Veen, 2002), and can not be used directly for understanding influence of 

short time climate change on ice masses (Pfeffer, 2003). 

ERS-1/2 Synthetic Aperture Radar (SAR) data was used by Rau (2003) for 

investigating the dry snow line position on the AP between 65o and 68oS. This 

author detected an upward shift of the dry snow line on Avery Plateau and 

interpreted this as a direct response to the increasing number of high temperature 

events recorded at San Martin during the 1991-2000 decade. 

A rising trend in duration of melt periods on the AP was detected by using two 

different methods. Fahnestock et al. (2002) and Torinesi et al. (2003) examined 

the duration of melt seasons over 22 and 20 year periods respectively, using 

satellite-based passive microwave data processed with the melt-detection 

algorithm proposed by Abdalati and Steffen (1997). Both studies found a high 

variability in duration of the melt season, but also a slightly positive trend in melt- 

season length. Vaughan (2006) used an approach based on positive degree-days 

(PDDs) as predictor of ablation conditions. By using temperature trends from 

Morris and Vaughan (2003), annual PDDs were calculated for the whole AP over 

the period 1950-2050. Results indicated a strong positive trend in annual PDDs, 

mainly concentrated on the northeastern sector of the AP. 

The dependence of cryospheric changes on variations in climate parameters 

seems to be evident (Vaughan and Doake, 1996; Rott et al., 1998; Skvarca et al., 
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1999b; Scambos et al., 2000; Rott et al., 2002; Scambos et al., 2003; Shepherd et 

al., 2003; Skvarca and De Angelis, 2003). In addition, some glacial processes are 

further influenced by such detected changes. For instance, glacier tributaries from 

Larsen Ice Shelf A and B, accelerated and thinned after the ice shelves’ 

disintegration (De Angelis and Skvarca, 2003; Rignot et al., 2004; Scambos et al., 

2004). Moreover, Rignot et al. (2005) showed that similar phenomenon also 

occurred subsequent to the disintegration of the Wordie Ice Shelf on the other side 

of the AP. Earlier assessments (Drewry and Morris, 1992; Vaughan, 1992) on the 

contribution of the AP ice masses to sea level rise have been re-evaluated (Rignot 

et al., 2005), and the lather authors concluded that the mass loss is not negligible 

at the present. Indeed, the potential ice loss estimated for this region for the period 

after the break-up of the Larsen B in 2002 is sufficient to raise the sea level by 0.1 

mm year-1 (Rignot et al., 2005). 

Although the exact time response of the above described glaciological processes 

to climate change remains uncertain, it is becoming increasingly apparent that 

variations on relatively short time scale are usual (Rignot and Thomas, 2002). 

However, the lack of consistent systematic observations (e.g., multi-year 

observations covering a statistically representative set of glaciers on the AP) 

generate extensive data gaps (Turner et al., 2002; Alley et al., 2005), which make 

difficult the modelling of further glacial responses to climate change. It is still more 

complicated for the high parts of the glacial systems, where only sporadic 

measurements are made. 

The development of glacier facies (Williams et al., 1991; Ramage and Isacks, 

1998) and fluctuations of ice fronts (Rau et al., 2004; Cook et al., 2005) are also 

affected by local and regional climatic and meteorological settings. Thus, their 

time-dependent variations are considered as particularly sensitive indicators of 

climatic changes (Rau et al., 2001). In addition, several authors demonstrated that 

these parameters can be monitored by using remote sensing data from radar 

(Forster et al., 1996; Partington, 1998; Ramage and Isacks, 1998; Rau and 

Saurer, 1998; Braun et al., 2000; Ramage et al., 2000; Rau et al., 2001; König et 

al., 2001) and optical sensors (Williams et al., 1991; Boresjö-Bronge and Bronge, 

1999; Sidjak and Wheate, 1999; König et al., 2001; Heiskanen et al., 2003). The 

large number of Earth observation programs carried out in the last two decades 
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generated plenty of satellite datasets for the AP. In this context, a major challenge 

is the development of semi-automatic methods for analysing the existing and 

future data.  

 

1.2 Study purpose 

The just above mentioned demand for an automatisation of data processing is the 

starting point for this study. Consequently, its main objective is: 

− the development of methods for semi-automatic extraction of glacier 

parameters (i.e., boundaries between glacier zones and glacier frontal 

position) on the Antarctic Peninsula using multi-temporal and multi-sensor 

remote sensing datasets. 

Based on that, the focus of the work is on:  

− the development of a new methodological approach for analysis of glacier 

parameters using satellite sensor data;  

− the development of algorithms for classifying radar and optical imagery;  

− the implementation of a semi-automatic workflow for processing of multi-

sensor datasets and evaluation of its use in a productive environment;  

− the application of developed methods for analysing a multi-temporal dataset 

available at the IPG; and  

− a preliminary analysis of spatial and temporal variations on glaciers 

parameters of the AP. 

 

1.3 Outline of the thesis 

This thesis is divided in three main parts: 

(1) the conceptual framework consists of chapters 2 and 3. Chapter 2 gives 

background on development of different facies or zones on glaciers. 

Furthermore, this chapter describes the remote sensing and GIS datasets 
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used for developing image analysis methods discussed in further chapters. In 

chapter 3 a new method, the so-called centerline approach, for monitoring 

spatial and temporal changes in the extent of glacier facies and in glacier 

frontal position using satellite imagery is described; 

(2) the development of methods is explained in chapters 4, 5 and 6. Chapter 4 

describes the semi-automatic processing chain developed to extract glacier 

parameters from satellite imagery using the centerline approach, whereas 

details about specific processes used for analyses of SAR and optical data 

are given in chapters 5 and 6 respectively; and 

(3) the potential and applications of the centreline approach are described in 

chapters 7, 8, and 9. In chapter 7 the potential of the developed centerline 

approach and its computational implementation (i.e., IceTools) is discussed. 

Furthermore, there is explained how the processing workflow is prepared for 

additional datasets. Chapter 8 presents a multi-temporal analysis carried out 

using methods developed in this work. The work concludes with the 

perspectives for future work (chapter 9). 
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2 Theory and data 

As mentioned above (chapter 1.2), the present study aims to develop semi-

automatic methods for monitoring spatial and temporal patterns of glacier changes 

on the Antarctic Peninsula (AP) by means of remote sensing techniques. This 

chapter presents the glacier parameters to be monitored and their main 

characteristics. Furthermore, it describes the remote sensing and GIS datasets 

used for developing the methods of data analysis explained in chapters 4, 5, and 

6. 

 

2.1 Time dependent glacier parameters  

The concept of superficial facies or zones on glaciers was first presented by 

Benson (1996) and Müller (1962), and reviewed by Paterson (1994). In this work, 

we use the reviewed concept from Paterson (1994) illustrated by figure 2.1. This 

author described the occurrence of five distinct zones on glaciers: 

(1) dry snow zone; 

(2) percolation zone; 

(3) wet snow zone; 

(4) superimposed ice zone; and 

(5) ablation area. 

As outlined in chapter 1.2, methods are developed in this study for analysing 
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spatial and temporal patterns of glacier changes on the AP by monitoring the 

boundaries between glacier facies or zones (i.e., snow line, transient wet 

snow line, and dry snow line) and their altitudinal changes, as well as variations 

of glacier frontal positions. Because local and regional climatic and 

meteorological settings affect the development of zones on glaciers (Williams et 

al., 1991; Ramage and Isacks, 1998) and fluctuations of their ice fronts (Rau et al., 

2004; Cook et al., 2005), the time-dependent variation of these parameters are 

considered as good indicators of climatic changes (Rau et al., 2001).  

 

Figure 2.1: Classical glacier facies as described by Paterson (1994) and corresponding glacier 
zones as detected by SAR and optical sensors. Modified after Rau et al. (2001). 

 

2.1.1 Dry snow zone 

In the dry snow zone of a glacier, melting is even in summer not present 

(Paterson, 1994). This zone is restricted to areas in the interior of Antarctica and 

Greenland, where the surface air temperature never rises above the melting point. 

As a result, morphological changes in snow structure are dominated by processes 
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of dry snow metamorphism (Colbeck, 1983; Singh and Singh, 2001). Starting 

during the snowfall, snow is compacted under its own weight and further 

metamorphosed under the effect of wind (equitemperature or destructive 

metamorphism; Singh and Singh, 2001). When a temperature gradient exists in 

the snow cover, it is accompanied by a vapour pressure gradient which causes 

mass transport and recrystallization (temperature gradient of constructive 

metamorphism; Singh and Singh, 2001). Small grain sizes are characteristic here, 

excepting when the formation of depth hoar crystals occurs (Partington, 1998). 

The boundary between this zone and the percolation zone is called the dry snow 

line. 

 

2.1.2 Percolation zone 

The percolation zone is characterised by some surface melting (Partington, 1998). 

In events of high energy input, the meltwater in this zone can percolate down 

through the snow before it refreezes. If it occurs in vertical structures like canals, 

ice glands are formed. But when the water reaches an impermeable layer, it flows 

laterally and forms ice layers or lenses when refreezes. Besides this kind of 

structures, the snowpack in this zone is characterized by large grain sizes 

resulting from melt-freeze metamorphism (Colbeck, 1982). The wet snow line 

separates the percolation zone from the wet snow zone. 

 

2.1.3 Wet snow zone 

In this zone, all snow deposited during the previous accumulation season has 

been raised to 0o C by the end of the summer (Paterson, 1994). In addition, some 

meltwater percolates into deeper layers which were deposited in previous years. 

The lower parts of the wet snow zone are separated from the superimposed ice 

zone by the snow line, also called firn line or annual snow line. 
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2.1.4 Superimposed ice zone 

When the refrozen meltwater is so abundant at lower elevations, it can merge ice 

structures like ice layers, lenses and glands, forming a continuous mass of 

superimposed ice zone. This term is restricted to areas where there is an annual 

increment of superimposed ice at the surface. The limit between the superimposed 

ice zone and the ablation area is the equilibrium line. 

 

2.1.5 Ablation area  

This is the area below the equilibrium line (Paterson, 1994). Here, all snow 

deposited during the previous winter has melted by the end of the ablation season 

(Partington, 1998), resulting in an irregular surface of exposed glacier ice. 

However, the presence of some remaining snow and/or firn patches is common in 

this zone. 

 

2.1.6 Boundaries between glacier facies 

Spatial and temporal measurements of glacier mass balance and derivation of 

actual and recent meteorological parameters are of special interest for 

glaciological and climatological research (Rau et al., 2001). As the position of the 

boundaries between glacier facies are variable in time (Paterson, 1994), 

responding to changes in energy and mass balance, they provide information on 

both parameters stated above (Forster et al., 1996): 

(1) changes in the dry snow line altitude indicate singular extreme melt events 

impacting high altitude areas (Rau et al., 2000), when it moves upwards. In 

addition, backscatter modelling (Rau and Braun, 2002) shows that a 

progression downwards would indicate increased accumulation rates; 

(2) the transient wet snow line is often regarded as coinciding with the position 

of the actual 0°C isotherm (Williams et al., 1991; Partington, 1998). 

Furthermore, Vaughan (2006) showed the importance of the surface melting 

on the AP for runoff modelling. Thus, by monitoring the duration of surface 



CHAPTER 2 – THEORY AND DATA  12 

melting it is possible to estimate changes in runoff; and 

(3) the position of the snow line documents the current extension of the ablation 

area, which depends on energy available for melting. Moreover, the snow 

line altitude at the end of the ablation season is considered a proxy to the 

equilibrium line altitude (ELA) (Williams et al., 1991; Engeset and Weydahl, 

1998; Rau et al., 2001; Bardel et al., 2002). Its variations upwards or 

downwards indicate negative or positive mass balance respectively.  

Consequently, the monitoring of borders between glacier facies is of special value 

for the AP, where glacier mass balance measurements are carried out only for a 

few glaciers unevenly distributed along this region, and logistical requirements limit 

the implementation of a dense network of meteorological stations. 

Several authors demonstrate the potential of remote sensing data from radar 

(Jezek et al., 1994; Forster et al., 1996; Albright et al., 1998; Partington, 1998; 

Ramage and Isacks, 1998; Rau and Saurer, 1998; Braun et al., 2000; Ramage et 

al., 2000; Rau et al., 2001; König et al., 2001) and optical sensors (Hall et al., 

1987; Hall et al., 1988; Williams et al., 1991; Bronge and Bronge, 1999; Sidjak and 

Wheate, 1999; König et al., 2001; Heiskanen et al., 2003) to identify distinct zonal 

boundaries within glaciers. The analogous radar glacier zones in figure 2.1 

correspond to the classification scheme proposed by Rau et al. (2001), and the 

optical glacier zones (Figure 2.1) are based on Hall et al. (1988), Williams et al. 

(1991), Sidjak and Wheate (1999), and Heiskanen et al. (2003). Chapters 5.2 and 

6.2 describe the glacier zones as detected by radar and optical sensors 

respectively. 

 

2.1.7 Glacier frontal position 

Spectacular events of disintegration of ice shelves (Vaughan and Doake, 1996; 

Skvarca et al., 1999a; Rott et al., 2002; Rack and Rott, 2004) and a general trend 

of recession from glacier fronts (Rau et al., 2004; Cook et al., 2005) have occurred 

on the AP in the last five decades. Events of ice shelf break-up are directly linked 

to the rising air temperatures (Morris and Vaughan, 2003) and extended melt 

seasons (Scambos et al., 2000). Although variations of glacier frontal positions are 
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also interpreted as responses to the rapid changing climate in the region (Rau et 

al., 2004), the detected glacier retreat do not show simple correlation with 

environmental parameters (e.g., air temperature, sea-ice concentration) recorded 

on this area (Cook et al., 2005). 

Recent studies have shown that the loss of ice shelves at the AP has caused 

acceleration of their tributary glaciers (De Angelis and Skvarca, 2003; Rignot et al., 

2004; Scambos et al., 2004; Rignot et al., 2005), creating locally a high negative 

balance. The removal of floating ice in other areas could increase the imbalance 

and therefore intensify the contribution to sea level rise (Cook et al., 2005). Thus, 

variations of glacier frontal positions on the AP indicate not only areas which are 

responding to climatic changes and consequent effects on accumulation and 

ablation patterns (Rau et al., 2004), but it also shows glaciers which by cumulative 

loss of ice at the fronts can be contributing to an increased drainage of the AP 

(Cook et al., 2005). 

 

2.2 Remote sensing data and sensors platforms 

The large number of Earth observation programs carried out in the last two 

decades generated plenty of satellite datasets for the AP. It was particularly 

supported by special missions (e.g., the Radarsat Antarctic Mapping Project) or 

dedicated ground receiving stations (e.g., the German Antarctic Receiving Station 

(GARS) at the Chilean Antarctic Station Bernardo O'Higgins, AP). Furthermore, 

additional satellite missions are planned within the next two or three years (e.g., 

ALOS, CBERS-2b and 3, Radarsat-2, Cryosat, MAPSAR), and will increase not 

Summary 2.1: 

The development of zones on glaciers and the variations of glacier frontal 

positions are greatly influenced by local and regional climatic and 

meteorological settings. Their variations as response to changes in energy or 

mass balance are considered as good indicators of climatic changes. In this 

investigation, glacier changes are analysed by monitoring: (1) altitudinal 

variations in the limits between glacier facies (i.e., snow line, transient wet 

snow line, and dry snow line); and (2) changes in glacier frontal positions. 
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only the amount of existing data, but also the rate of data acquisition. Due to its 

comprehensive coverage in space and time, the available datasets constitute an 

unique tool for climate research. However,  the systematic investigation of existing 

and future data is not feasible if only analyst-based analyses are considered. In 

this context, a major challenge is 

the development of (semi-)automatic methods for analysing the existing and 

future datasets. 

In this work, a subset of data archived at the IPG is used for the development of 

semi-automatic methods for classification of glacier parameters, and a preliminary 

analysis. Almost all scenes from the IPG archive were acquired for north of 70º S. 

Radar data consist of around 68 images acquired from 1991 to 2005 by the 

sensors ERS-1/2 SAR and Envisat ASAR. Optical data consist of about 59 scenes 

from the sensors Landsat 4/5 TM, Landsat 7 ETM+ and Terra ASTER, acquired in 

the time period 1986 to 2003. 

 

2.2.1 SAR systems – platforms and specifications 

The launch of the first European Remote Sensing satellite (ERS-1) in July 1991, 

followed by the similar ERS-2 and the improved Envisat, started the longest 

record of active microwave data ever acquired. Among a comprehensive set of 

instruments for Earth observation, the ERS-1 carried an Active Microwave 

Instrument (AMI) consisting of a Synthetic Aperture Radar (SAR) sensor and a 

Wind Scatterometer (both in the C-band). The ERS-1 SAR was the first satellite 

sensor to produce high resolution imagery of the Earth’s surface day and night and 

in all weather conditions. A second satellite (ERS-2) was launched in April 1995. 

ERS-2 carries a SAR system similar to the ERS-1 AMI SAR (see table 2.1). Both 

spacecrafts were placed in sun-synchronous polar orbit, enabling the acquisition of 

data on high latitudes. Due to the small storage capacity on board the ERS-1/2, 

SAR data from instruments on board these platforms is only acquired within the 

reception zone of an equipped ground receiving station. The highly dynamic 

climatic and glaciological processes occurring on the AP, and the suitability of 

SAR data for polar studies, generated the need for a receiving station in this area. 
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So, the GARS was installed in the Chilean station O’Higgins at the northern tip of 

the AP (Reiniger and Zimmer, 2000). 

Table 2.1: Main characteristics of the SAR systems on board the platforms ERS-1, ERS-2, 
and Envisat. 

Platform ERS-1 ERS-2 Envisat 

Sensor AMI SAR AMI SAR ASAR 

Launch date Jul. 1991 Apr. 1995 Mar. 2002 

Operation end Mar. 2000
 

still operating still operating 

Bands (wave length) C (5.6 cm) C (5.6 cm) C (5.6 cm) 

Polarisation VV VV 
VV or HH (Image Mode);  
HH/VV, HH/HV or VV/VH 

(Alternating Polarisation Mode) 

Range resolution (m) 26 26 
30 (Image Mode); 

150 (Wide Swath Mode) 

Azimuth resolution (m) 28 28 
30 (Image Mode); 

150 (Wide Swath Mode) 

Number of looks 6 6 4 

Incident angle (
o
) 23

 
23 20-50 

Nominal altitude (km) 785 785 800 

Inclination (
o
) 98.5

 
98.5 98.5 

Repeat cycle (days) 3, 35, 176 35 35 

Swath width (km) 100 100 
100 (Image Mode); 

405 (Wide Swath Mode) 

 

In order to extend the mission of the ERS-1/2 SAR, the Advanced Synthetic 

Aperture Radar (ASAR) sensor was launched in March 2002 on board the 

Envisat satellite. The Envisat is a multi-instruments platform, flying in a sun-

synchronous polar orbit of 800 km altitude. In addition to ERS-1/2 SAR imaging 

capabilities, ASAR was enhanced in terms of polarisation, range of incidence 

angles, coverage, and modes of operation (Table 2.1). However, ASAR 

Alternating Polarisation products acquired on the AP consist of only 12 images at 

all, obtained with the configuration HH/VV (i.e., two co-registered images: a HH-

polarised image, and a VV-polarised image). At C-band, backscatter signatures of 

glacier zones from HH-polarised data are similar to those from data acquired with 

VV polarisation (Rau and Saurer, 1998; Ramage et al., 2000). So, the Alternating 

Polarisation data available for the AP is not appropriated to be used as a new 

dataset for developing and testing automatic methods for glacier monitoring. 
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Figure 2.2: Acquisition geometry of SAR 
data (modified after Henderson and Lewis, 
1998). 

Because of SAR Image Mode data is available for the AP since 1991, this kind of 

data is used in this work. It enables a 15-years record of changes in position of 

boundaries between glacier facies. Nevertheless, the modular structure of the 

developed classification algorithm (see chapter 4) easily enables to adapt the 

processing chain for other acquisition modes (e.g., Wide Swath Mode, Alternating 

Polarisation Mode). In the Image Mode, SAR sensors provide two-dimensional 

images with a spatial resolution of 26 m in range (across track) and between 6 and 

30 m in azimuth (along track), covering a strip of about 100 km in width (Figure 

2.2). Pulses of electromagnetic radiation 

are transmitted and received by the 

antenna of the SAR, which is aligned 

along the satellite's orbit path to direct a 

narrow beam to the right, downwards on 

the Earth's surface. Imagery is built up 

from the time delay and strength of the 

return signals, which depend primarily 

on the roughness and dielectric 

properties of the surface and its range 

from the satellite. More information on 

SAR imaging, processing and 

applications can be found in Ulaby et al. 

(1986) and Henderson and Lewis 

(1998). 

 

2.2.2 Optical scanners – platforms and specifications 

Datasets from imaging sensors in the optical range of the electromagnetic 

spectrum with high-resolution and multispectral capabilities (e.g., Landsat MSS, 

TM, and ETM+; SPOT; Terra ASTER) are available since the launch of the first 

satellite of the Landsat series in 1972. Since then, the Landsat missions form the 

longest-running program for acquisition of imagery of the Earth from space. 

During the last 34 years the sensors were improved but they were kept compatible 

too. Landsat 1-3 (originally called Earth Resources Technology Satellite – ERTS) 
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carried two sensor systems: the Return Beam Vidicon (RBV) and the Multi-

Spectral Scanner (MSS). However, the RBV failed early on the Landsat 1 and 

never came into routine use. The MSS sensor was able to acquire four bands of 

imagery, two in the visible spectrum and two in the near-infrared spectrum, with 80 

m spatial resolution. The Landsat 4 was launched in 1984 carrying besides the old 

MSS, a new instrument called Thematic Mapper (TM). Instrument upgrades 

included improved ground resolution (30 meters) and 3 new bands. With the same 

configuration as Landsat 4, Landsat 5 was launched in 1984 and is still acquiring 

data. In 1993, the Landsat 6 failed to achieve orbit during launch. The last satellite 

of the Landsat series (Landsat 7), was launched in April 1999, carrying an 

Enhanced Thematic Mapper Plus (ETM+) sensor (see table 2.2 and figure 2.3). 

Initially, the Landsat program was developed and maintained by the National 

Aeronautics and Space Administration (NASA). Nowadays, it is supported and 

coordinated by the United States Geological Survey (USGS) in cooperation with 

the NASA. 

The TM and ETM+ sensors are multi-spectral, nadir-viewing sensors, scanning the 

Earth’s surface by oscillating a mirror perpendicularly to the flight direction (across 

track) (Figure 2.4). The incoming reflected or emitted radiation passes through a 

telescope and hits the focal planes holding detectors, which sense the intensity of 

the radiation received by the sensor and convert into 256 discrete levels (digital 

numbers). 

 

Figure 2.3: Spectral bands of the sensors Landsat ETM+ and ASTER along the electromagnetic 
spectrum (JPL, 2006). The rectangular boxes indicate the sensor channels (black: Landsat ETM+, 
red: ASTER). 
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Figure 2.4: a) Imaging principles of across-track (Landsat TM and ETM+) and b) along-
track scanners (Terra ASTER) (CCRS, 2006). 

Complementing the Landsat program, the Advanced Spaceborn Thermal Emission 

and Reflection Radiometer (ASTER) is a multi-spectral sensor on board the 

satellite Terra, launched in December 1999. This spacecraft is part of a series of 

multi-instruments satellites forming NASA’s Earth Observation System (EOS). The 

sensor ASTER was developed in a cooperation of Japan’s Ministry of Economy 

Trade and Industry and NASA. It consists of three subsystems (the visible and 

near infrared - VNIR; the short-wave infrared - SWIR; and the thermal infrared - 

TIR), scanning the Earth’s surface during the satellite motion (along track) (Figure 

2.4). ASTER products result in 60 x 60 km images, with spatial resolution between 

15 and 60 m (see table 2.2 and figure 2.3). Contrasting with the sensors on board 

the Landsat satellites which acquire data during all the time, the ASTER sensor 

works only upon user request. 

Optical data used in this study consist of systematically corrected imagery (i.e., 

Landsat TM/ETM+ level 1G and Terra ASTER level 1B). It includes both 

radiometric and geometric correction. Image data is provided in rescaled digital 

number (DN) values; noise, interference, banding, artefacts, and other spectral 

anomalies are corrected. Furthermore, the scene is rotated, aligned, and projected 

to Universal Transverse Mercator (UTM). Geometric accuracy of systematically 

corrected product is within 250 or 150 m in case of TM/ETM+ or ASTER data 

respectively (JPL, 2001; NASA, 2006). The sun-synchronous orbits of the Landsat 

and Terra platforms ensure that the satellite always passes over a point at the 

same local time, minimizing the variations in solar illumination. More information 

on Terra and Landsat programs can be found in JPL (2001), Abrams et al. (2002), 

and NASA (2006). 
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Table 2.2: Main characteristics of the Landsat 4 and 5 TM, 7 ETM+, and Terra ASTER sensors. 

Platform Landsat 4 Landsat 5 Landsat 7 Terra 

Sensor TM TM ETM+ ASTER 

Launch date Jul. 1982 Mar. 1984 Apr. 1999 Dec. 1999 

Operation end Aug. 1993
1 

still operating still operating still operating 

Bands  

(wave length in µm) 

1 (0.45-0.52) 

2 (0.52-0.60) 

3 (0.63-0.69) 

4 (0.76-0.90) 

5 (1.55-1.75) 

6 (10.4-12.5) 

7 (2.08-2.35) 

1 (0.45-0.52) 

2 (0.52-0.60) 

3 (0.63-0.69) 

4 (0.76-0.90) 

5 (1.55-1.75) 

6 (10.4-12.5) 

7 (2.08-2.35) 

1 (0.45-0.52) 

2 (0.53-0.61) 

3 (0.63-0.69) 

4 (0.78-0.90) 

5 (1.55-1.75) 

6 (10.4-12.5) 

7 (2.09-2.35) 

8 (0.52-0.90) 

1 (0.52-0.60) 

2 (0.63-0.69) 

3 (0.76-0.86) 

4 (1.60-1.70) 

5 (2.145-2.185) 

6 (2.185-2.225) 

7 (2.235-2.285) 

8 (2.295-2.365) 

9 (2.260-2.430) 

10 (8.125-8.475) 

11 (8.475-8.825) 

12 (8.925-9.275) 

13 (10.25-10.95) 

14 (10.95-11.65) 

Ground resolution 
(m) 

VIR 30 

TIR 120 

VIR 30 

TIR 120 

PAN 15 

VIR 30 

TIR 60 

VNIR 15 

SWIR 30 

TIR 90 

Dynamic range (bits) 8 8 8 
VNIR 8 

SWIR 8 

TIR 12 

Repeat cycle (days) 16 16 16 16 

Altitude (km) 705 705 705 705 

Swath width (km) 185 185 185 60 

Cross track Pointing 
(degrees) 

0 0 0 
VNIR ± 24 

SWIR ± 8.55 

TIR ± 8.55 
1
TM data transmission failed. 

 

Summary 2.2: 

Resulting from several Earth observation programs carried out in the last two 

decades, a huge amount of data is available for the Antarctic Peninsula. 

Furthermore, additional satellite missions are scheduled to be operational 

within the next two or three years, and will increase not only the amount of 

existing data, but also the rate of data acquisition. Due to its comprehensive 

coverage in space and time, the available datasets constitute an unique tool 

for climate research. However, the systematic investigation of existing and 

future data is not feasible if only analyst-based analyses are considered. In 

this context, a major challenge is the development of automatic methods for 

analysing the existing and future datasets. 
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Figure 2.5: Landsat TM mosaic of the Geoscientific 
Information System Antarctica (Bennat et al., 1998). It 
comprises more than 40 Landsat TM scenes acquired 
in the period 1986 to 1990, and is used as spatial 
reference for several international projects. 

2.3 Value added remote sensing data 

2.3.1 Geospatial reference data 

To provide a common spatial reference for both SAR and optical datasets, and to 

ensure the compatibility of the resulting analyses data with the international project 

Global Land Ice Measurements from Space (GLIMS, http://www.glims.org) (see 

chapter 2.3.3), the UTM-projected version of the Landsat TM mosaic from the 

Geoscientific Information System Antarctica (GIA; Bennat et al., 1998) was 

chosen. The mosaic of the AP comprises more than 40 Landsat TM scenes 

acquired in the period 1986 to 1990. The GIA Landsat TM mosaic (Figure 2.5) 

has a spatial resolution of 30 m, with a given high spatial accuracy (standard 

deviation of ± 75 m in northing and easting). 

In the processing chain of the GLIMS Regional Center (RC) Antarctic Peninsula, 

satellite imagery is projected to 

UTM, datum World Geodetic 

System 84 (WGS84). So, they 

generated a common geospatial 

reference by rigorously re-

projecting the original files of the 

GIA Landsat TM mosaic from 

the original projection (Lambert 

Conformal Conic) to UTM 

(WGS84 datum). In order to 

standardise the pre-processing 

steps used in this work with the 

activities of the GLIMS RC 

Antarctic Peninsula, images 

used as input for image 

classification (chapters 5 and 6) 

are co-registered to the UTM-

projected GIA Landsat mosaic. 

Furthermore, it enables the 
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Figure 2.6: Shaded relief image of the RAMP DEM for 
the Antarctic Peninsula north of 70

o
 S. This DEM was 

generated from various datasets with the objective of 
orthorectifying Radarsat images used in RAMP. 

compatibility with the SCAR Antarctic Digital Database (ADD, 

http://www.add.scar.org/) and the ‘Coastal-Change and Glaciological Maps of the 

Antarctic Peninsula’ which are actually in preparation by the USGS and British 

Antarctic Survey (BAS) (USGS Fact Sheet FS-017-02; http://pubs.usgs.gov/ 

fs/fs17-02/). 

 

2.3.2 Topographic data 

Digital elevation data was used from the Radarsat Antarctic Mapping Project 

(RAMP) Digital Elevation Model (DEM) version 2 (Liu et al., 2001). The RAMP 

DEM was created from various datasets with the objective of orthorectifying 

Radarsat images used in RAMP (Liu et al., 1999; Liu et al., 2001). At the AP, data 

from the Antarctic Digital Database (ADD) and ERS altimetry were used on land 

and ice shelves respectively. It resulted in a product with a spatial resolution of 

200 m (Figure 2.6), having a root 

mean square error (RMSE) of ± 

1 pixel (200 m) of positional 

accuracy and 100-130 m of 

vertical accuracy on rough 

terrain and 2 m on ice shelves 

(Liu et al., 1999). 

Furthermore, DEM with better 

spatial resolution (15 m), as well 

as positional (15 m) and vertical 

accuracies (60 m RMSE on 

rough terrain and 15 m on 

smooth terrain) can be 

generated from Terra ASTER 

scenes (Kääb et al., 2003). 

However, the incomplete 

coverage of cloud-free scenes 

on the AP (R. Jaña, personal 
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communication, 2006) is the major restriction to the use of ASTER DEMs as 

standard digital elevation reference for this study. 

In order to standardise the pre-processing of satellite images in this work with the 

activities of the GLIMS RC Antarctic Peninsula, the RAMP DEM was re-projected 

from the original Polar Stereographic projection to UTM (WGS84). For that, the 

original pixel size was resampled to 100 m by using bilinear interpolation. 

 

2.3.3 Glacier data 

Within the project Global Land Ice Measurements from Space (GLIMS), a global 

set of glaciological data is collected and available for further investigations. GLIMS 

objective is to monitor glaciers on the Earth using primarily satellite data. For the 

AP, the Regional Centre (RC) located at the IPG supplies data on 950 glaciers. It 

forms the Antarctic Peninsula glacier inventory. Each glacier is represented in 

the geospatial format as a point feature (with known X and Y coordinates) related 

to attributes holding glacier static information (e.g., glacier name; identifier code) 

and  parameters used to characterise the morphological shape of glaciers (Table 

2.3). Rau et al. (2005) describe the glacier parameters used in the GLIMS RC 

Antarctic Peninsula. The GLIMS based morphological classification was done 

using satellite imagery, ground truth data, and expertise from several research 

groups working under the coordination of the RC Antarctic Peninsula. 

The glacier data used in this work consists of a subset (560) of glaciers selected 

from the AP glacier inventory for the area north of 70º S. The selection of a subset 

of glaciers was required because almost all scenes from the IPG satellite data 

archive were acquired for north of 70º S. However, soon as the satellite data 

archived in international data centres becomes available, the developed methods 

can be easily expanded for remaining glaciers. 
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Table 2.3: Parameters used by the GLIMS project to characterise the morphological shape of 
glaciers (Rau et al., 2005). 

GLIMS 

code 

Primary 

classification 
Form 

Frontal 

characteristic 

Longitudinal 

profile 

Major 

source of 

nourishment 

Activity 

of tongue 

Moraine 

code 1 

Moraine 

code 2 

Debris 

coverage 

of tongue 

0 
Uncertain or 

miscellaneous 
Uncertain or 

miscellaneous 
Normal or 

miscellaneous 
Uncertain or 

miscellaneous
Unknown Uncertain No moraines No moraines Uncertain 

1 
Continental ice 

sheet 
Compound 

basins 
Piedmont Even, regular 

Snow / Drift 
snow 

Marked 
retreat 

Terminal 
moraines 

Terminal 
moraines 

Debris free 

2 Ice - field 
Compound 

basin 
Expanded Hanging Avalanche 

Slight 
retreat 

Lateral and/or 
medial 

moraine 

Lateral and/or 
medial 

moraine 

Partly debris 
covered 

3 Ice cap Simple basin Lobed Cascading 
Superimposed 

ice 
Stationary Push moraine Push moraine 

Mostly debris 
covered 

4 Outlet glacier Cirque Calving Ice-fall  
Slight 

advance 
Combination 

of 1 and 2 
Combination 

of 1 and 2 

Completely 
debris 

covered 

5 Valley glacier Niche 
Coalescing, non 

contributing 
Interrupted  

Marked 
advance 

Combination 
of 1 and 3 

Combination 
of 1 and 3 

 

6 
Mountain 
Glacier 

Crater    
Possible 

surge 
Combination 

of 2 and 3 
Combination 

of 2 and 3 
 

7 
Glacieret and 

snowfield 
Ice apron    

Known 
surge 

Combination 
of 1, 2 and 3 

Combination 
of 1, 2 and 3 

 

8 Ice shelf Group    Oscillating 
Debris, 

uncertain if 
morainic 

Debris, 
uncertain if 
morainic 

 

9 Rock glacier Remnant     
Moraines, 

type uncertain 
or not listed 

Moraines, 
type uncertain 

or not listed 
 

10 Ice stream  
Calving & 
Piedmont 

      

11   
Calving & 
Expanded 

      

12   Calving & Lobed       

13   
Ice shelf 

nourishing 
      

14   Floating       

15   
Terrestrial 

calving 
      

16   
Terrestrial 

calving 
      

 

 

2.3.4 The Antarctic Peninsula glacier database 

To record and manage results from satellite image analyses and to administer 

metadata describing such analyses, a relational glacier database was 

implemented. The relational database design (Figure 2.7) is compatible with the 

GLIMS data transfer standards (Raup and Khalsa, 2003) and was developed 

using free and open source software (i.e., the relational database system 

PostgreSQL installed with the geospatial extension PostGIS). The semantics (e.g., 

data type, geospatial data model) are compliant with the GLIMS data dictionary 

and the SCAR Feature Catalogue. It enables full compatibility with the GLIMS 

central database and the emerging Antarctic Spatial Data Infrastructure (AntSDI). 
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Furthermore, the relational structure of the database facilitates the record of 

additional cryospheric data resulting from further projects. For example, data from 

the Antarctic Peninsula glacier inventory described in chapter 2.3.3 was 

incorporated to the Antarctic Peninsula glacier database (AntPenDB), facilitating 

the data management at the GLIMS RC Antarctic Peninsula. Currently, the 

AntPenDB is composed of 11 tables: 

• the table glacier_static holds time-independent glacier information, like 

glacier name, parent ice mass, the GLIMS glacier identifier (ID) and the local 

glacier ID as attributed for each glacier and used to relate glaciers to 

complementary data (e.g., glacier centerlines, input data for image 

classification) or data derived from analyses. Spatial features of type point 

represent the geographic location of the glaciers; 

• the data recorded in the table analysis describe the processing applied to 

images in order to derive glacier dynamic parameters for the GLIMS project 

or the type of analysis used to extract the limits between glacier zones (this 

work). Furthermore, it relates results of analyses to the corresponding 

analysed images; 

• the ancillary table stores metadata about supporting information used for 

analysis (e.g., scientific papers, additional raster datasets, meteorological 

data, ground truth data); 

• the glacier_dynamic contains time-dependent glacier information resulting 

from GLIMS analyses. It consists of morphological information (see table 2.3; 

Rau et al., 2005) and measured attributes of glaciers, including its outline, 

speed, etc., which can be represented as polygons, lines or points; 

• images holds general metadata of the analysed imagery. Image footprints 

are stored as polygons; 

• the cenline stores glacier centerlines (vector lines) as digitised for each 

glacier studied in this work. The glacier centerlines are analyst-interpreted 

lines that approximately follows the main flow line of glaciers and constitute a 

key parameter for the method developed in this work; 

• as support to image analyses (chapters 4, 5 and 6), a version of centerlines 
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converted to points is stored in two tables: cenline_point15 and 

cenline_point30. The points are plotted each 15 and 30 m respectively. A 

special field (point_seq) holds the number of each point in sequence along 

the glacier centerlines, from glacier fronts to ice divisors; 

• the sar_thresholds contains thresholds in altitude used as input to SAR 

classifier algorithms (see chapter 5.5), and to validate classification results; 

• a list of glaciers which can be classified by images from a specific sensor, 

acquired in a defined frame/track (SAR data) or path/row (optical images) is 

stored in the table img_glaciers. Furthermore, this table holds information on 

the possible type of analysis (i.e., complete analysis, glacier front only, and 

glacier zones only); 

• the glacier_zones table holds classes of glacier facies as extracted from 

classified images using points from the table cenline_point30; and 

• final results in the form of points representing boundaries between glacier 

zones along the centerlines are stored in the table glacier_zones_limits. 

Each point is related to an analysis and has information on the type of the 

boundary (i.e., glacier front, snow line, wet snow line, dry snow line) and 

altitude of the point as extracted from RAMP DEM. 

Web access interfaces were developed both for human interaction and for 

machine to machine communication. A browser-based interface allows users to 

query the glacier data base using text search or through interactive maps. The 

machine-to-machine accessibility is based on open web services implementing 

Open GIS Consortium (OGC) specifications and relevant ISO TC211 standards. 

Querying and retrieving spatial features and their attributes through an OGC Web 

Feature Service (WFS) interface for example enables interoperability with other 

OGC compliant applications such as GIS packages or spatially enabled data 

mining tools at the feature level. 



CHAPTER 2 – THEORY AND DATA  26 

 F
ig

u
re

 2
.7

: 
E

n
ti
ty

 r
e
la

ti
o
n
 d

ia
g
ra

m
 o

f 
th

e
 A

n
ta

rc
ti
c
 P

e
n
in

s
u
la

 G
la

c
ie

r 
D

a
ta

b
a
s
e

. 
B

o
x
e
s
 c

o
rr

e
s
p
o
n

d
 t

o
 t

a
b
le

s
 a

n
d

 i
ts

 f
ie

ld
s
, 

a
n
d

 l
in

e
s
 c

o
n
n
e
c
ti
n

g
 t

a
b
le

s
 

re
p
re

s
e
n

t 
ta

b
le

 r
e
la

ti
o
n
s
h
ip

s
. 
T

h
e

 r
e
la

ti
o

n
a
l 
s
tr

u
c
tu

re
 o

f 
th

e
 d

a
ta

b
a
s
e
 f
a
c
ili

ta
te

s
 t
h
e

 r
e
c
o

rd
 o

f 
a
d

d
it
io

n
a
l 
c
ry

o
s
p
h
e

ri
c
 d

a
ta

 r
e

s
u
lt
in

g
 f
ro

m
 f
u
rt

h
e
r 

p
ro

je
c
ts

. 



27 

 

 

 

3 The centerline approach 

As outlined in chapter 2.1, distinct facies or zones are observed on glaciers. The 

development of these glacier facies are influenced by local and regional climatic 

and meteorological settings (Williams et al., 1991; Ramage and Isacks, 1998). 

Therefore, their time-depending variations are considered as good indicators of 

climatic changes (Rau et al., 2001). The present chapter describes a new method 

for monitoring spatial and temporal changes in the extent of glacier facies and in 

glacier frontal position using satellite imagery. 

 

3.1 Method overview 

Current glaciological studies on the Antarctic Peninsula (AP) are based on a few 

glaciers unevenly distributed along this region. Nevertheless, as stated in chapter 

2.2, a huge amount of satellite data is available for the peninsula and would 

enable the study of many glaciers with reduced logistics costs. To allow the 

processing of such satellite datasets and the monitoring of a representative set of 

glaciers in a regional context for the AP, automatic procedures for image analysis 

are required. Hereby, glacier variations can be analysed by using groups of 

glaciers selected for different regions of the peninsula (see chapter 8), while 

changes detected for one glacier alone are not considered representative. 

The analysis of complete glacier catchments in an automatic workflow is 

complicated by geometric distortions and the topographic effects of snow and ice 
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reflectance and backscattering. In addition, such level of detail is not essential for 

regional studies. Therefore, the simplification of the current methodology based on 

analyses of entire glacier surfaces is required. In this work, the classification of 

remotely sensed data is proposed to be limited to a small area along the glaciers 

centerline (Figure 3.1). A glacier’s centerline is the analyst-interpreted line that 

approximately follows the main flow line of the glacier (Figure 3.1 and Chapter 

3.3). Proposed by Saurer and Goßmann (2002), the so-called centerline 

approach consists of using the glacier centerline to select a 600 m wide buffer 

zone (centerline image) which is used for image analyses. The width of the 

centerline images (600 m) was defined so as to include enough neighbours for 

each pixel along the centerline, which enable filtering processes and multispectral 

classification. In a further step, the centerlines are used to extract the classes 

(glacier facies) from the raster file. The extent of the glacier facies along the 

centerline can be regarded as representative for the glaciers and are incorporated 

in the AP glacier database (see chapters 4, 5 and 6). 

 

Figure 3.1: Subset of an ERS-2 SAR image acquired on 23 February 2000 
(orbit: 25328, frame: 4941) showing the glacier centerline (white line), the area 
used for image analysis in the centerline approach (red polygon), and the 
position of boundaries between glacier facies along the glacier centerline (black 
points). 
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3.2 Facilitation of classification process 

Some characteristics inherent to SAR and optical imagery cause problems when 

processing data acquired on glaciers. For example, geometric displacements 

caused by terrain relief are difficult to be corrected without a high-resolution DEM 

(Kwok et al., 1987). Furthermore, the radiometric information is affected by pixel 

saturation, shadowed illumination (Sidjak and Wheate, 1999), and anisotropic 

reflectance of snow surfaces (Dozier and Painter, 2004). By segmenting the 

images to be analysed, the centerline approach minimises many of these 

problems. 

 

3.2.1 SAR data 

SAR images have characteristic relief displacements (Figure 3.2a, see Lewis and 

Henderson (1998) or Lillesand and Kiefer (2000) for a comprehensive description 

about SAR geometry and inherent distortions) which causes problems to occur 

during the interpretation and classification of the data. These relief-introduced 

geometric distortions are grave in areas with rough topography, like the AP, where 

typical images look similar to figure 3.2a. Hence, the use of SAR images without 

terrain correction limits the integration of this data with other kinds of geospatial 

information (e.g., vector data, optical imagery). 

To correct for relief displacements, a DEM containing a spatial resolution and 

accuracy compatible with terrain features is necessary (Kwok et al., 1987). As 

stated in chapter 2.3.2, a high resolution DEM is not available to be used in a 

productive workflow of orthorectifying SAR images on the AP. By using the RAMP 

DEM, the results are not satisfactory if we consider the whole glacier catchment 

area. Figure 3.2b depicts remaining distortions at the north and south divisors of 

the Victory Glacier. However, considering the glaciers selected for analysis 

(chapter 3.3), the terrain slope along the centerline is normally smooth (less than 

10 degrees, Figure 3.2c). An exception is the stepped transition between the 

plateau and glacier valleys. Thus, using the centerline of images to analyse 
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altitudinal changes of boundaries between glacier facies, high positional errors 

resulting from the use of RAMP DEM are restricted to areas where the plateau 

breaks down to the glaciers (see chapter 5.3.3). 

 

Figure 3.2: Subset of an ERS-2 SAR image acquired on 18 January 2002 (orbit: 35271, frame: 
5877). a) Examples of relief displacements occurring in SAR data due to the rough topography of 
the Antarctic Peninsula. b) Image subset orthorectified using the RAMP DEM. The red line are 
boundaries of the Victory Glacier, the blue lines are contour lines at intervals of 100 m, and the 
green line is the glacier centerline. The flow direction is from A to B. c) Profiles of altitude and slope 
along the glacier centerline shown in b. 

Besides dependence on sensor parameters and sensor-target geometry, the 

backscatter signal recorded on glaciers and ice sheets depends on snowpack 

parameters (e.g., liquid water contend, snow density, stratigraphy, grain size, and 
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surface roughness) (Foster et al., 1996; Ramage and Isacks, 1998). As the 

backscatter values of dry snow and frozen percolation radar zones are resulting 

from volume scattering (Fahnestock et al., 1993), small changes in terrain slope 

and aspect along the centerlines will not affect the classification of these zones. 

The adjacent wet snow radar zone and bare ice radar zone, whose thresholds in 

backscatter values are relatively near (Figure 2.1), will profit from the restriction of 

the analysis to areas with smooth slopes near the centerline. 

 

3.2.2 Optical data 

Geometric distortions in optical images are dependent on the distance to the nadir 

line and altitudinal variations. Seidel and Martinec (2004) showed a good 

numerical example of horizontal displacements in a Landsat TM scene covering 

an area with altitudinal gradient of about 3000 m. According to the authors, the 

highest root mean square error (RMSE) values range between 176-252 m and are 

found in areas of high topographic variation which occur mainly near the borders 

of the scene (distant from the nadir line at the centre of the image). On the AP 

north of 70º S, the highest areas on the plateau are lower than 2500 m a.s.l., with 

exception of some peaks in northern Palmer Land (Figure 1.1). So, expected 

positional errors by not considering topographic effects on optical imagery are 

about 1 pixel of the RAMP DEM (200 m) in the worst cases. Furthermore, by 

limiting the analysis to the central area of the glaciers, terrain distortions on ridges 

and peaks are eliminated. 

The radiation reflected by glacier surfaces and detected at satellite level is strongly 

affected by the sun-surface-satellite geometry (Dozier and Painter, 2004). Figure 

3.3a depict two main effects resulting from the terrain influence: (1) saturation; and 

(2) shadowed illumination. Saturation and high values of reflectance (Figure 3.3a, 

red arrows) are detected on sun-oriented surfaces with steep slopes, due to the 

forward component of the anisotropic reflectance on snow surfaces (Dozier and 

Painter, 2004). Shadowed illumination are characteristics from surfaces without 

direct solar illumination (Figure 3.3a, blue arrows), and is considered a challenge 

in the classification of glacier surfaces (Sidjak and Wheate, 1999; Heiskanen et al., 
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2003). Painter and Dozier (2004) showed that the variability in the hemispherical-

directional reflectance factor (HDRF) for near-nadir sensors is negligible. As 

Landsat TM and ETM+ are nadir viewing sensors, and Terra ASTER data is 

operationally acquired within an angular range of ± 10° from nadir (Terra ASTER 

has an off-nadir scan of ± 24°), we are able to neglect the anisotropic reflectance 

by analysing areas with smooth slopes near the centerline. 

Simply by using the centerline image, many areas affected by topographic effects 

are not considered in the analysis (Figure 3.3b). Figure 3.3c-d show products from 

unsupervised classification (ISODATA algorithm, 6 classes) performed on the 

image subsets depicted in figure 3.3a-b respectively. Two classes correspond 

directly to the bare ice and dry snow zones, whereas the last one represents the 

freshly-fallen and slightly-metamorphosed snow. As found by Williams et al. 

(1991), the wet snow zone was further classified as two distinct zones (Figure 

3.3.c-d): (1) a zone of snow supposed to be saturated with water (slush zone); and 

(2) snow highly metamorphosed by melting and refreezing cycles. Some pixels of 

the bare ice zone were misclassified as rock using the whole glacier basin, but 

accurately classified as bare ice with the centerline image. Areas affected by the 

topography or classification errors correspond to 26.18% of the glacier basin in 

figure 3.3c, while it corresponds to only 9.12% of the centerline image in figure 

3.3d. 
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Figure 3.3: Subsets of the Landsat ETM+ scene acquired on 21 February 2000 (path: 216, row: 
105, sun elevation angle: 26.4º, solar azimuth: 56.5º) and respective products of unsupervised 
classification. a) Subset of the ETM+ scene covering the whole Victory Glacier, the green line is 
the glacier centerline, b) Subset of the ETM+ image covering a buffer area of 300 m around the 
glacier centerline on Victory Glacier, c) and d) Products of unsupervised ISODATA classification 
applied on a and b respectively. The red arrows show areas of pixel saturation resulting from 
topographic effects (a and b), and misclassification due to topographic effects on snow 
reflectance (c and d); the blue arrows show areas shadowed (a) and misclassified (c) because 
of topographic effects; and the magenta arrow shows some pixels of the bare ice zone 
misclassified as rock. 

Besides visual interpretation and simple statistical measures, scatter diagrams 

(Figure 3.4a-b) yield a two-dimensional representation of the spectral classes. The 

scatter diagram of the centerline image (Figure 3.4b) shows better delimitation 

among classes in comparison with the diagram generated from the whole basin 

area (Figure 3.4a). It indicates the reduction of pixels located on the boundaries or 

in overlapping regions between classes. 
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Figure 3.4: Scatter diagrams showing the delineation of spectral classes using the red and near 
infrared bands of the images depicted in figure 3.3a-b. a and b correspond to 3.3a and 3.3b 
respectively. Hot colours represent higher concentration of pixels. The clusters of pixels with low 
values of reflectance correspond to different classes in each diagram. It occurs because the 
centerline approach exclude rock outcrops from the analyses, but to detect changes in glacier 
frontal positions, this approach analyses areas beyond glacier fronts. 

 

3.3 Digitalisation of glacier centerlines 

As stated in chapters 2.2 and 2.3.3, the ice masses selected initially for analyses 

consist of 560 glaciers located north of 70oS. However, due to relief displacements 

caused in satellite images by the rough topography of the AP, it is not possible to 

monitor superficial zones in the complete population (i.e., all 560 glaciers). To 

define the glaciers for investigation, the selection was made based on practicality 

of analysis. Therefore, glaciers were selected when they are wide enough so as to 

avoid layover effects or shadows occurring in SAR and optical data respectively. A 

spatially representative sample of 240 glaciers resulted from this process (Figure 

3.5). It corresponds to 42.86% of the glaciers catalogued on the Antarctica 

Peninsula north of 70ºS. 
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Figure 3.5: Glaciers selected for analysis (240 at total). The red circles correspond to 
glaciers as represented in the Antarctic Peninsula glacier inventory. Note the good spatial 
distribution of the sample along the Antarctic Peninsula north of 70º S. 

Using the GIA Landsat TM mosaic and contour lines derived from RAMP DEM, 

glacier centerlines were digitised for each selected glacier. As stated in chapter 

3.1: 

a glacier’s centerline is the analyst-interpreted line that approximately follows 

the main flow line of the glacier. 
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Therefore, the centerlines position was determined by choosing a glacier-flow line 

located approximately at the centre of each glacier (see figures 3.1, 3.2b, and 3.6). 

In order to use vector topology in the classification algorithms, the lines were 

always digitised in the same direction, inverse to the glacier flow (Figure 3.6). To 

store the glacier centerlines in the AP database, a table called cenline was 

created. 

 

Figure 3.6: Subset of the GIA Landsat TM mosaic (Landsat TM original 
scene acquired on 1st March 1986) with contour lines (blue lines) derived 
from RAMP DEM at intervals of 100 m. It corresponds to the settings 
used for digitalisation of the glacier centerlines. The green line is the 
glacier centerline of Victory Glacier.  
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3.4 Advantages and limitations of the centerline 

approach 

The use of the GIA Landsat TM mosaic as base for digitalisation of the glacier 

centerlines contribute to include the maximum extension of the glaciers in study 

during the last two decades. It is ensured by the fact that the oldest images to be 

analysed correspond to GIA’s original scenes and the AP had a general pattern of 

glacier-front retreat in the time period considered (Rau et al., 2004; Cook et al., 

2005). Although the digitalisation of the glacier centerlines was strongly depending 

on the analyst, as analyses for each glacier are always realized on the same 

centerline, any change detected will be related to the same reference. 

By reducing the glacier area to be analysed to areas along the centerlines, we 

minimised the need of a high resolution DEM for orthorectification of SAR and 

optical data, and contributed to reduce topographic effects on glacier reflectance. 

It facilitates pre-processing and analysis of not only the multi-temporal image 

database available for this study, but also additional datasets archived at 

international data centres and those which will be acquired in the future. 

On the other hand, due to relief-introduced geometric distortions on SAR and 

optical images, glaciers flowing through narrow valleys (up to1000 m wide) will not 

be analysed. It corresponds to almost 57% of the glaciers catalogued on the 

Antarctica Peninsula north of 70º S, and could mask or bias the statistical analysis 

to be carried out. 

Glacier facies resulting from analyses of centerline images will consist of 

documented digital data to be incorporated in the AP glacier database. 

Nevertheless, these products correspond only to a small area along glacier 

centerlines, and do not meet the initial requirements of international projects of 

glacier inventorying and monitoring (e.g., the GLIMS project) based on analyses of 

complete catchment areas. 
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3.5 Selection of glaciers for validation of 

classification algorithms 

The evaluation and development of algorithms for automatic classification of 

glaciers zones does not require all 240 glaciers selected for analysis. A sub-

sample is sufficient if it represents the data variability of the main sample. So, in 

order to select a set of representative glaciers, it was decided on a stratified 

sampling. In this kind of sampling, the glaciers in study are divided into 

homogenous groups, before simple random sampling (Tryfos, 1996). It ensures 

the representation of each stratum in the sample, and reduces sampling variation 

due to possible dominance of some strata in the sample. The strata were based 

on geographic localisation and GLIMS glacier classification parameters (i.e.; 

frontal characteristics and longitudinal profile) stored in the AP glacier inventory 

(Table 2.3; Rau et al., 2005). The steps were as follows:  

(1) the AP was divided in eastern and western sides;  

(2) a coarse filter was applied to define strata. For this, matrixes of glacier frontal 

characteristics and longitudinal profiling (Table 3.1) were used. 

(3) glaciers were divided into 18 strata, 9 strata on each side of the AP. Table 

3.2 shows the strata defined and the number of glaciers for each strata; 

Table 3.1: Example of coarse filter (matrix) applied to define strata for stratified sampling. 
Each glacier was classified according to its frontal characteristic and longitudinal profiling. 
Only morphological classes with glaciers are represented here. For an overview about the 
GLIMS parameters to characterise morphological shape of glaciers see table 2.3. 

Longitudinal profile 

West Antarctic Peninsula 
Uncertain or 

miscellaneous 
Even, regular Cascading Interrupted 

Normal or 
miscellaneous 

1 1 0 0 

Piedmont 0 2 0 0 

Calving 0 15 23 3 

Calving and Piedmont 0 1 0 0 

Calving and Expanded 0 8 7 2 

Calving and Lobed 0 2 2 2 

Ice shelf nourishing 0 2 2 0 F
ro

n
ta

l 
c
h

a
ra

c
te

ri
s

ti
c

 

Floating 0 30 44 11 
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Table 3.2: Final strata defined by using geographic localisation, glacier frontal characteristics and 
longitudinal profiling. The number of samples for each stratum was calculated proportionally to the 
size of the sub-sample. 

West Antarctic Peninsula East Antarctic Peninsula 

Strata Number of 
glaciers 

Samples 
per stratum 

Number of 
glaciers 

Samples 
per stratum 

Calving + Even, regular 15 3 5 1 

Calving + Cascading 23 5 5 1 

Calving + Interrupted 3 1 0 0 

Calving and Lobed + Even, regular 0 0 3 1 

Calving and Expanded + Even, regular 8 2 0 0 

Calving and Expanded + Cascading 7 2 0 0 

Ice shelf nourishing + Even, regular 0 0 15 3 

Ice shelf nourishing + Cascading 0 0 27 6 

Floating + Even, regular 30 7 8 2 

Floating + Cascading 44 10 10 2 

Floating + Interrupted 11 2 5 1 

Others 17 4 4 1 

  

(4) the size of the sub-sample was defined by using the formula (Tryfos, 1996): 

)1()1(

)1(
2

PPDN

PNP
n

−+−

−
=  (1) 

where n is the sub-sample size, N the population, P is the proportion of 

glaciers estimated to be classified precisely, 1 – P is the proportion of 

glaciers estimated to be misclassified, D is c divided by Z, c is the confidence 

level, and Z is the Z value for the confidence level required. For example, 

supposing the algorithm classifies accurately 90% of the sub-samples, and 

the confidence level and confidence interval are defined as 90% and ± 6% 

respectively. Thus, the size of the sub-sample is 54 glaciers;  

(5) using proportionate allocation, a sampling fraction in each of the strata was 

calculated. It is proportional to that of the total population. For this, the 

following equation was used: 

ii
Ns

N

n
ns =   (2) 

where nsi is the number of sub-samples per stratum i, and Nsi is the number 

of glaciers in each stratum (Table 3.3); and 
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(6) finally, the calculated amount of glaciers was selected inside each stratum by 

using simple random sampling. Figure 3.7 shows the glaciers selected to test 

and validate algorithms of image classification. 

 

Figure 3.7: Centerlines digitised on the 240 glaciers selected for this study. Red 
centerlines represent a sub-sample of glaciers (22.5%) selected for validation of 
algorithms for classification of glacier facies. The length of the centerlines corresponds to 
the maximum extent of the glaciers during the time period of analysis. 
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 Summary 3: 

Chapter 3 describes a new method for monitoring spatial and temporal 

changes in glacier parameters using satellite imagery. The centerline 

approach facilitates the pre-processing and classification of remote sensing 

data acquired on glaciers. Furthermore, this approach enables the integration 

of remote sensing data from different sources, and minimises the needs of 

high resolution DEMs for terrain correction. Analysis resulting from the 

centerline approach will generate data for testing the initial hypothesis of 

spatial and temporal patterns of changes in glaciers facies in the Antarctic 

Peninsula. 

A sampling method has also been described. It helps to select a 

representative subset of glaciers for evaluation of algorithms for classification 

of remote sensing data. 



42 

 

 

 

 

4 A multi-sensor data processing 

chain 

This chapter describes the processing chain developed to extract glacier 

parameters from satellite imagery using the centerline approach proposed in 

chapter 3. In fact, only procedures valid for data from different sensors are 

explained here. Details about specific processes used for analyses of SAR and 

optical data are given in chapters 5 and 6 respectively. 

 

4.1 Overview 

In order to allow the processing of the huge satellite database described in chapter 

2.2.1, an operational routine for classifying the boundaries between glacier facies 

was developed. It consists of five main steps (Figure 4.1): 

(1) pre-processing of satellite sensor data; 

(2) generation of centerline images; 

(3) classification of glacier frontal position (a) and glacier facies (b);  

(4) extraction of glacier frontal position (a) and glacier facies boundaries (b); and 

(5) evaluation of classification and data ingestion in the Antarctic Peninsula 

glacier database (AntPenDB). 
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Figure 4.1: Processing chain developed for classifying boundaries between 
glacier facies and glacier frontal position using satellite data. The numbers 
indicate the order of each step in the processing sequence. 
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The implementation of the processing chain is based on three main software 

packages: 

- the ESA Basic Envisat (and ERS) SAR Toolbox (BEST) version 4.0.3;  

- the image processing software Erdas IMAGINE 8.7; and 

- the open source relational database system PostgreSQL version 8.1 

installed with the geospatial extension PostGIS 1.0.4.  

In order to reduce the analyst’s interaction with these softwares, automatic 

routines were developed using the programming language PHP (recursive 

acronym for PHP: Hypertext preprocessor) (http://www.php.net). PHP is a widely-

used general-purpose scripting language initially developed for web applications. 

The extension PHP-GTK2 (http://gtk.php.net) expands the functions of PHP by 

providing an object-oriented interface to GTK+ classes and functions 

(http://www.gtk.org). It greatly simplifies writing client side cross-platform graphical 

user interface (GUI) applications. 

PHP-GTK2 was used for developing a GUI for input of images and complementary 

information for their processing (chapters 4.2-4.6). Then, PHP scripts write and 

execute batch files and SQL (Structured Query Language) queries respectively 

using the image processing softwares and database system mentioned above. 

The developed GUI and PHP scripts constitute an application called IceTools. It 

enables not only the classification, but also the management of tables from the 

AntPenDB used in this study (see chapters 4.3, 4.5 and 4.6). As a general rule, 

IceTools uses applications from PostgreSQL/PostGIS or Erdas IMAGINE when 

working with vector or raster data respectively. For radiometric correction and co-

registering of SAR data, applications from BEST are used. So, IceTools requires a 

local installation of Erdas IMAGINE and BEST. PostgreSQL/PostGIS can run 

locally on the workstation used for image processing, or remotely on a server. The 

visualisation and evaluation of classification results can be done using any GIS 

package able to read shapefiles and the Erdas IMAGINE raster format. In this 

study study, ArcGIS is used for that. Figure 4.2 illustrates the corresponding 

software and programming tools used for each processing step described above. 
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Figure 4.2: Software packages and programming tools used for the implementation of the semi-
automatic processing chain for classifying boundaries between glacier facies and glacier frontal 
position using satellite data. The numbers indicate the order of each step in the processing 
sequence. Details of processing for steps 2, 4 and 5 are described in this chapter. Steps 1 and 3 
are sensor specific and therefore presented in chapters 5 and 6. 



CHAPTER 4 – A MULTI-SENSOR DATA PROCESSING CHAIN 46 

 

By using the IceTools, analyst’s interaction is almost restricted to data input and 

validation of results. Actually, it is required only on four occasions during the 

complete processing chain:  

(1) input of satellite images to be pre-processed (see chapter 4.2);  

(2) input of ground control points (GCPs) for geometric correction of satellite 

imagery (chapters 5.3.3 and 6.3.1);  

(3) input of pre-processed imagery, RAMP DEM, and information on image 

acquisition for running the generation of centerline image and classification 

processes (chapters 4.3-4.5); and  

(4) evaluation of classification results (based on the classification report) and 

correction of misclassified results (see chapter 4.6).  

The next chapters provide a comprehensive description of the processing steps 

presented above. 

 

4.2 Pre-processing of satellite imagery 

This step of the processing chain prepares the data for classification. Basically, it 

consists in standardising the radiometric values and geospatial reference of the 

datasets, and comprises the following parts: 

(1) radiometric calibration; 

(2) speckle filtering (SAR data only); and 

(3) geometric correction (i.e., co-registering and orthorectification). 

The use of the developed IceTools enables batch processing of multiple images. 

The only exception is the geometric correction of satellite imagery, because this 

process requires the interactive input of GCPs. However, for data acquired on the 

same satellite orbit position (i.e., track/frame or path/row for radar or optical data 

respectively), GCPs are selected only for the first image analysed. As the pre-

processing procedures are not the same for SAR and optical data, they are 

explained in detail in chapters 5.3 and 6.3 respectively. 
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4.3 Generation of centerline images 

In this step, glaciers are selected for analysis and satellite images are segmented 

into smaller imagettes for classification purposes. It is done automatically after 

selecting the image to be analysed, the version of the RAMP DEM with the 

corresponding UTM zone, and giving some image information (Figure 4.3). 

Furthermore, by using the IceTools modules called SAR Classifier and Optical 

Classifier, the whole classification process is carried out in sequence (i.e., 

generation of centerline and glacier front images, classification of the limits 

between glacier facies and classification of glacier frontal position). Figure 4.3 

illustrates the GUI of the application SAR Classifier. In contrast to information on 

pass, frame and track required here, the path and row numbers are needed when 

using the Optical Classifier. 

 

Figure 4.3: Grafical user interface of the IceTools module for generation 
of centerline images and classification of radar glacier zones and glacier 
frontal position.  
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The selection of glaciers is based on information previously recorded in the 

AntPenDB. Thus, before processing the first image from a specific frame and track 

(SAR images) or path and row (optical images), it is necessary to update the table 

img_glaciers with the glaciers that can be classified in this scene and the type of 

analysis (i.e., complete analysis, glacier front only, or glacier zones only). The type 

of analysis is defined as glacier front or glacier zones respectively when the 

central part or the front of a glacier is affected by image geometric distortions. 

The sequence of steps for generation of glacier centerline and glacier front 

imagettes is as follows (Figure 4.4): 

(1) the GUI of the SAR or the Optical Classifier is filled with the required 

information (e.g., Figure 4.3) and the process is started. Here, it is the only 

step that needs the analyst interaction; 

(2) based on image information (e.g., satellite sensor, pass, frame and track, 

path and row, acquisition date), glaciers and their corresponding vector data 

are selected for analysis. In order to do that, the IceTools sends two SQL 

queries to PostgreSQL/PostGIS. The first selects the glacier centerlines from 

the cenline table, and the second selects the points representing glacier 

frontal positions for the nearest timestamp. Query results are temporarily 

stored as tables in the AntPenDB. A first set of glacier frontal positions was 

digitised for the 240 glaciers using the GIA Landsat TM mosaic as reference; 

(3) using PostGIS geospatial functions, IceTools creates the masks for image 

segmentation. A first SQL query calculates buffer areas of 300 m around the 

selected glacier centerlines, generating 600-m wide strips (see figures 3.1 

and 3.3). An additional SQL query also creates buffer areas (500 m) around 

the glacier fronts and computes the overlap areas with the centerline strips 

(Figure 5.7). The resulting polygons are then exported to shapefile using the 

PostGIS pgsql2shp program executed by IceTools; and 

(4) by running a series of batch processes with Erdas IMAGINE applications, the 

IceTools converts the shapefiles to raster, and segments satellite images and 

DEMs. The results are glacier centerline and glacier front imagettes used for 

classification. 
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Figure 4.4: Diagram illustrating the processing steps for generation of centerline and glacier front 
images . 

 

4.4 Classification of glacier frontal position and 

glacier facies 

The classification processes are carried out in the same routine triggered by the 

IceTools modules SAR Classifier and Optical classifier. So, they are executed 

automatically after the generation of the centerline and glacier front imagettes. The 

modular design of the processing chain illustrated in figure 4.1 enables the use of 

specific classification methods for each kind of data. In this work, two methods are 

used for classifying glacier frontal position: texture analysis; and unsupervised 

classification. The first method determine the glacier front location, and the second 

one is used for automatic validation of the results. Furthermore, a knowledge-

based algorithm was developed for classifying glacier facies using radar data and 
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multispectral supervised classification is used for optical data. The procedures are 

covered in detail in further parts of this thesis. Chapters 5.4 and 5.5 describe the 

algorithms implemented for classification of glacier frontal position and glacier 

facies using radar data, while chapters 6.4 and 6.5 present the corresponding 

algorithms used for data from optical sensors. The products of the classification 

are glacier frontal positions (point features) as determined by two different 

methods for each glacier analysed and classified imagettes (raster data) 

representing the glacier facies. 

 

4.5 Extraction of glacier frontal position and 

limits between glacier facies 

This processing step is the last automatic procedure of the routine started with the 

IceTools modules for image classification. At this point, the final glacier frontal 

positions are defined, the limits between glacier facies are extracted from the 

classified imagettes, and the classification report is written. The classification 

report indicates the glaciers whose glacier fronts or zonal boundaries possibly 

have to be corrected.  

After the classification, the final position of the glacier fronts is determined as 

follows: 

(1) glacier frontal positions are considered to be the data resulting from the 

texture analysis (see chapters 5.4 and 6.4). It is stored in a temporary table in 

the AntPenDB and exported to a shapefile to enable the validation of the 

classification results using a GIS package; and 

(2) for each glacier, the glacier frontal positions as detected by both methods are 

compared. Whenever they are located two pixels or more from each other, a 

record is added to the classification report in order to enable the revision by 

the analyst (Chapter 4.6). 

The determination of the limits between glacier facies consists of four parts: 

(1) the classes from each classified imagette are extracted to the corresponding 
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Figure 4.5: Idealised representation 
of a centerline image subset. Starting 
after the glacier front, the algorithm 
classifies the first point after the bare 
ice zone as snow line. Points on each 
glacier centreline are numerated by 
sequential identifier numbers (IDs) 
starting from the sea to the upper part 
of the glacier. They are used to 
indicate the direction to be followed by 
the algorithm. The field point_seq 
holds the IDs. 

points along the glacier centerline (table cenline_point30). In cenline_point30, 

points are plotted each 30 m, corresponding to the spatial resolution of TM, 

ETM+ and ASTER SWIR data (Table 2.2), and approximately to the nominal 

resolution of the SAR data (Table 2.1). Points on each glacier centerline are 

numerated by sequential identifier numbers (IDs) starting from the sea to the 

upper part of the glacier. The field point_seq holds the IDs; 

(2) subsequently, starting after the glacier front, the algorithm searches the 

position of class boundaries. For example, the algorithm classifies the first 

point after the bare ice zone as the snow line position (Figure 4.5). If there is 

a wet snow zone on the glacier analysed, the algorithm searches the last 

point of this class and attributes it as the transient wet snow line. 

Furthermore, the first point of an existing dry snow zone is classified as the 

dry snow line; 

(3) for each glacier, the altitude of the 

detected glacier zonal boundaries is 

compared with the thresholds in altitude 

from the table sar_thresholds (see 

chapter 5.5 or figure 5.8a for an overview 

on the altitude thresholds for classifying 

radar data). Whenever a snow line, wet 

snow line or dry snow line is located 

within 50 m of the corresponding 

threshold, a record is added to the 

classification report in order to enable the 

revision by the analyst (Chapter 4.6); and 

(4) the derived glacier parameters are stored 

in a temporary table in the AntPenDB, 

and exported to a shapefile to make 

possible the validation of the 

classification results using almost any 

GIS package. 
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4.6 Data validation and database ingest 

Although the algorithms implemented are quite robust, a brief visual inspection is 

suggested after the automatic classification. It validates the results and ensures 

the data consistency. The first procedure for that consists of displaying the 

classification results on the input image and can be done with any GIS package 

able to read shapefiles and the Erdas IMAGINE raster format. The classification 

report generated by IceTools indicates the glaciers whose zonal boundaries or 

glacier fronts possibly have to be corrected. Figure 4.6 illustrates the visual 

inspection of classification results using the software ArcGIS. 

 

Figure 4.6: Configuration of the desktop for visual inspection of classification results using the 
software ArcGIS. The arrows indicate misclassified ice front and snow line (1) and its the correct 
position (2). The red box (3) shows the local identifier (local_id) and the point number (point_seq) 
of the misclassified glacier. 

A routine was implemented to validate the classification, correct any eventual 

misclassification, ingest the resulting data in the corresponding AntPenDB table 

(glacier_zones_limits), and record an analysis report in the table analysis. Figure 
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4.7 illustrates a GUI developed to input the information needed for that. If any error 

is detected in the glacier frontal position, the local identifier number (glacier 

local_id) of the misclassified glacier and the point number (point_seq) 

corresponding to the correct frontal position has to be informed here. Point_seq is 

the sequence number of points along the glacier centerlines, from glacier fronts to 

ice divisors. For correction of limits between glacier zones, the code of the 

boundary to be corrected (2 = snow line, 3 = transient wet snow line, and 5 = dry 

snow line) is needed in addition to glacier local_id and point_seq. 

 

Figure 4.7: Grafical user interface of the IceTools module for correction of misclassified 
results and database ingest of final results. It is used to input the data corresponding to the 
correct position of glacier fronts or glacier zonal boundaries (analysis corrector), and the 
information to document the analyses (analysis description). 
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5 Classification of glaciers 

surfaces using SAR data 

SAR data is available for the Antarctic Peninsula (AP) since 1991, enabling a 15-

years record of changes in glacier parameters (chapter 2.2.1). Chapter 4 

presented a semi-automatic processing chain developed to enable the processing 

of these satellite datasets. This chapter presents the glacier zones as detected by 

SAR sensors, and describes processing steps required specifically for analysing 

SAR data. 

 

5.1 Backscattering characteristics of snow and 

ice surfaces 

Besides sensor characteristics (e.g., band, polarisation, geometry of acquisition), 

the backscatter signal recorded on glaciers and ice sheets depends on snowpack 

parameters like liquid water contend, snow density, stratigraphy, grain size, and 

surface roughness (Foster et al., 1996; Ramage and Isacks, 1998). The 

configuration of these parameters at the moment of image acquisition produces: 

volume scattering (dry snow radar zone and frozen percolation radar zone) 

(Fahnestock et al., 1993); low surface scattering with radar signal almost 

completely absorbed by liquid water (wet snow radar zone); and surface scattering 

of a rough and dense surface (bare ice glacier zone) (Braun et al., 2000). It results 

in different backscatter values for each radar glacier zone (see table 5.1). 
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Table 5.1: Overview on SAR backscatter coefficients (C-band) as reported by several authors 
for different sites. Modified after Rau (2004). 

Radar glacier zones σ
0
 [dB] Study area Author 

-17 Antarctic Peninsula Wunderle(1996) 

< -8 Greenland Partington (1998) 

-20 to -14 Antarctic Peninsula Rau and Saurer (1998) 
Dry snow radar zone 

-18 to -14 Antarctic Peninsula Rau et al. (2001) 

-2 to 0 James Ross Island Skvarca et al. (1995) 

-3 Antarctic Peninsula Wunderle (1996) 

-7 to -3 Coast Range, Canada Smith et al. (1997) 

-8 to -3 Coast Range, Alaska Ramage and Isacks (1998) 

-4 Greenland Partington (1998) 

-6 to -2 Antarctic Peninsula Rau and Saurer (1998) 

Frozen percolation 

radar zone 

-8 to -3 King George Island Braun et al. (2000) 

< -17 James Ross Island Skvarca et al. (1995) 

< -15 Svalbard Marshall et al. (1995) 

-22 to -11 Coast Range, Canada Smith et al. (1997) 

-25.5 to -12 Coast Range, Alaska Ramage and Isacks (1998) 

< -15 Alaska Partington (1998) 

-17 Antarctic Peninsula Wunderle (1996) 

Wet snow radar zone 

-22 to -15 King George Island 
Braun et al. (2000), 

Braun and Rau (2001) 

-8 to -6 Coast Range, Canada Smith et al. (1997) 

-7.5 to -3 Coast Range, Alaska Ramage and Isacks (1998) 
Phase 2 melt 

radar zone 
-8 to -4 King George Island Braun et al. (2000) 

-8 Svalbard Marshall et al. (1995) 

-12 to -10 Coast Range, Canada Smith et al. (1997) 

-12 to -10 Coast Range, Alaska Ramage and Isacks (1998) 

-9 to -6 Alaska Partington (1998) 

-15 to -10 Antarctic Peninsula Rau et al. (2000) 

-13 to -10 King George Island Braun et al. (2000) 

-12 to -8 King George Island Braun and Rau (2001) 

Bare ice radar zone 

-12 Svalbard König et al. (2002) 

-15 Svalbard Marshall et al. (1995) Superimposed ice 

radar zone -7.8 to -4.6 Svalbard König et al. (2002) 

 

5.2 Glacier zones as detected by SAR sensors 

Several authors demonstrate the potential of data from radar sensors to identify 

distinct zones on glaciers (Jezek et al., 1993; Shi and Dozier, 1993; Fahnestock et 

al., 1993; Jezek et al., 1994; Forster et al., 1996; Albright et al., 1998; Partington, 

1998; Ramage and Isacks, 1998; Rau and Saurer, 1998; Braun et al., 2000; 

Ramage et al., 2000; Rau et al., 2001; König et al., 2001; Rau and Braun, 2002). 
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In this context, the concept of radar glacier zones was firstly presented by Foster 

et al. (1996). Furthermore, a comprehensive classification scheme was proposed 

by Rau et al. (2001), and is used in this study. Hereby, the radar glacier zones 

correspond to four main classes: 

(1) dry snow radar zone (DSRZ); 

(2) frozen percolation radar zone (FPRZ); 

(3) wet snow radar zone (WSRZ); and 

(4) bare ice radar zone (BIRZ). 

As the radar glacier zones depend on actual properties of the snowpack, their 

boundaries are dynamic on a time scale of days to weeks, showing clear seasonal 

variations (König et al., 2001). Therefore, these zones do not correspond directly 

to the glaciological glacier facies described by Paterson (1994). See chapter 2.1 

for a comprehensive description of the classical glacier zones and a visual 

comparison with zones detected by SAR sensors. However, like the boundaries 

between classical glacier facies (chapter 2.1.6), the position of the limits between 

radar glacier zones (i.e., snow line, transient wet snow line, and dry snow line) is 

considered a proxy for information on glacier mass balance and actual or recent 

meteorological conditions (Forster et al., 1996; Rau et al., 2001).  

 

5.2.1 Dry snow radar zone 

Corresponding to the classical dry snow zone (see chapter 2.1.1), the DSRZ is the 

most stable zone detected by imaging sensors in the microwave region of the 

electromagnetic spectrum. Nevertheless, studies based on backscatter modelling 

showed that single strong snow melt events can move its lower limit (i.e., the dry 

snow line) upwards for a time range of several years (Rau et al., 2001). This zone 

is characterised by very low backscatter values (Table 5.1). It occurs because of 

the high penetration of the radar beam (Ulaby et al, 1986) and dominating volume 

scattering. Variations in sigma nought are expected to be resulting from 

differences in grain-size (Partington, 1998) caused by regional differences in 

patterns of snow accumulation and wind compaction (Fahnestock et al., 1993; 

Jezek, 1999). 
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5.2.2 Frozen percolation radar zone 

In this zone, the successive events of melt-freeze metamorphism generate large 

snow grains which act as strong scatterers of the radar beam, producing 

significant volume scattering. In addition, the vertical (e.g., canals, ice glands) and 

horizontal structures (e.g., ice layers or lenses) occurring in this zone can reach 

dimensions similar to the wavelength of the SAR, producing strong signal returns 

(Fahnestock et al., 1993). The FPRZ has the highest values of backscatter (Table 

5.1). 

 

5.2.3 Wet snow radar zone 

The development of a WSRZ on glaciers is caused by the occurrence of surface 

melting in the ablation season. As the radar signal is drastically absorbed by liquid 

water, the penetration depth in the snowpack is diminished to the uppermost 

centimetres. For example, 2 Vol. % of liquid water in the snow cover reduces the 

penetration depth of the radar beam to approximately 1 wave length (Ulaby et al., 

1986). Hall (1998) gives a penetration depth of 1-4 cm when the liquid water 

content rises to 4-5% in the snowpack. With the development of the WSRZ, the 

dominant scattering mechanism changes from volume scattering to low surface 

scattering with radar signal almost completely absorbed by liquid water. Therefore, 

the WSRZ is characterised by very low backscatter values (Table 5.1). 

  

5.2.4 Bare ice radar zone 

In the BIRZ, the return of the radar signal is dominated by scattering of a rough 

and dense surface, resulting in low backscatter returns (Table 5.1) (Ramage and 

Isacks, 1998). The use of the upper boundary of the BIRZ (i.e., snow line) as a 

proxy for the equilibrium line is most useful from late summer to early winter 

conditions, when the snow accumulated in the last accumulation season was lost 

by melting (late summer) or the new fallen snow is transparent to the radar signal 

(winter). By increasing the volume scattering in the new deposited snow, melt-
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freeze cycles can generate higher backscatter values and mask the last year snow 

line (Braun and Rau, 2001). 

 

5.2.5 Further radar glacier zones 

Some authors identified the occurrence of a metamorphosed WSRZ (Smith et al., 

1997; Ramage and Isacks, 1998; Braun et al., 2000), called phase 2 melt radar 

zone. Here, the brightness of the return (Table 5.1) is attributed to the roughening 

of the surface due to wet-snow metamorphism (Smith et al., 1997). As the 

occurrence of the phase 2 melt radar zone was observed at the AP only once 

(Braun at el., 2000), it is not considered in this study. However, if this zone occurs, 

it will be firstly misclassified as frozen percolation radar zone, but will not be 

considered for the determination of the glacier zonal limits (chapter 4.5). 

According to Marshall et al. (1995) and König et al. (2002), an area of 

superimposed ice (i.e., the superimposed ice radar zone) can be identified in 

SAR data. It corresponds to the high-density refrozen ice zone formed between 

the wet snow and the BIRZ (Partington, 1998). However, the backscatter values 

reported by the studies cited above are contradictory (Table 5.1). Marshall et al. 

(1995) described typical values around -15 dB, which are resulting of the greater 

degree of smoothness relative to glacier ice. On the other hand, Köning et al. 

(2002) found values between -7.8 to -4.6 dB. These authors suggested that the 

higher backscatter values relative to glacier ice are caused by the greater quantity 

of ice bubbles in the superimposed ice. Because of the needs of concurrent and 

extensive field data for accurate interpretation of the superimposed ice radar zone, 

it is not considered in this work. Nevertheless, in case of occurring superimposed 

ice, it will consist of small patches (F. Rau, personal communication, 2006) which 

will be eliminated during the post-classification (see chapter 5.5). So, it will not 

cause problems for the accurate determination of the snow line position. 
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5.3 Pre-processing of SAR data 

This chapter explains the procedures adopted for preparing ERS-1/2 SAR and 

Envisat ASAR data for classification. It consists of the following parts: 

(1) radiometric calibration; 

(2) speckle filtering; and 

(3) geometric correction (i.e., orthorectification). 

The use of IceTools enables batch processing of multiple images. The only 

exception is the orthorectification of SAR data, because this process requires the 

interactive input of GCPs. However, as described in chapter 5.3.3, images from 

the same track and frame are automatically co-registered and GCPs are selected 

only for the first image analysed. Figure 5.1 shows the GUI used for input of image 

information used for writing of batch files and automatic processing of radiometric 

calibration and speckle filtering, using executables from BEST and Erdas 

IMAGINE respectively. 

 

5.3.1 Radiometric calibration 

Radiometric calibration consists of using the ESA Basic Envisat and ERS SAR 

Toolbox (BEST) (http://earth.esa.int/services/best/) for calculating the 

backscattering coefficients (sigma nought: σ0). For this, BEST uses the algorithm 

developed by Laur et al. (2004): 
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where σ0
linear is the backscattering coefficient of a distributed target in the image, N 

is the number of pixels within the area of interest (AOI) (i.e., the group of pixels 

corresponding to the target), i and j are the range and azimuth locations of the 

pixels within the distributed target containing N pixels, DNi,j denotes the pixel 

intensity value corresponding to the pixel at location (i,j), K is the absolute 

calibration constant, α is the average incidence angle within the distributed target, 

and αref the reference incidence angle (i.e., 23o). Here, two assumptions on the 
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local incident angle (α) were made by Laur et al. (2004): first, a flat terrain is 

considered, where the incident angle is depending only on the ellipsoid and varies 

from about 19.5o at near range to about 26.5o at far range; and second, any 

change in incident angle across a distributed target is neglected. 

 

Figure 5.1: Grafical user interface of the IceTools module for pre-processing of SAR data. 
(1) indicates the image used as master for co-registering (i.e., the first image in the text entry 
widget). The number of rows and columns (2) corresponds to the dimensions (in pixels) of 
this image. 

In the case of ERS-1/2 SAR data, the following additional steps are carried out: (1) 

correction for variation in the ERS-1 SAR replica pulse power; and (2) correction 

for saturation in the on-board analogue-to-digital converter (ADC). So, for this kind 

of data, the following expression is used (Laur et al., 2004): 
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where C is the factor that accounts for updating the gain due to the elevation 

antenna pattern implemented in the processing of ERS SAR data products, 

ProductReplicaPower/ReferenceReplicaPower is the replica pulse power 

variations correction factor (used for ERS-1 data only), and PowerLoss is the ADC 

power loss. Finally, the conversion of the sigma nought from linear value to dB is 

based on the following equation (Rosich and Meadows, 2004): 

( )0
10

0 log10
linear

σσ ×=  (5) 

The consistent stability of the ERS-1/2 SAR sensors (Meadows et al., 1998; Laur 

et al., 2004) and the improved radiometric resolution of Envisat ASAR (ESA, 

2006a) enables the direct comparison of calibrated data. Figure 5.2 shows the 

inter-sensor evaluation of backscatter coefficients from ERS-2 SAR and Envisat 

ASAR scenes acquired on the same day (Table 5.2). For this comparison, both 

images were calibrated as described above, and the Envisat ASAR image was 

subtracted from the ERS-2 SAR. The resulting mean difference (Figure 5.2b) is 

1.453 dB, with a standard deviation (SD) of 2.238 dB. Considering that the 

radiometric resolution of ERS-1/2 SAR and Envisat ASAR sensors are 2.07 and 

1.54 dB respectively (ESA, 2006a), the difference found is reasonable. 

Furthermore, areas with high differences in sigma nought (yellow and red areas in 

figure 4.3b) correspond to sea (i.e., open water and sea ice), and therefore are 

subject to changes during the time period between image acquisitions (28 

minutes). For analysing areas on glaciers, two test sites (400 x 400 pixels) were 

chosen on the DSRZ and the FPRZ. In these test areas, the differences are 1.094 

dB (SD = 0.826) and 1.469 dB (SD = 1.043) for the DSRZ and the FPRZ 

respectively. 

Table 5.2: Characteristics of the ERS-2 SAR and Envisat ASAR images used for inter-sensor 
comparison of backscatter coefficients. 

Platform/Sensor Acquisition time Track Frame Pass 

ERS-2 AMI SAR 15 October 2004 12:47:30 152 4941 Descending 

Envisat ASAR 15 October 2004 12:19:03 152 4941 Descending 
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Figure 5.2: Evaluation of inter-sensor comparability between ERS-2 SAR and Envisat ASAR 
data acquired on the same day (15 October 2004). a) Envisat ASAR image. b) Difference 
image (ERS-2 SAR - Envisat ASAR). Hot colours correspond to high differences in values of 
backscattering coefficient, while cold colours are small variations. The boxes correspond to 
test areas on the dry snow radar zone (1) and frozen percolation radar zone (2). 
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5.3.2 Speckle filtering 

Speckle is a characteristic random noise from coherent imaging systems like SAR 

(Raney, 1998). Therefore, it must be reduced before data can be used for 

classification. However, the radar image processing programs used to reduce 

speckle noise also produce changes in the image. The choice of a filter for 

despeckleling is normally based on characteristics of the targets, subsequent 

image processing and computational efficiency. In the case of homogeneous 

areas (e.g., glacier zones), an appropriated speckle filter should preserve the 

backscattering values, reduce effectively the speckle noise, and preserve edges 

between the different areas (e.g., at glacier fronts) (Lopes et al., 1990a). Due to 

the operational orientation of this work, speckle filters chosen for analysis in this 

chapter are the filters available in BEST (Gamma-MAP) or in Erdas IMAGINE. The 

speckle filters analysed in this study are: 

− Mean filter; 

− Median filter (Rees and Satchell, 1997); 

− Lee-Sigma filter (Lee, 1983); 

− Local Region filter (Nagao and Matsuyama, 1978); 

− Lee filter (Lee, 1981); 

− Frost filter (Frost et al., 1982); and 

− Gamma-MAP filter (Lopes et al., 1990b). 

The speckle filters were applied on two ERS-2 SAR image subsets using moving 

windows  with 3 x 3, 5 x 5, and 7 x 7 pixels. The only exception is for the Gamma-

MAP algorithm, which can not be applied in BEST with windows smaller than 5 x 5 

pixels. To enable the quantitative analysis of filtered images, four homogeneous 

areas were chosen, two in each subset image (Figures 5.3 and 5.4). These areas 

consist of 50 x 50 pixels and correspond to the four radar glacier zones as 

presented in chapter 5.2. Furthermore, the preservation of edges was evaluated 

by analysing an additional area on a glacier front (Figure 5.4b). There, an AOI was 

selected on each side of the glacier front (Figure 5.4b). Each AOI corresponds to a 
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3-pixels wide strip. The test sites were analysed using the following indexes : 

− normalised mean (NM); 

− coefficient of variation (CV) or speckle index; 

− edge gradient; and 

− edge noise. 

To evaluate the preservation of the mean, the NM (Ndi Nyoungui et al., 2002) was 

used. NM is the mean backscatter coefficient of an area in each filtered image, 

normalized to its original mean. The closer to 1 is the NM, the better is the 

preservation of the mean (Ndi Nyoungui et al., 2002). In homogeneous areas, 

speckle strength is usually measured with the ratio of the standard deviation to the 

mean (Lee et al., 1994). It is known as CV or speckle index. For speckle-filtered 

images, the CV is used to measure the amount of speckle reduction (Lee et al., 

1994). The closer to 0 is the value, the better is the speckle reduction. Edge 

preservation is evaluated by calculating the absolute difference between the mean 

values of group of pixels in each side of an edge (Lee et al., 1994), known as edge 

gradient, and the level of speckle noise along both sides of the edge is estimated 

by the square root of the sum of the two variances (Lee et al., 1994). 

A quantitative comparison of the filters is given in tables 5.3 and 5.4. In almost all 

cases, NM values indicate that all seven filters can preserve the mean in 

homogeneous areas at an acceptable level (differences in mean values smaller 

than 5 %). The exception occurs at the frozen percolation radar zone, where only 

the mean, Lee and Frost filters achieved differences in mean values at the level 

mentioned above. 
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Figure 5.3: Subset of an ERS-2 SAR image acquired on 26 January 1997 (orbit: 9253, 
frame: 4923). The white boxes show areas selected for quantitative analysis on bare ice 
radar zone (1) and wet-snow radar zone (2). 

 

 

Figure 5.4: Subset of an ERS-2 SAR image acquired on 16 October 1996 (orbit: 7793, frame: 
4941). The three boxes on a) show areas selected for quantitative analysis on the glacier front 
(1), frozen percolation radar zone (2), and dry snow radar zone (3). The black and white 
polygons on b) show pixels used for analyses of edge gradient and edge noise. 
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Table 5.3: Comparison of speckle suppression using different filtering algorithms. Based on one 
pass implementation. NM: normalized mean, CV: coefficient of variation. The closer to 1 is the NM, 
the better is the preservation of the mean. On the other hand, the closer to 0 is the CV, the better is 
the speckle reduction. The median 5 x 5 filter yields best overall results. 

Dry-snow radar   
zone 

Frozen percolation 
radar zone 

Wet-snow radar  
zone 

Bare ice radar     
zone 

Filters 

NM CV NM CV NM CV NM CV 

Original 1.000 -0.170 1.000 -1.182 1.000 -0.135 1.000 -0.297 

Mean 3 x 3 1.001 -0.098 1.003 -0.695 1.000 -0.075 1.000 -0.192 

Mean 5 x 5 1.001 -0.068 1.002 -0.513 0.999 -0.050 0.999 -0.145 

Mean 7 x 7 1.001 -0.055 1.002 -0.428 0.998 -0.038 0.999 -0.123 

Median 3 x 3 0.987 -0.105 0.902 -0.809 0.988 -0.079 0.981 -0.203 

Median 5 x 5 0.986 -0.071 0.905 -0.587 0.984 -0.052 0.980 -0.152 

Median 7 x 7 0.986 -0.057 0.898 -0.485 0.983 -0.040 0.979 -0.127 

Lee-Sigma 3 x 3 1.001 -0.098 0.875 -0.864 0.999 -0.075 0.971 -0.222 

Lee-Sigma 5 x 5 1.000 -0.114 1.010 -0.773 0.999 -0.050 0.984 -0.165 

Lee-Sigma 7 x 7 1.001 -0.055 0.730 -0.811 0.998 -0.038 0.997 -0.129 

Local Region 3 x 3 0.984 -0.133 0.884 -1.039 0.987 -0.105 0.977 -0.248 

Local Region 5 x 5 0.979 -0.101 0.870 -0.812 0.985 -0.076 0.972 -0.196 

Local Region 7 x 7 0.980 -0.082 0.893 -0.654 0.985 -0.061 0.974 -0.161 

Lee 3 x 3 1.001 -0.099 0.954 -0.959 1.000 -0.075 0.999 -0.196 

Lee 5 x 5 1.001 -0.068 0.984 -0.845 0.999 -0.050 0.999 -0.149 

Lee 7 x 7 1.001 -0.055 0.992 -0.800 0.998 -0.038 0.999 -0.127 

Frost 3 x 3 1.001 -0.099 0.954 -1.064 0.999 -0.092 0.998 -0.279 

Frost 5 x 5 1.001 -0.068 0.987 -0.954 0.999 -0.052 0.996 -0.183 

Frost 7 x 7 1.001 -0.055 0.995 -0.856 0.998 -0.038 0.999 -0.128 

Gamma-MAP 5 x 5 0.980 -0.105 0.881 -0.878 0.983 -0.085 0.975 -0.212 

Gamma-MAP 7 x 7 0.977 -0.095 0.859 -0.850 0.979 -0.073 0.964 -0.202 

 

In terms of speckle suppression, all algorithms yielded positive results. It means 

that based on analysis of the CV, they effectively reduced the speckle. But 

generally the mean, median, Lee, and Lee-Sigma filters produced lower values of 

CV. As expected, CV decreases clearly as the filter window size increase. 

Nevertheless, due the fact that smoothing is stronger with the increase in window 

size, it generates loss of information in areas of high-frequency pixels, like edges, 

lines and points. Finally, the 5 x 5 Gamma-MAP filter performs the best 

preservation of edges (Table 5.4), followed by the Lee-Sigma filter, but both filters 

do not reduce the edge noise quite well. Median, Lee, and Frost filters reduce the 

edge noise, preserving reasonable the edges as well. 
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Table 5.4: Comparison of preservation of edges in 
speckle-filtered images using different filtering 
algorithms. Based on one pass implementation. The 
closer to the original edge gradient, the better is the 
preservation of edges. While, the smaller is the edge 
noise value, the better is the reduction of edge noise. 

Filters Edge gradient Edge noise 

Original -10.179 5.293 

Mean 3 x 3 -9.083 3.947 

Mean 5 x 5 -7.607 3.637 

Mean 7 x 7 -6.109 3.233 

Median 3 x 3 -9.359 4.016 

Median 5 x 5 -8.500 3.523 

Median 7 x 7 -7.431 3.220 

Lee-Sigma 3 x 3 -9.517 4.077 

Lee-Sigma 5 x 5 -9.490 4.163 

Lee-Sigma 7 x 7 -7.654 3.728 

Local Region 3 x 3 -8.951 5.057 

Local Region 5 x 5 -7.279 5.106 

Local Region 7 x 7 -5.555 5.170 

Lee 3 x 3 -9.436 4.171 

Lee 5 x 5 -8.410 3.806 

Lee 7 x 7 -7.410 3.457 

Frost 3 x 3 -9.565 4.284 

Frost 5 x 5 -8.663 3.937 

Frost 7 x 7 -7.693 3.616 

Gamma-MAP 5 x 5 -10.051 4.739 

Gamma-MAP 7 x 7 -4.703 5.742 

 

The analysis described above 

shows that median, Lee, and Lee-

Sigma filters can be used as 

effective tools for speckle 

suppression in SAR images prior 

to classification of glacier zones. 

These algorithms not only reduce 

the speckle, but also preserve the 

edges between homogeneous 

areas. However, the better 

computational efficiency of the 

median filter (Lee et al., 1994; 

Ress and Satchell, 1997) confirms 

it as the most attractive algorithm 

among these three to be used in a 

productive processing chain of 

SAR imagery. Consequently, the 

median filter was chosen for 

speckle reduction. To effectively 

reduce the speckle, while at the 

same time preserving edges, a 

window size of 5 x 5 is used. 

 

 

 

5.3.3 Geometric correction 

The geometric correction of SAR scenes involves geometric operations that make 

the data usable in conjunction with other geospatial data (e.g., optical imagery, 

GIS data). First, images from the same track and frame are co-registered. It is 

done automatically with BEST after the input of data in the IceTools module for 

pre-processing of SAR imagery (see figure 5.1 and chapter 5.3). The co-
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registration of images acquired with the same geometry minimises the requirement 

of different sets of GCPs for orthorectifying each scene. The last step of the pre-

processing of SAR imagery is the orthorectification. For the first image processed 

in a series of data from the same track and frame, it requires the analyst 

interaction for selection of suitable GCPs. 

The co-registration process exactly superimposes one or a set of slave images 

with respect to a master image. It is  performed as follows (ESA, 2005): 

(1) an initial registration step is performed using the satellite orbit parameters; 

(2) a series of 40 x 40 GCPs is automatically generated on the master image;  

(3) using a cross-correlation procedure, GCPs are searched in the slave image. 

For each GCP on the master image, the search area is restricted to a small 

image subset (51 x 51 pixels) centred on its corresponding location on the 

slave image; 

(4) a function is computed using a least squares method, which maps the GCPs 

in the slave image onto the GCPs in the master image; and 

(5) finally, a first order polynomial transformation is used to perform the co-

registration. Here, only GCPs with small residuals (smaller than 1 pixel) are 

used. Cubic convolution interpolation is used for image resampling. The 

common portion of the slave images to be processed corresponds to pixels 

present in the master image (Figure 5.5). 

The orthorectification (also called terrain correction) converts the images from 

sensor to map coordinates and minimises the height introduced distortions that are 

prevalent in radar images. Here, the GIA Landsat TM mosaic (Chapter 2.3.1) is 

used as geospatial reference data and the RAMP DEM (Chapter 2.3.2) is the 

topographic information. This step is done interactively with Erdas IMAGINE and is 

executed as described below: 

(1) using the Generic SAR Node Tool, SAR metadata (e.g., acquisition 

geometry, orbit parameters, ephemeris) is transferred from an automatically 

imported image to the pre-processed data. Metadata from the master image 

is copied to slave images (Steiner, 2002); 



CHAPTER 5 – CLASSIFICATION OF GLACIER SURFACES USING SAR DATA 69 

 

 

Figure 5.5: Schematic representation of the 
portion of slave images used for co-registration 
(i.e., the master overlap zone). 

(2) with GIA Landsat TM mosaic as reference, GCPs are selected. According to 

Steiner (2002),  3-5 GCPs are enough to correct for positioning errors of the 

original satellite orbit parameters. The author found that the further increase 

in number of GCPs do not necessarily improve the positioning accuracy. By 

using 5 GCPs, the resulting overall root mean square errors (RMSE) are 

between 2 and 5 pixels (i.e., 25 to 62.5 m); and 

(3) images are resampled using cubic convolution interpolation. This resampling 

algorithm is used to minimise the small correlation among the neighbour 

pixels in SAR images (Lee et al., 1994). The spatial resolution of the output 

data is maintained 12.5 m. 

Steiner (2002) shows the occurring errors by using the RAMP DEM with 200 m of 

spatial resolution and 100 m of vertical accuracy (see chapter 2.3.2 for more 

details) for orthorectifying ERS-1/2 SAR data. The author demonstrated that at 

ERS mid range, smooth slopes of less than 20 degrees result in positional errors 

smaller than ± 313 m (representing about 1.56 pixels of the RAMP DEM). At the 

AP, these areas correspond to almost the whole region, while regions with slopes 

of more than 20 degrees are restricted to the stepped transition between the 

plateau and glacier valleys (Figure 5.6). 
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Figure 5.6: Map of the Antarctic Peninsula showing in yellow areas with slopes of more 
than 20 degrees. Note that these areas are almost restricted to the transition between the 
plateau and glacier valleys. 
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5.4 Classification of glacier frontal position 

For classification of glacier frontal position, two approaches were developed: 

- the texture analysis method; and 

- the ISODATA method. 

The texture method is based on the fact that ice cliffs towards radar sensor 

generate high backscatter values, while ice cliffs towards opposite directions 

generate small shadow effects. Therefore, in small segmented images centred on 

glacier fronts (1000 x 600 m; see chapter 4.3 and figure 5.7), the highest variance 

values found for a group of pixels should correspond to these features. In this 

approach, texture images are generated by calculating the variance inside a 9 x 9 

moving window and attributing to the central pixel. The maximum variance along 

the centerline is the glacier front (Figure 5.7). The window size was defined as a 

compromise between positional accuracy (small windows) and suppression of 

features like crevasses (large windows). The ISODATA method has its name from 

the Iterative Self-Organizing Data Analysis Technique (ISODATA) (Lillesand and 

Kiefer, 2000). Here, this clustering algorithm is used to classify the glacier front 

images in two classes: glacier; and others (i.e., sea or sea ice), and the limit 

between the two classes is considered to be the glacier front (Figure 5.7). 

Both methods described above were tested on glaciers selected in chapter 3.5. 

Summer and winter images were selected from the IPG image database. It 

resulted in 12 images acquired in summer and 14 in winter (see Appendix, Table 

A.1), covering 39 and 38 glaciers respectively. The texture approach classified 

accurately 84.42% of the glaciers (Table 5.5), while ISODATA succeed in 72.73% 

of the cases. 

Table 5.5: Summary of classification results from the texture and ISODATA approaches used to 
detect glacier frontal position. The texture method yields best results. 

Texture ISODATA 

 
Succeed Fail Total 

Classification 

accuracy (%) 
Succeed Fail Total 

Classification 

accuracy (%) 

Summer 35 4 39 89.74 31 8 39 79.49 

Winter 30 18 38 78.95 25 13 38 65.79 

Total 65 12 77 84.42 56 21 77 72.73 
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In order to reduce the time required for analyst-assisted validation of results, both 

approaches were implemented in the routine for detecting glacier frontal positions. 

The texture method classifies the glacier fronts, and the ISODATA approach 

automatically validates the classification results. The computer routine is executed 

automatically after the generation of glacier front and centerline images (chapter 

4.3): 

(1) the SAR glacier front images are processed with the texture (variance, 9 x 9 

moving window) and the ISODATA (2 classes) algorithms described above; 

(2) after that, the pixel values of the texture image are extracted to points along 

glacier centerlines; 

(3) clusters smaller than 500 pixels are eliminated from the classified image 

(ISODATA), and the resulting classes are also extracted to points; 

(4) the point with the highest value of variance and the point at the limit between 

the two classes are defined as glacier frontal positions respectively for the 

texture and  ISODATA approaches (Figure 5.7); 

The last procedures for automatic validation of the classified glacier fronts are 

done as described in chapter 4.5. Figure 5.7 illustrates the whole process as 

executed by IceTools. 
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Figure 5.7: Diagram illustrating the complete processing steps for classification of 
glacier front by using the texture analysis and ISODATA-based approaches.  

 

5.5 Classification of radar glacier zones 

By using the backscattering characteristics of snow and ice surfaces (see chapter 

5.1) and existing knowledge of the regional distribution of glacier facies on the AP, 

a knowledge-based algorithm was developed for classifying radar glacier zones on 

the AP (Figure 5.8). It was implemented using the Erdas IMAGINE Spatial Modeler 

Language (SML). 
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Figure 5.8: a) Schematic representation of the knowledge-based algorithm developed for 
classifying radar glacier zones on the Antarctic Peninsula using SAR imagery. b) Map of the 
Antarctic Peninsula showing the limit (red line) between areas with different thresholds in 
altitude used to distinguish automatically the dry snow radar zone from the wet snow radar 
zone. 

Rules for pixel classification (Figure 5.8) were built based on backscattering 

thresholds determined by Rau et al. (2001), and information found in the literature 

about the altitudinal distribution of glacier facies on the AP (Simões et al., 1999; 

Braun et al., 2000; Rau et al., 2001; Rau and Braun, 2002; Skvarca et al., 2004). 

Using a snow backscatter model at C-band, Rau et al. (2001) validated the 

empirically derived thresholds in σ0 used for classifying radar glacier zones on the 

AP. The difference in dry snow line altitude between the north and the south parts 

of the peninsula (Rau and Braun, 2002; Rau, 2003), is represented by different 

thresholds in altitude for this areas (Figure 5.8b). It is used to distinguish 

automatically the DSRZ from the WSRZ. As the limits of zones on glaciers is 

greatly influenced by local topographic and meteorological settings (Williams et al., 

1991; Ramage and Isacks, 1998), it is expected that some glaciers could need 

particular information. Therefore, thresholds in altitude were stored for each glacier 

analysed here (240 at total) in the table sar_thresholds of the AntPenDB. If 

different thresholds are needed for determined glaciers, sar_thresholds is updated 

with the new values. 

Using the developed knowledge-based algorithm as core part, a routine for 

extraction of boundaries between radar glacier zones from segmented SAR data 
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was built. It is executed automatically after the classification of glacier frontal 

positions. The workflow is described below and illustrated in figure 5.9: 

(1) IceTools queries the AntPenDB and recovers the thresholds in altitude for 

glaciers in analysis; 

(2) then, this program executes the classification of SAR centerline images using 

the knowledge-based classifier (Figure 5.8). Centerline DEMs are used as 

source of topographic information; and 

(3) after the classification, small patches of less than 2000 pixels are eliminated. 

It removes high-frequency spatial variance (noise) from classified images, 

generating more continuous and coherent classes. 

Classified imagettes are resulting from the processing steps presented above. 

Afterwards, they are processed according to the general procedures described in 

chapter 4.5. Figure 5.9 exemplifies the complete routine developed for classifying 

and extracting the glacier zonal boundaries. 
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Figure 5.9: Diagram illustrating the processing steps for extraction of boundaries between 
radar glacier zones from segmented SAR data. 
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6 Classification of glaciers 

surfaces using optical data 

Optical data is available for the Antarctic Peninsula (AP) since 1972, making 

possible a 34-years record of changes in glacier parameters (chapter 2.2.2). The 

processing chain described in chapter 4 enables the semi-automatic analysis of 

these satellite datasets. This chapter presents the glacier zones as detected by 

optical sensors, and describes specific procedures used in the processing of this 

kind of data. 

 

6.1 Characteristics of snow and ice reflectance 

In the visible (VIS) region of the electromagnetic spectrum, freshly-fallen snow has 

high values of reflectance (Figure 6.1 and Table 6.1). As snow begins to 

metamorphose, a reduction of effective volume scattering occurs (Wiscombe and 

Warren, 1980), slightly decreasing  reflectance values (Hall et al., 1988). However, 

for snow grain sizes between 50 and 1000 µm, the reflectance differences in the 

VIS do not exceed 0.10-0.15 (Wiscombe and Warren, 1980). Because the low 

absorption coefficient of ice at these wavelengths (Dozier and Painter, 2004), 

when a snow grain increases, the probability of a photon passing through that 

snow grain will be absorbed does not increase much (Dozier, 1989a). 

Nevertheless, the presence of small impurities in concentration of only 1 part per 

million by weight can lower snow reflectance between 0.05 and 0.15 in the VIS 
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(Warren and Wiscombe, 1980). 

 

Figure 6.1: Spectral reflectance curves of fresh snow, 
firn and ice. After Zeng et al. (1984). 

At near-infrared (NIR) wavelengths ice is slightly absorptive (Dozier, 1989a), and 

the snow reflectance depends mostly on the size of snow grains (Wiscombe and 

Warren, 1980). There, values of snow reflectance may fall by a factor of 2 or more 

for snow-grain sizes between 50 and 1000 µm (Wiscombe and Warren, 1980). As 

snow melts, clusters of snow grains form in unsaturated wet snow, behaving 

optically as single grains (Dozier and Painter, 2004). It explains the decrease of 

reflectance at NIR, as snow melting occurs. The largest sensitivity of snow 

reflectance to grain size occurs in wavelengths from 1.0 to 1.3 µm (Dozier, 1989b), 

being larger when atmospheric effects and snow contamination are small (Fily et 

al., 1997). 

At VIS and NIR, snow reflectance is similar to cloud reflectance. It is due to similar 

refractive indices of ice and water in this region of the electromagnetic spectrum 

(Winther and Hall, 1999; Green et al., 2002). In the middle-infrared (MIR) region 

(around 1.65 µm), ice is more absorptive than water, excepting for very small ice 

crystals (between 1 and 20 µm) as present in ice clouds (Dozier and Marks, 1987). 

Thus, MIR reflectance of clouds remain very high while values of snow reflectance 
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fall to near zero (Hall et al., 1988). 

Table 6.1: Overview on snow and ice reflectance as reported from different datasets and study 
sites. 

Optical 
glacier 
zones 

Reflectance 

Green 

Reflectance 
Red 

Reflectance 
Near-

infrared 

Reflectance 
Middle-
infrared 

Sensor Study area Author 

b b 
0.73±0.01 0.02±0.00 Landsat TM Austria 

Hall et al. 
(1988) 

0.85±0.15 0.89±0.13 0.94±0.18 0.05±0.01 Landsat TM Alaska 
Hall et al. 

(1988) 

0.924 0.922 0.85 0.43 Radiometer 
Victoria 
Land, 

Antarctica 

Zibordi and 
Maracci 
(1993) 

a 
0.90 0.85 0.07 Radiometer 

Vestfold 
Hills, 

Antarctica 

Boresjö-
Bronge and 

Bronge 
(1999) 

0.96
d a 

0.90
d a 

Pyranometer Switzerland 
Knap et al. 

(1999) 

a a 
0.86 0.0918 AVIRIS Arctic 

Li et al. 
(2001) 

Dry snow 
optical zone 

0.92-0.94 0.91-0.92 0.84-0.87 0.085-0.16 Radiometer 
Terra Nova 

Bay, 
Antarctica 

Casacchia 
et al. (2002) 

0.62±0.06 0.52±0.02 0.62±0.07 0.03±0.01 Landsat TM Austria 
Hall et al. 

(1988) 

0.72±0.05 0.61±0.01 0.63±0.06 0.01±0.00 Landsat TM Alaska 
Hall et al. 

(1988) 

a 
0.81-0.88 0.64-0.67 0.02 Radiometer 

Vestfold 
Hills, 

Antarctica
c 

Boresjö-
Bronge and 

Bronge 
(1999) 

Wet snow 
optical zone 

a 
0.89-0.97 0.67-0.77 0.03-0.06 Radiometer 

Vestfold 
Hills, 

Antarctica 

Boresjö-
Bronge and 

Bronge 
(1999) 

0.45±0.05 0.44±0.04 0.35±0.02 0.02±0.00 Landsat TM Alaska 
Hall et al. 

(1988) 

a 
0.65-0.77 0.29-0.37 0.02-0.03 Radiometer 

Vestfold 
Hills, 

Antarctica 

Boresjö-
Bronge and 

Bronge 
(1999) 

Bare ice 
optical zone 

0.53-0.66
d a 

0.44-0.55
d a 

Pyranometer Switzerland 
Knap et al. 

(1999) 

Bare ice 
with debris 

0.24±0.02 0.23±0.02 0.20±0.02 0.01±0.00 Landsat TM Austria 
Hall et al. 

(1988) 

a
No measurement. 

b
Data saturation occurred. 

c
Highly-metamorphosed snow. 

d
Data derived from figures in the respective publications. 
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Snow and ice are anisotropic reflectors (Wiscombe and Warren, 1980; Knap and 

Reijmer, 1998). It means that the upward flux of energy on glaciers is not the same 

in all directions (Hall et al., 1988). The effects of the snow and ice anisotropy is 

stronger at NIR wavelengths (Dozier, 1989a; Knap and Reijmer, 1998), resulting in 

a peak of reflectance in the forward direction (Dozier and Painter, 2004). The 

higher absorption in NIR than in the VIS explains the higher anisotropy occurring 

there (Knap and Reijmer, 1998). Photons with longer wavelengths penetrate less 

deeply into the snow than those with shorter wavelengths (Li et al., 2001), 

resulting in fewer scattering events at the longer wavelengths (Knap and Reijmer, 

1998). This effect is further enhanced by increase in single particle forward 

scattering with increasing wavelength (Knap and Reijmer, 1998). Furthermore, as 

grain size or illumination angle increases, the specular component of forward 

scattering increases as well (Dozier, 1989a; Hall et al., 1992). However, Painter 

and Dozier (2004) showed that the variability in the hemispherical-directional 

reflectance factor (HDRF) is negligible for near-nadir sensors. 

 

6.2 Glacier zones as detected by optical 

sensors 

Visible and infrared imagery enables the classification of different zones on 

glaciers (Hall et al., 1987; Hall et al., 1988; Williams et al., 1991; Boresjö-Bronge 

and Bronge, 1999; Sidjak and Wheate, 1999; König et al., 2001; Heiskanen et al., 

2003), which are usually divided in three main classes (Hall et al., 1987; Hall et al., 

1988; Sidjak and Wheate, 1999; Heiskanen et al., 2003): 

(1) dry snow optical zone (DSOZ); 

(2) wet snow optical zone (WSOZ); and 

(3) bare ice optical zone (BIOZ). 

In order to point out the contrast to classical glacier facies (chapter 2.1) and radar 

glacier zones (see chapter 5.2), glacial zoning as detected by optical sensors are 

denominated optical glacier zones in this study. 

Responding to weather conditions, the boundaries of the optical glacier zones 
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change during the year (König et al., 2001). Furthermore, a new snowfall can hide 

the boundaries between the optical glacier zones. Therefore, these zones do not 

correspond to the classical glacier facies as described by Paterson (1994). Due to 

optical properties of ice crystals, the radiance measured on glaciers at VIS and IR 

wavelengths depends on properties of a few centimetres (10-20 cm) of the 

snowpack (Wiscombe and Warren, 1980). Thus, optical glacier zones are 

determined by superficial properties of glaciers, while the classical glacier facies 

depend on properties of the entire snowpack from the last accumulation season 

(Paterson, 1994). Nevertheless, the position of the limits between optical glacier 

zones (i.e., snow line and transient wet snow line) is considered a proxy for 

information on glacier mass balance and present or recent meteorological 

conditions (Williams et al., 1991).  

 

6.2.1 Dry snow optical zone 

The DSOZ corresponds to the area of the glacier which is covered by freshly-fallen 

or slightly metamorphosed snow at the instant of image acquisition. Due to the 

effective volume scattering occurring in the first centimeters of the snowpack 

(Wiscombe and Warren, 1980), it is characterized by high reflectance values at 

VIS and NIR wavelengths. The high absorption coefficient of ice at MIR (Dozier, 

1989a) explains the low values of reflectance occurring there. The dry snow line 

depends on measurements which extend below the surface to show the presence 

or absence of slight wetting in the snowpack (Williams et al., 1991). So, it can not 

be detected by optical sensors. 

 

6.2.2 Wet snow optical zone 

This zone includes firn, slush, and snow highly metamorphosed by melting and 

refreezing cycles (Hall et al., 1988). Here, liquid water reduces the snow 

reflectance only by increasing the effective grain size (Wiscombe and Warren, 

1980), which remains optically with the same size after refrozen. Thus, the 

development of a WSOZ could correspond to a early state of the snowpack. But 
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anyway it indicates the area which was highly affected by wet-snow 

metamorphism. The slush area corresponds to snow completely saturated with 

water, localized at the inferior portion of the wet snow zone (Williams et al., 1991). 

The wet snow line, although apparently discernible at the surface, depends on 

wetting of the entire snowpack deposited during the previous winter (Paterson, 

1994). Because the snow reflectance  depends on the 10-20 cm of the snowpack 

(Wiscombe and Warren, 1980), the transient wet snow line located on optical 

images does not correspond to that defined by Paterson (1994) (Williams et al., 

1991). 

 

6.2.3 Bare ice optical zone 

The BIOZ corresponds to both ice zones described by Paterson (1994): the bare 

glacier ice of the ablation area; and the superimposed ice (Figure 2.1). 

Furthermore, some small patches of firn, wet snow, or debris-covered ice can 

occur at this zone (Hall et al., 1988). Reflectance on the bare ice zone is slightly 

lower than the wet-snow reflectance at the VIS, but it is reduced to quite low 

values at NIR (see figure 6.1 and table 6.1), contrasting well with the reflectance 

on the wet and dry snow zones. The upper limit of the bare ice zone corresponds 

to the snow or firn line. 

 

6.3 Pre-processing of optical data 

This chapter describes the steps necessary to prepare optical imagery for 

classification. Basically, it includes: 

(1) geometric correction; and 

(2) radiometric calibration. 

The geometric correction consists of co-registering the scenes to a common 

spatial reference, requiring the interactive selection of GCPs. However, for data 

acquired on the same location (path and row), this step is done only for the first 

image to be processed, and the defined geometric correction model is used for 
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subsequent imagery. The radiometric calibration converts the data to a common 

radiometric scale. Using IceTools, it can be done for one or a series of images. 

Figure 6.2 shows the GUI used for input of image information used for writing of 

batch files and executing automatically the process. 

 

Figure 6.2: Grafical user interface of the IceTools module for pre-
processing of optical data. It enables the input of image information used 
to prepare batch files and execute the radiometric calibration on a series 
of scenes. 

 

6.3.1 Geometric correction 

In this step, optical imagery is co-registered to the GIA Landsat TM mosaic 

(Chapter 2.3.1). Using Erdas IMAGINE, this task is done interactively in the 

following sequence: 

(1) with the GIA Landsat TM mosaic as spatial reference, 25 or 15 GCPs are 

selected for co-registering TM/ETM+ or ASTER images respectively. As 
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scenes acquired on a particular path and row can be co-registered using the 

same set of GCPs, they are selected only for the first image to be processed; 

 (2) using a second-order polynomial transformation, the new position of each 

pixel is calculated. RMSE smaller than 30 m are achieved by this process. 

Whenever higher values of RMSE are found, the location of GCPs has to be 

improved; and 

(3) finally, the images are resampled using the nearest neighbour algorithm. 

Spatial resolution of output data is maintained in 30 (TM/ETM+) and 15 m 

(ASTER). 

The transformation of pixel row and column numbers to map projections without 

considering elevation produces shift in pixel positions (Figure 6.3). It is directly 

depending on terrain elevation and nadir distance. However, this effects will not 

affect strongly glacier parameters derived from optical data (i.e., glacier frontal 

position, snow line, and transient wet snow line). The snow line on the AP is found 

below 500 m altitude (Simões et al., 1999; Braun et al., 2000; Rau et al., 2001; 

Skvarca et al., 2004), while the transient wet snow line seldom reaches 1200 m 

(Rau et al., 2001; Rau and Braun, 2002). Furthermore, since the swath width of 

ASTER is 60 km, positional errors due to terrain effects on this kind of images are 

smaller than 60 m (Figure 6.3). 

 

Figure 6.3: a) Schematic representation of the shift in pixel location by transforming of pixel row 
and column numbers to a map projection without considering elevation. b) Shift of pixel location as 
a function of terrain elevation and nadir distance for Landsat TM/ETM+ and Terra ASTER data. 
The dashed line on b represents the maximum distance from nadir for Terra ASTER imagery. 
Modified after Paul (2003). 
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6.3.2 Radiometric calibration 

Spectral information detected by sensors in the VIS and IR regions of the 

electromagnetic spectrum is recorded as digital number (DN) values. It means, the 

ground reflectance measured in terms of radiance is offset and scaled during the 

image acquisition. The radiometric calibration consist of converting the DNs to 

spectral reflectance at satellite level. 

The first step is the conversion from DNs to spectral radiance (W m-2 sr-1 µm-1) 

detected at the sensor. ASTER data is imported directly to radiance values. The 

at-sensor radiance (Lsat) from TM/ETM+ data is retrieved as (NASA, 2006): 

BDNGL
sat

+×=  (6) 

where B is the offset value for each band and corresponds to minimum spectral 

radiance detected at sensor (Lmin), and G is the sensor gain for each band 

calculated with a relation between maximum (Lmax) and minimum radiance (Lmin) 

for each band and maximum digital number (255 for 8 bits data) as (Chander and 

Markham, 2003): 
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Finally, spectral reflectance at satellite level (ρsat) is calculated as (NASA, 2006): 
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where d is the Earth-Sun distance in astronomical units, E0 is the exoatmospheric 

solar spectral irradiance (W m-2 
µm-1), and θz the solar zenith angle. The value of 

E0 for each spectral band are based on data from Iqbal (1980). The ρsat is the 

directional-hemispheric reflectance of the Earth-atmosphere system if the angular 

distribution of the reflected radiation is assumed to be isotropic (Dozier 1989b). 

The use of ρsat values instead of digital numbers for analysis of snow and ice 

surfaces facilitates scene-to-scene comparisons of glaciers (Hall et al. 1988), and 

enables the development of a multi-sensor approach. Furthermore, by calculating 

ρsat, effects of the solar zenith angle on the incoming radiation at a plane surface 

are corrected. 
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Besides surface properties, two main factors are responsible for affecting the 

reflectance detected by optical satellite sensors on glaciers: (1) topographic 

effects; and (2) atmospheric effects. Topographic effects are caused by different 

illumination conditions on rough terrain and adjacency effects caused by additional 

illumination from direct and scattered radiation from adjacent slopes (Li et al., 

2002). Atmospheric effects are resulting from scattering and absorption of solar 

radiation by molecules and aerosols through the sun-surface-satellite paths 

(Vermote et al., 1997). Both need suitable, supplementary information for accurate 

correction (Sandmeier and Itten, 1997), which is not available for the AP. 

However, as demonstrated in chapter 3.2.2, the use of the centerline approach 

eliminate many areas affected by topographic effects. In addition, Hall et al. (1995) 

and Paul (2001) demonstrated the possibility of using data without atmospheric 

correction in operational routines for mapping snow-cover extension and glacier 

surfaces. Here, the main consequence expected is the underestimation of 

reflectance values (Hall et al., 1990; Winther and Hall, 1999), when compared with 

atmospherically-corrected data or field measurements. 

 

6.4 Classification of glacier frontal position 

The classification of glacier frontal position is performed with methods presented in 

chapter 5.4 (i.e., texture analysis and ISODATA classification). The developed 

algorithms consist of adaptive procedures for detecting glacier frontal positions 

with different conditions of sea ice, brush ice or open water at the front of glaciers. 

In this chapter, particular details regarding the use of optical imagery are 

explained. 

Among the channels available from visible and infrared sensors used in this study, 

the NIR is the most sensitive to snow properties (Boresjö-Bronge and Bronge, 

1999; see table 6.1). So this channel is used as input for classifying glacier fronts,  

enabling class separability in situations when snow-covered sea ice is contiguous 

to glaciers. Here, small differences in reflectance between sea ice and glacier 

surface, or shadows and peaks of reflectance at the glacier front are enough to 

allow the detection of glacier frontal position in segmented imagettes (see chapter 

4.3 for comprehensive explanation on creating small images for classification). 
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To generate variance images used in the texture analyses, the size of moving 

windows is a compromise between positional accuracy (small windows) and 

suppression of features (large windows). In addition, it depends on pixel size, 

because the highest the resolution, the more small features like crevasses and ice 

fractures will be represented in satellite images. The optimal size for moving 

windows to be used with TM/ETM+ (30 m spatial resolution) and ASTER data (15 

m spatial resolution) are 5 x 5 and 9 x 9 pixels respectively. 

Both methods were tested on glaciers selected in chapter 3.5. Two sets of images 

available at the IPG were used for that: 16 Landsat TM (12) or ETM+ images (4); 

and 36 ASTER scenes (see Appendix, Table A.2). It covered 54 and 46 glaciers 

respectively. The resulting glacier fronts were evaluated visually, and the 

classification accuracy is summarised in table 6.2. The texture approach classified 

accurately 86% of the glacier fronts, while ISODATA succeed in 70% of the cases. 

Most of the misclassification (57.9%) occurred when sea ice was contiguous to 

glacier fronts. 

Table 6.2: Summary of classification results from texture and ISODATA approaches used to detect 
glacier frontal position using Landsat TM/ETM+ and Terra ASTER data. The texture method yields 
best results. 

Texture ISODATA 

 
Succeed Fail Total 

Classification 
accuracy (%) 

Succeed Fail Total 
Classification 
accuracy (%) 

TM/ETM+ 50 4 54 92.59 41 13 54 75.93 

ASTER 36 10 46 78.26 29 17 46 63.04 

Total 86 14 100 86.00 70 30 100 70.00 

 

The computer routine is executed as described in chapter 5.4. The last procedures 

for automatic validation of the classified glacier fronts are done as explained in 

chapter 4.5. 

 

6.5 Classification of optical glacier zones 

This step uses the maximum likelihood classifier for categorisation of optical 

glacier zones. This classification algorithm evaluates quantitatively the mean 

vector and covariance matrix of spectral classes when classifying an unknown 
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pixel (Lillesand and Kiefer, 2000), taking into account the reflectance variability of 

optical glacier zones (Table 6.1). Here, four classes are considered: DSOZ; 

WSOZ; BIOZ; and clouds. As glacier frontal positions are derived from the 

algorithm described in chapter 6.4, classes located at the sea surface (e.g., water, 

sea ice, suspended sediments) are not considered for supervised classification, 

reducing possible sources of classification errors. Shadows on snow surfaces 

caused by the topography or clouds are frequently misclassified as ice (Boresjö-

Bronge and Bronge, 1999; Sidjak and Wheate, 1999). To overcome this problem, 

pixels classified as bare ice glacier zone above 500 m altitude or with MIR 

reflectance higher than 0.05 (i.e., near clouds) are reclassified as shadows, given 

that there is no record of snow line above this altitude at the AP and ice has small 

values of reflectance at the MIR wavelength (Hall et al., 1988; Boresjö-Bronge and 

Bronge, 1999). 

To describe the spectral response pattern for optical glacier zones, representative 

training areas were selected from images on both sides of the AP (Table 6.3). Due 

to the lack of ground truth data to validate classes observed in reference images, 

information on snow and ice reflectance from the literature (summarised in table 

6.1) was used as ancillary information for visual interpretation. Figure 6.4 shows 

some examples of training samples selected. In total, 81 areas were delineated 

(Table 6.4). 

Table 6.3: List of reference images used for selection of training samples for maximum 
likelihood classification.  

Satellite sensor Path/Row 
Acquisition 

date 

Solar 
elevation 
angle (

o
) 

Solar 
azimuth 
angle (

o
) 

Side of the 
Antarctic 
Peninsula 

Landsat 4 TM 215/105 1988.02.29 21.98 61.27 East 

Landsat 5 TM 220/108 1986.03.06 16.25 62.99 West 

Landsat 7 ETM+ 216/105 2000.02.21 26.42 56.45 East 

Landsat 7 ETM+ 218/105 2001.02.21 26.03 57.00 West 

Terra ASTER 218/297 2001.01.04 37.84 52.57 West 

Terra ASTER 215/289 2002.01.18 38.16 54.33 East 

Terra ASTER 215/290 2002.01.18 37.59 54.39 East 
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Figure 6.4: Examples of training samples selected for defining signatures for maximum likelihood 
classification. The validation of classes interpreted visually was based on table 6.1. a) Subset of a 
Landsat 7 ETM+ image (path: 216, row: 105) acquired on 21 February 2000. b) Subset of a Terra 
ASTER image (path: 215, row: 289) acquired on 18 January 2002. 

Table 6.4: Total number of training samples and pixels selected for spectral 
analysis. 

Satellite sensor Classes 
Number of 

training areas 
Number of 

pixels 

Dry snow optical zone 10 55133 

Wet snow optical zone 5 5541 

Bare ice optical zone 6 1694 
Landsat TM 

Clouds 2 32386 

Dry snow optical zone 10 57410 

Wet snow optical zone 12 15368 

Bare ice optical zone 8 2312 
Landsat ETM+ 

Clouds 2 10729 

Dry snow optical zone 8 187428 

Wet snow optical zone 6 16920 

Bare ice optical zone 8 10224 
Terra ASTER 

Clouds 4 59675 

 

TM/ETM+ band 1 was not considered for classification because of pixel saturation 

on glacier surfaces (Dozier, 1989a; Heiskanen et al., 2003). Furthermore, due to 

the fact that values of snow reflectance fall to near zero at SWIR (Hall et al., 

1988), only the middle infrared channel was used in the classification (i.e., bands 5 

and 4 from TM/ETM+ and ASTER respectively).  



CHAPTER 6 – CLASSIFICATION OF GLACIER SURFACES USING OPTICAL DATA 90 

As required for multispectral classification, statistics derived from training samples 

(Figure 6.5) show good separability of classes in the spectral space. As described 

by some authors (Hall et al., 1990; Winther and Hall, 1999; Dozier and Painter, 

2004), the reflectance at satellite level resulted in smaller values than that derived 

from field measurements (Figure 6.5). However, the same spectral pattern is 

observed. The differences in reflectance are interpreted as a product from several 

factors like as: different surface characteristics; different sensors; and general 

attenuation by atmospheric effects (Winther and Hall, 1999). Furthermore, 

variations among reflectance values measured for each optical glacier zone by 

different sensors are also found in the literature (Table 6.1). 

The spectral signatures were tested on glaciers selected in chapter 3.5. Although 

different training samples are used for classification of TM and ETM+ data, they 

were selected as complementary datasets, covering together 54 test glaciers. 

ASTER data available at the IPG covered 46 glaciers. In total, glacier centerline 

images from 16 Landsat TM/ETM+ images (12 and 4 from each instrument 

respectively) and 36 ASTER scenes were used for evaluating the classification. 

Trials were performed with the following band combinations: 

(1) green, red, NIR,  and MIR; and 

(2) red, NIR, and MIR. 

Due to similar spectral behaviour of the all classes in the green and red channels 

(Figure 6.5), the second trial considered only one of them. In that case, the red 

band was chosen instead of the green because of the saturation occurring 

frequently on snow surfaces in the last one (Hall et al., 1988). 

According to Sidjak and Wheate (1999) and Heiskanen et al. (2003), visual 

interpretation is the most accurate way to delineate glacier zones using optical 

imagery. These authors suggest that this is the only way to take topography and 

glacier features like crevassed fields into account. Nevertheless, a rigorous 

evaluation of the visually interpreted snow line and transient wet snow line is not 

possible without ground truth data. 
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Figure 6.5: Mean values of at-satellite reflectance from training areas 
selected from TM (a), ETM+ (b), and ASTER (c) images. Bars indicate 
one standard deviation. Spectral reflectance curves of fresh snow, firn 
and ice after Zeng et al. (1984). 
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In order to evaluate both combination of bands, classification results were 

compared against visual interpretation. Results of accuracy assessment are 

presented in table 6.5. The first trial classified accurately 80% of the glacier 

surfaces, while the second succeed in 91% of the cases. The use of the green 

band as input for classification increases the number of cloud pixels being 

classified as snow, and reduces the ability for discriminating clouds from snow and 

firn. As observed in early studies (Sidjak and Wheate, 1999), highly fractured ice in 

crevassed fields and ice falls were sometimes mapped as wet snow optical zone.  

Table 6.5: Summary of classification results from trials used for testing two sets of band 
combinations for maximum likelihood classification of Landsat TM/ETM+ and Terra ASTER glacier 
centerline images. The use of red, NIR and MIR yields best results. 

Bands Green, Red, NIR and MIR Red, NIR and MIR 

 Succeed Fail Total 
Classification 
Accuracy (%) 

Succeed Fail Total 
Classification 
Accuracy (%) 

TM/ETM+ 45 9 54 83.33 48 6 54 88.88 

ASTER 35 11 46 76.09 43 3 46 93.48 

Total 80 20 100 80 91 9 100 91 

 

Due to more accurate results, band combinations used in the second trial (i.e., red, 

NIR, and MIR) are selected to be used in an operational routine for classification of 

optical glacier zones along glacier centerlines. The whole classification and post-

classification processes were implemented using functions available in the Erdas 

IMAGINE Spatial Modeler Language (SML). These processes are executed 

automatically by IceTools after the extraction of glacier frontal positions. The steps 

are as follows (Figure 6.6): 

(1) spectral signatures are selected for the corresponding image to be classified 

(i.e., TM, ETM+ or ASTER); 

(2) maximum likelihood classification is performed for each glacier centerline 

image; 

(3) pixels classified as bare ice glacier zone above 500 m altitude or with MIR 

reflectance higher than 0.05 are reclassified as no data, reducing the 

possibility of shadows caused by the topography or clouds being classified as 

ice. Centerline DEMs are used as source of topographic information; and 

(4) for all classes, clusters smaller than 250 (TM and ETM+) and 1000 pixels 
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(ASTER) are incorporated in the surrounding class. It reduces 

misclassification due to shadows of clouds and features like snow patches 

and ice falls. 

A set of categorised images is resulting from the classification process described 

above. To derive the boundaries between the classified glacier zones, a general 

routine described in chapter 4.5 is used. Figure 6.6 illustrates the whole process of 

classification and extraction of points representing glacier zonal limits. 

 

Figure 6.6: Diagram illustrating the processing steps for extraction of boundaries 
between optical glacier zones from segmented Landsat TM/ETM+ and Terra ASTER 
data. 
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7 Potential of the method 

In this chapter, the potential of the developed centerline approach and its 

computational implementation (i.e., IceTools) is discussed. This is done by 

describing the processing time required for a complete analysis of radar and 

optical scenes, and estimating the time needed to analyse the datasets 

corresponding to an annual snapshot of the 240 glaciers monitored by the system. 

Furthermore, a discussion is realised about how the IceTools is prepared for 

additional datasets. 

 

7.1 Considerations on processing time 

The processing time of the developed routines depends on computational power 

of the workstation used for image analysis, spatial resolution and swath width of 

the satellite scene as well as the amount and size of glaciers analysed per image. 

In this work, algorithms were developed and tested using a notebook with an Intel 

Celeron M processor running at 1500 MHz (Table 7.1). The operational system 

used is the Windows XP Home Edition. The amount of glaciers to be analysed 

differs for each scene footprint. Thus, in order to estimate the processing time 

required for the complete image analysis and validation, about 20 glaciers per 

image are considered for radar or Landsat TM/ETM+ data, and 10 for Terra 

ASTER imagery. 

As described in chapter 4, IceTools uses components of the following softwares: 
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PostgreSQL/PostGIS, BEST and Erdas IMAGINE. PostgreSQL/PostGIS can run 

on a remote server, not demanding resources of the computer were image 

analyses are carried out. Nevertheless, this software was installed locally for 

development and tests, showing that also in case of analyses with maximum 

amount of glaciers per image it does not require more than 10 minutes for 

executing the SQL statements used in IceTools. System requirements of BEST 

and Erdas IMAGINE are covered by the computer used (Table 7.1). 

Table 7.1: Configuration of the computer used to develop and test the routines of IceTools, and 
minimum system requirements to run the software used in its processing chain (Leica Geosystems, 
2003; ESA, 2006b). 

 
Computer used for 

development and tests 
System requirements 
for Erdas IMAGINE 8.7 

System requirements 
for BEST 4.0.3 

Processor 
Intel Celeron M, 

1500 MHz 
Intel Pentium 2 

Intel Pentium 3, 
800 MHz 

Random access 
memory (RAM) 
(megabytes) 

512 
256 (512 highly 
recommended) 

256 

 

The most time consuming part of an analysis is the data pre-processing (Table 

7.2), including the selection of GCPs for orthorectification (SAR images) or co-

registration (optical data). Nevertheless, it is significantly reduced after analysing 

the first scene of a specific location (i.e., frame and track or path and row). Hereby, 

GCPs are selected for the first image to be analysed and also used for processing 

subsequent images. Furthermore, the use of workstations with faster processors 

reduces the time needed for data pre-processing, generation of centerline images, 

and classification. The differences in time among the datasets in table 7.2 are due 

to different algorithms used for image pre-processing and classification of SAR 

and optical data, and different spatial resolution and swath width of Landsat 

TM/ETM+ and Terra ASTER images. 

Another important point to be considered is that the only processing step which 

requires a scientist trained in remote sensing and glaciology is the data validation 

and database ingest. It avoids misclassified results being incorporated to the 

database. The whole pre-processing and classification steps require a few 

interactions (Chapter 4.1) which can be done by students with some background 

in remote sensing. 
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Table 7.2: Processing time estimated for carrying out a complete image analysis using the 
processing chain proposed in chapter 4, and an annual snapshot of the 240 glaciers 
monitored on the Antarctic Peninsula. 

Estimated time for processing each dataset (minutes) 

Processing step ERS-1/2 SAR and  

Envisat ASAR 
Landsat TM/ETM+ Terra ASTER 

Selection of GCPs 20 30 20 

Pre-processing 70 40 30 

Generation and 
classification of 
centerline images 

45 35 15 

Data validation and 
database ingest 

25 25 15 

P
ro

c
e
s

s
in

g
 o

f 
a
 

c
o

m
p

le
te

 i
m

a
g

e
 a

n
a
ly

s
is

 

Total time for a 
complete analysis 

160 130 80 

Pre-processing 2100 800 2400 

Generation and 
classification of 
centerline images 

1350 700 1200 

Data validation and 
database ingest 

750 500 1800 

P
ro

c
e

s
s
in

g
 o

f 
a
 

c
o

m
p

le
te

 s
n

a
p

s
h

o
t 

Total time for a 
complete snapshot 

4200 (70 hours) 2000 (33.3 hours) 5400 (90 hours) 

 

A complete snapshot of the 240 glaciers monitored on the AP in a determined time 

is achieved by analysing 30 (ERS-1/2 SAR or Envisat ASAR), 20 (Landsat 

TM/ETM+), or 80 images (Terra ASTER). Therefore, it requires between 33.3 and 

90 hours of processing, depending on the dataset (Table 7.2). Selection of GCPs 

is not taken into account for this estimation, because it is not a recurring activity. 

Considering one scientist and one student working on that at two workstations for 

6 and 4 hours a day respectively, a complete snapshot can be retrieved in less 

than two weeks from any dataset. As the pre-processing and classification steps 

can be programmed to be executed automatically for several files in batch mode, it 

does not require the full attention of the analysts to run. Thus, these processes 

can be executed even at night, reducing the two weeks estimated for a snapshot. 
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7.2 New and improved datasets 

Several existing and future satellite datasets have the potential to be analysed with 

the centerline approach. Table 7.3 summarises the main characteristics of some 

existing or future satellite sensors identified as possible source of data to derive 

multi-temporal information on glacier parameters. They will acquired datasets with 

complementary frequency and polarisation modes (e.g., ALOS PALSAR, 

Radarsat, Radarsat-2, TerraSAR-X), and improved spatial resolution (e.g., ALOS 

AVNIR-2, CBERS-3 CCD, TerraSAR-X). Furthermore, even different image modes 

of Envisat ASAR (i.e., Wide Swath, alternating polarization) can be further 

investigated. 

Table 7.3: Main characteristics of potential sensors to be used as source of data for centerline 
approach analyses. 

Platform Radarsat-1 Radarsat-2 TerraSAR-X ALOS CBERS-3 

Sensor SAR SAR SAR 
PALSAR/ 

AVNIR-2 

PANMUX, 

MUXCAM 

Launch date Nov. 1995 Mar. 2007 Oct. 2006 Jan. 2006 2008 

Scheduled 
lifetime 

5 years, but 
is still 

operating 
7 years 5 years 3-5 years 3 years 

Bands C (5.6 cm) C (5.6 cm) X (3.1 cm) 
L (cm) 

VIS and IR 
VIS and IR 

Polarisation HH 

Single, dual or 
multi-polarisation 
in HH, VV, HV, 

VH combinations 

Single or dual 
in HH, VV, 

HV, VH 
combinations 

Single, dual or 
multi-polarisation 
in HH, HV, VH, 

VV combinations 
(PALSAR)  

 

Ground 
resolution 
(m) 

8-100 3-100 1-16 
7-100/ 

10 
5-20 

Swath width 
(km) 

45-500 10-500 5-100 
30-350/ 

70 
60-120 

 

The modular structure of the developed methods (chapter 4) enables an 

unproblematic integration of algorithms from additional datasets. The following 

compilation describe procedures recommended for adapting the developed 

routines for new or improved datasets. It is necessary: 

- to carry out a comprehensive bibliographic review about the applications of 
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the sensor or similar sensors for classification of ice and snow surfaces; 

- to identify the pre-processing steps necessary to convert the data to common 

radiometric scale (i.e., backscatter coefficients for SAR data and reflectance 

values for optical imagery); 

- to develop or to adapt algorithms for classifying glacier facies and glacier 

frontal position using the new dataset; 

- to test the method developed for the sample of glaciers selected in chapter 3; 

and 

- to implement the complete processing routine in IceTools. 
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8 Variations of glacier parameters 

on the Antarctic Peninsula 

A multi-temporal analysis was carried out using algorithms developed in this work. 

Satellite datasets archived at the IPG and available through an ESA AO project 

were used for that. This chapter describes the resulting information on changes in 

boundaries between glacier facies and glacier frontal positions from 1986 to 2005. 

 

8.1 Overview 

Satellite data archived at the IPG is available for a preliminary analysis of 

variations in glacier parameters on the Antarctic Peninsula (AP) north of 70o S. 

Datasets were selected considering the attempt of covering almost the entire study 

area for distributed time periods (Figure 8.1). In addition, complementary SAR 

data was requested within the ESA’s CryoSat Data AO Project No. 2658, 

"Evaluating Cryosat’s potential contribution to the quantification of mass balance 

and mass balance variations on the Antarctic Peninsula". The datasets used for 

the analysis consisted of 62 ERS-1/2 SAR, 6 Envisat ASAR, and 13 Landsat TM 

scenes (see Appendix, Tables A.3 and A.4), allowing 6 snapshots of the AP 

glaciers between 1986 and 2005 (Figure 8.1). TM data corresponds to original 

images of the GIA Landsat TM mosaic (Bennat et al., 1998), acquired between 

1986 and 1989, and was used for the earliest snapshot of the glacier frontal 

position (Figure 8.1a). The available radar data enabled the coverage of the AP 
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between 1992 and 2005 (Figure 8.1b-8.1f) and was used for deriving information 

on both boundaries between glacier facies and position of ice fronts. 

Image analyses were carried out using the methods developed within this 

investigation. Variations in glacier parameters observed in the data resulting from 

analyses are described in chapters 8.2-8.5. For investigating spatial patterns of 

changes, the AP was divided in west and east sides, and subdivided in four 

sectors of latitude: north of 64o S; between 64o S and 66o S; from 66o S to 68o S; 

and between 68o S and 70o S. The RAMP DEM (Liu et al., 2001; see chapter 

2.3.2) was used as source for elevation data. However, to consider altitudinal 

variations also for changes detected in horizontal distances smaller than the 

RAMP DEM’s original pixel size (200 m), it was resampled to 20 m using bilinear 

interpolation. 

 

Figure 8.1: Coverage of the satellite datasets used for multi-temporal analysis. 
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Figure 8.2: Mean values of dry snow line altitude by 
sectors along the Antarctic Peninsula. Values in 
meters (with one standard deviation) as detected for 
2004/05. The black lines show the boundaries of 
sectors used for analysis. 

8.2 Dry snow line 

The occurrence of the dry snow radar zone (DSRZ; see chapters 2.1.1 and 5.2.1 

for a comprehensive description about the dry snow zone and the dry snow radar 

zone respectively) was detected on 97 glaciers at total, being restricted to high 

areas on the plateaus of the AP (Rau and Braun, 2002). The only sector where no 

DSRZ was detected is located on the northeastern tip of the AP, where high 

altitude areas are limited to a small part of the Detroit Plateau. 

The interpretation of the spatial and temporal patterns of dry snow line altitude 

(DSLA, chapter 2.1.6) resulting from this analysis is based on Rau et al. (2001) 

and Rau (2003). By modelling the backscattering (C-band; VV) for dry snow 

zones, Rau et al. (2001) found that to move the dry snow line downwards an 

increase in snow accumulation is necessary. Conversely, the only mechanism that 

is believed to cause a significant upward shift of the dry snow line is the impact of 

high temperatures (Rau, 2003). 

The distribution of mean values 

of DSLA as detected for the last 

snapshot (2004/05) is 

presented in figure 8.2. On both 

sides of the AP, mean values of 

DSLA move downwards as we 

go south, agreeing with the 

southward decrease in mean 

annual surface temperatures as 

recorded for this region (Morris 

and Vaughan, 2003). Although 

the east side of the peninsula is 

7oC colder than the west side 

(King and Turner, 1997), 

between 64o and 66oS the 

DSLA is higher in the east side. 

Mass balance data interpolated 
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for the AP (Turner et al., 2002) and changing precipitation patterns (Turner et al., 

1997) indicate an increase in accumulation along the west coast of the AP, which 

may be contributing to maintain this difference. However, long-term continuous 

observations are needed to evaluate the impact of high temperature events on the 

DSLA of this sector. 

As basis for the statistical analysis, the altitudinal differences of the dry snow line 

in meters per year were calculated for each glacier. Then, annual changes in 

DSLA were averaged in sectors along the AP and three time periods between 

1992 and 2005 (Figure 8.3), defined based on data availability (Figure 8.1). 

Upward changes in the DSLA were detected for all sectors over the period 1992-

2005 (Figure 8.3a-g). Considering glaciers flowing to Larsen C Ice Shelf (between 

66o and 70oS, Figure 8.3e and g), the observed increase in DSLA agrees with 

findings from Rau (2003) for the period from 1992 to 2000. This author shows the 

relationship of detected upward shift in DSLA with increase in high temperature 

events in San Martin Station during this time period. Here, it seems that over the 

whole AP extreme events of snow melting are reaching high altitude areas as 

response to increase in air temperature (Morris and Vaughan, 2003) and duration 

of warm periods (Torinesi et al., 2003). However, the magnitude and trend of 

observed changes are not the same for all sectors. While almost all sectors north 

of 68oS had a positive trend in DSLA, the recorded change shows a slight 

downward trend in the southern-most parts of the AP (Figure 8.3f-g). 

A mean decrease in DSLA was detected on three regions only for the period from 

1992 to 1996 (Figure 8.3a, c and d). As high accumulation (Turner et al., 2002) 

and precipitation records (Turner et al., 1997) coincides with the sectors north of 

64oS and between 66o and 68oS, the dry snow line on these areas appears to had 

reacted to increased accumulation from 1992 to 1996. As almost no precipitation 

records are available for the east side of the AP, it is difficult to draw conclusions 

about the east sector between 64o and 66oS. 
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Figure 8.3: Average change in dry snow line altitude over time (between 1992 and 2005) and by 
sectors along the Antarctic Peninsula. Negative and positive values correspond to mean downward 
and upward shifts of the dry snow line respectively, and are relative to the mean dry snow line 
altitude in the first year of the period. The numbers indicate the sample size of glaciers for each 
period. Note the different magnitude of change for each sector. 
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Figure 8.4: Location of glaciers (coloured circles) 
where the development of wet snow radar zone was 
detected. The colours correspond to stations (black 
boxes) source of temperature data. The black lines 
show the boundaries of sectors used for analysis. 

8.3 Wet snow line 

The development of a wet snow radar zone (WSRZ; see chapters 2.1.3 and 5.2.3 

for a comprehensive description about the wet snow zone and the wet snow radar 

zone respectively) was detected on 158 glaciers distributed on both sides of the 

AP (Figure 8.4), reaching altitudes higher than 1000 m along the whole west coast 

and on the east coast north of 66oS (Figure 8.5). 

In order to analyse the dependency of snow melt on temperature, mean values of 

the transient wet snow line altitude (WSLA) were compared to surface air 

temperature at the time of image acquisition. For that, glaciers were divided 

between the two sides of the AP, the nearest station on the corresponding side 

was searched for each glacier (Figure 8.4), and available temperature data was 

obtained from the Antarctic Meteorological Database at the British Antarctic 

Survey (BAS, www.antarctica.ac.uk/met/metlog). 

A clear increase in mean WSLA 

with the increase in surface air 

temperature is shown for the 

west AP north of 68oS (Figure 

8.5). It indicates the 

significance of air temperature 

as one of the main 

meteorological parameters 

influencing the energy input to 

snow cover on the western 

Antarctic Peninsula, as 

observed by Schneider (2000). 

The high variability in WSLA 

represented by one standard 

deviation bars in figure 8.5 

indicates local variation in 

energy balance. Schneider 

(1998) showed the potential of 
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these data for monitoring the local effects of weather patterns in a seasonal basis. 

 

Figure 8.5: Mean values of wet snow line altitude (m) and one standard deviation bars as detected 
on sectors of the Antarctic Peninsula. The numbers indicate the sample size of glaciers. 
Temperature data at the time of image acquisition was obtained from the nearest meteorological 
station. Source of temperature data: British Antarctic Survey (BAS, 
www.antarctica.ac.uk/met/metlog). 
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Furthermore, several events of surface melting were detected even when the 

surface air temperatures were negative. This occurred on both sides of the AP, 

and indicates the occurrence of positive temperatures prior to image acquisition. 

After the occurrence of positive temperatures, the temperature dropped to below 

0oC and the snow started to freeze at the surface, although the thermal isolation of 

the snow layers restrained the heat exchange of the snowpack with the cold air at 

the surface (i.e., the radiation balance is still positive at the image acquisition; 

Torinesi et al., 2003). Events of positive air temperature at meteorological stations 

of reference during the 96 hours prior to image acquisition support this 

interpretation. A short time period with slightly negative temperatures is not 

enough to develop large snow grains, ice pipes and layers, which act as strong 

scatters of the radar beam and increase the volume scattering (Rau et al., 2001). 

The widespread occurrence of these phenomena indicates that simple models of 

snow melting or mass balance based on positive degree-days from temperature 

measured at nearby stations may be underestimating the energy still available for 

melting in the snowpack. Such models can be improved simply by considering 

snowpack information derived from SAR data (Schneider, 1998). 

Finally, the thermal inversion over the east AP (Morris and Vaughan, 2003) 

appears to be the phenomenon responsible not only for low temperature records 

at near surface during melting events in this region, but also for increase in WSLA 

with the decrease in temperatures observed in figure 8.5b. 

 

8.4 Snow line 

The development of a bare ice radar zone (BIRZ; a comprehensive description 

about the ablation area and the bare ice radar zone is given in chapters 2.1.5 and 

5.2.4) was detected on 83 glaciers in total, 53 glaciers along the western side of 

the Antarctic Peninsula and 30 on the northeastern region. However, as 

equilibrium line altitude on the west AP is almost at sea level, the development of 

a bare ice radar zone on glaciers on this area is patchy and irregularly distributed 

on time. On the other hand, a good time series of observations (Figure 8.6) was 

documented for 26 glaciers in the east Trinity Peninsula (TPE), and is discussed 
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here. This region coincides with the area of highest annual positive degree-days 

(PDDs) in the AP, as modelled by Vaughan (2006). 

 

Figure 8.6: Mean values of snow-line altitude (m) and one standard 
deviation bars as detected on glaciers at the east side of the Trinity 
Peninsula. The numbers indicate the sample size of glaciers for each 
balance year. The circles correspond to mean summer air temperature 
recorded at Marambio station. 

Mean value of snowline altitude (SLA) calculated for each balance year using only 

data from glaciers where a BIRZ was detected is depicted in figure 8.6. The 

maximum value of SLA was 392 ± 91 m for the balance year 1999/2000. This 

agrees with the lowest value of annual net mass balance (-0.56 m w.e.) recorded 

for this balance year by Skvarca et al. (2004) for the time series 1999/2000-

2002/03 of the Glaciar Bahía del Diablo (Vega Island; 63o 50’ S; 57o 25’ W). In 

addition, the mean SLA in the east coast of the TPE shows a good correlation with 

variations in the mean summer air-temperature (MSAT; December-February) 

records of Marambio station (Figure 8.6). MSAT’s are responsible for glacier-

surface melting and run-off (Skvarca and De Angelis, 2003). However, the MSLA 

(233 ± 163 m) detected for the balance year 1992/93 does not agree with the 

MSAT recorded for this time period. The lack of precipitation data or field 

information makes difficult the interpretation of this occurrence, because an event 

such as a new snow fall followed by snow melting and metamorphism could mask 

the bare ice zone detectable by SAR sensors. Finally, the set of monitored glaciers 

can be reacting to the positive trends in annual positive degree-days described by 
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Vaughan (2006) for the northeast Trinity Peninsula. The good correlation of the 

SLA with the MSAT shows that the SLA as detected by SAR sensors can be used 

to test this hypothesis. 

 

8.5 Glacier frontal position 

Analyses of glacier frontal position were carried out on 184 glaciers, allowing the 

detection and estimation of average changes over time (between 1986 and 2005) 

and by sectors of the Antarctic Peninsula (Figure 8.7). As basis for statistical 

analysis, the differences in position of ice fronts were calculated for each glacier. 

Variations smaller than the estimated maximum RMSE resulting from image co-

registering and orthorectification (60 m; see chapters 5.3.3 and 6.3.1) were 

considered as no change. Then, positional variations were calculated in meters 

per year, and annual changes were averaged in sectors along the AP and four 

time periods (Figure 8.7), defined based on the data availability (Figure 8.1). Due 

to lack of data available (Figure 8.1), east sectors of the Antarctic Peninsula 

between 66o and 70oS were not analysed. 

Considering the entire period of analysis, recession of ice fronts was detected for 

108 glaciers (59%) of the 184 investigated (Figure 8.8a), while 45 glaciers (24%) 

showed advancing ice fronts (Figure 8.8b), and 31 glaciers (17%) were found to 

be in a stationary condition. According to morphological classification data from 

the Antarctic Peninsula glacier inventory (chapter 2.3.3), the 108 retreating 

glaciers detected here consist in its majority of glaciers with floating termini (45%), 

ice shelf nourishing glaciers (24%), and tidewater glaciers (18%). Whereas 49% of 

the advancing glaciers have floating termini and 31% are tidewater glaciers. 

The dominance of negative values in figure 8.7 shows the higher magnitude of 

variations detected for retreating glaciers in comparison with advancing glaciers. 

The extreme loss of ice represented on figure 8.7d corresponds to the 

disintegration and further retreat of the ice shelf in Prince Gustav Channel 

(Skvarca, 1993; Rott et al., 1996) and two sections of the Larsen Ice Shelf: A and 

B (Skvarca et al., 1999a; Rack and Rott, 2004). In addition, variations observed for 

the west side of the AP between 68o and 70oS (Figure 8.7f) result from retreat of 
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remaining parts of the Wordie Ice Shelf (Rignot et al., 2005). 

 

Figure 8.7: Average change in glacier frontal position over time (between 1986 and 2005) and by 
sectors of the Antarctic Peninsula. Negative and positive values correspond to glacier retreat and 
advance respectively, and were measured along the glacier centerlines. The numbers indicate the 
sample size of glaciers for each period. Due to lack of data available, east sectors of the Antarctic 
Peninsula between 66

o
 and 70

o
S were not analysed. Note the different magnitude of change for 

each sector. The high average change on d corresponds to disintegration and further retreat of the 
ice shelf in Prince Gustav Channel and two sections of the Larsen Ice Shelf: A and B. 

A clear upward trend is observed in change rates for glaciers on the eastern side 

of the AP, north of 64oS (Figure 8.7b). In this sector, the rate of ice loss decreased 

with time and showed an advance between 2001 and 2005. On the western side, 
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Figure 8.8: Overall change in glacier frontal position 
on the Antarctic Peninsula from 1986 to 2005 as 
detected by the centerline approach. Due to lack of 
data available, east sectors of the Antarctic Peninsula 
between 66

o
 and 70

o
S were not analysed. The black 

lines show the boundaries of sectors used for analysis. 

glaciers advanced from 1997 to 

2000, also after a period of 

recession (1992-1996), but 

revealed stationary ice fronts 

during the last phase. Vaughan 

(2006) supposes that the 

increase in surface melting on 

the northern AP, caused by 

rising positive degree-days and 

duration of warm periods 

(Torinesi et al., 2003) is doing 

that more surface meltwater 

could reach the glacier base, 

which is known to increase 

glacier flow speeds (Zwally et 

al., 2002b). This can be 

contributing for the advance of 

ice fronts detected on the 

northern tip of the AP. 

However, glacier velocity data 

is needed to proof this 

assumption. 

On the other hand, the two 

sectors between 64o and 68oS 

on the western side of the AP 

transitioned from advance to 

retreat and showed an increase 

in ice loss with time. The 

increase in retreat rates in this 

region agree with findings from 

Cook et al. (2005). 

Although the overall pattern of 
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changes in glacier frontal position (Figure 8.8) shows a mixed distribution of 

retreating and advancing ice fronts along the west coast and northeastern tip of 

the AP, the predominance of ice loss is evident in almost all areas (Figure 8.7), 

confirming the previously reported trend in glacier recession on the AP detected 

using methods based on manual digitalisation of ice fronts (Rau et al. 2004; Cook 

et al., 2005). As suggested by Cook et al. (2005), floating glaciers may be reacting 

to the progressive atmospheric warming detected on the AP (Vaughan et al., 

2003), like do the ice shelves (Morris and Vaughan, 2003; Scambos et al., 2003). 

However, as they are influenced by other external factors (e.g., oceanic 

temperature and circulation), it is difficult to distinguish a clear climate signal (Rau 

et al., 2004). Tidewater glaciers with their fully grounded marine termini are 

influenced by a complex set of forcings composed by atmospheric temperature, 

oceanographic parameters and subglacial topography (Van der Veen, 2002), and 

can not be used directly for understanding influence of short time climate change 

on ice masses (Pfeffer, 2003). 
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9 Conclusions and outlook 

9.1 Main results 

The overall aim of this thesis is the development of methods for semi-automatic 

extraction of glacier parameters (i.e., boundaries between glacier zones and 

glacier frontal position) on the Antarctic Peninsula using multi-temporal and multi-

sensor remote sensing datasets. 

The main results of this work can be summarised as follows: 

− A new methodological approach is proposed. The so-called centerline 

approach simplifies the current methodology based on analyses of entire 

glacier catchments, facilitating the pre-processing and classification of 

remote sensing data acquired on glaciers. In addition, this approach enables 

the integration of satellite data from different sources, and minimises the 

needs of high resolution DEMs for terrain correction. Furthermore, it can be 

adapted for deriving further glacier parameters along the centerline (e.g., 

glacier velocity vectors). 

− A multi-sensor processing chain to extract the above mentioned glacier 

parameters from satellite imagery using the centerline approach is described. 

Routines are implemented in PHP and PHP-GTK2 to reduce the analyst 

interaction with image processing software and database system, resulting in 

an application called IceTools. 
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− The developed algorithms for the classification of SAR (i.e., ERS-1/2 SAR 

and Envisat ASAR) and optical imagery (i.e., Landsat TM/ETM+ and Terra 

ASTER) are explained. The modular structure of the implemented processing 

chain enables an unproblematic integration of algorithms for classifying 

datasets from future sensors. 

− A preliminary analysis of spatial and temporal distribution of satellite derived 

glacier parameters on the Antarctic Peninsula shows that climate related 

boundaries between glacier zones (i.e., the dry snow line and the snow line) 

as well as glacier fronts have different spatial patterns of change on this 

region. These patterns vary within the covered time period of the study 

(1986-2005), confirming the assumption (Rignot and Thomas, 2002) that 

changes in climatological and glaciological conditions on a relatively short 

time scale are usual for this region. Furthermore, the widespread persistence 

of a wet snow radar zone is proved even when the air temperature sinks 

below 0oC. As a consequence it can be stated that simple models of snow 

melting or mass balance based on positive degree-days from temperature 

measured at nearby stations tend to underestimate the energy available for 

melting in the snow pack. 

 

9.2 Future work 

The results of image analyses presented in chapter 8, and the possibility of using 

the centerline approach in a productive workflow (chapter 7) demonstrated the 

potential of this method for generating a high-resolution multi-temporal database 

on glacier parameters for the Antarctic Peninsula. Satellite data will be available 

for that from several announcement of opportunities (AO’s) for the International 

Polar Year (IPY) 2007-2008 (e.g., ESA IPY AO, DLR TerraSAR-X AO). It is 

expected to enable: the analysis of impact from extreme events of high 

temperature and extended warm periods on the dry snow line altitude; the 

improvement of snow melting and mass balance models based on temperature 

data; and an improvement in the record of short-time dynamics of ice fronts in a 

regional scale. Moreover, these products will be a contribution for two official 
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activities of the IPY 2007-2008: activity No. 34, Impact of climate induced glacial 

melting on marine and terrestric coastal communities on a gradient along the 

Western Antarctic Peninsula (ClicOPEN); and activity No. 107, IPY in the Antarctic 

Peninsula – Ice and Climate (IPY-AP). 

The implementation of the processing chain for image analysis is based on a mix 

of free and proprietary software. Nevertheless, the design of IceTools enables the 

replacement of proprietary by free software, making it independent from paid 

software licenses. 

Further work will also be concentrated on development of algorithms for new and 

existing satellite sensor data (see table 7.3). By allowing the monitoring of small 

glaciers, high-resolution SAR and optical sensors (e.g., TerraSAR-X, Radarsat-2, 

ALOS, CBERS) should expand the amount of glaciers to be analysed using the 

centerline approach. Complementary to these datasets, satellite imagery with high 

temporal resolution (e.g., Envisat ASAR Wide Swath) will enable the extraction of 

glacier parameters for development of statistical models of snow melting on the 

Antarctic Peninsula. Furthermore, improved DEMs (e.g., ASTER DEM) will 

increase the spatial accuracy of derived spatio-temporal patterns of glacier 

parameters and indicators of climate change. 
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Appendix 

Table A.1: SAR data used to test the texture and ISODATA approaches for classification of glacier 
frontal position. 

Platform/Sensor Acquisition date Track Frame Pass 

ERS-1 AMI SAR 27 February 1994 18 5877 Ascending 

ERS-2 AMI SAR 26 January 1997 381 4923 Descending 

ERS-2 AMI SAR 30 January 1997 433 5859 Ascending 

ERS-2 AMI SAR 17 February 1997 195 4923 Descending 

ERS-2 AMI SAR 20 February 1997 476 5859 Ascending 

ERS-2 AMI SAR 26 February 2000 476 4941 Descending 

ERS-2 AMI SAR 26 February 2000 467 4959 Descending 

ERS-2 AMI SAR 26 February 2000 467 4977 Descending 

ERS-2 AMI SAR 26 February 2000 467 4995 Descending 

ERS-2 AMI SAR 23 February 1997 276 5787 Ascending 

ERS-1 AMI SAR 18 January 1995 1554 5769 Ascending 

ERS-2 AMI SAR 23 February 1997 276 5769 Ascending 

ERS-1 AMI SAR 18 July 1992 109 4905 Descending 

ERS-1 AMI SAR 29 October 1996 109 4923 Descending 

ERS-2 AMI SAR 17 November 1996 381 4923 Descending 

ERS-2 AMI SAR 16 October 1996 424 4941 Descending 

ERS-1 AMI SAR 15 October 1995 195 4923 Descending 

ERS-1 AMI SAR 08 July 1992 467 4941 Descending 

ERS-1 AMI SAR 08 July 1992 467 4959 Descending 

ERS-1 AMI SAR 08 July 1992 467 4977 Descending 

ERS-1 AMI SAR 08 July 1992 467 4995 Descending 

ERS-1 AMI SAR 30 July 1992 281 4995 Descending 

ERS-1 AMI SAR 19 August 1993 276 5787 Ascending 

ERS-2 AMI SAR 27 June 1997 47 5769 Ascending 

ERS-2 AMI SAR 07 November 1995 4 5769 Ascending 

ERS-2 AMI SAR 04 November 1996 195 5031 Descending 
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Table A.2: Optical data used to test the texture and ISODATA approaches for 
classification of glacier frontal position. 

Platform/Sensor Acquisition date Path Row 

Landsat TM 18 February 1986 220 107 

Landsat TM 18 February 1986 220 108 

Landsat TM 01 March 1986 217 106 

Landsat TM 01 March 1986 217 107 

Landsat TM 01 March 1986 217 108 

Landsat TM 06 March 1986 220 108 

Landsat TM 12 January 1988 215 107 

Landsat TM 28 January 1988 215 108 

Landsat TM 29 February 1988 215 105 

Landsat TM 20 February 1989 218 109 

Landsat TM 26 November 1989 219 105 

Landsat TM 26 November 1989 219 106 

Landsat ETM+ 29 January 2000 215 104 

Landsat ETM+ 21 February 2000 216 105 

Landsat ETM+ 21 February 2000 216 106 

Landsat ETM+ 21 February 2001 218 105 

Terra ASTER 29 December 2002 214 289 

Terra ASTER 26 September 2001 217 288 

Terra ASTER 26 September 2001 217 289 

Terra ASTER 26 September 2001 217 290 

Terra ASTER 20 October 2003 217 290 

Terra ASTER 20 October 2003 217 289 

Terra ASTER 20 October 2003 217 295 

Terra ASTER 20 October 2003 217 296 

Terra ASTER 20 October 2003 217 297 

Terra ASTER 22 November 2001 216 290 

Terra ASTER 22 November 2001 216 291 

Terra ASTER 22 November 2001 216 292 

Terra ASTER 22 November 2001 216 293 

Terra ASTER 22 November 2001 216 294 

Terra ASTER 22 November 2001 216 295 

Terra ASTER 22 November 2001 216 296 

Terra ASTER 22 November 2001 216 298 

Terra ASTER 24 January 2003 220 291 

Terra ASTER 24 January 2003 220 292 

Terra ASTER 18 December 2002 217 294 

Terra ASTER 18 December 2002 217 295 
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Terra ASTER 25 February 2001 214 296 

Terra ASTER 25 February 2001 214 298 

Terra ASTER 04 January 2001 218 293 

Terra ASTER 04 January 2001 218 294 

Terra ASTER 04 January 2001 218 295 

Terra ASTER 04 January 2001 218 296 

Terra ASTER 04 January 2001 218 297 

Terra ASTER 13 October 2003 214 297 

Terra ASTER 28 September 2001 215 296 

Terra ASTER 25 December 2002 218 298 

Terra ASTER 25 December 2002 218 299 

Terra ASTER 25 December 2002 218 300 

Terra ASTER 25 February 2001 214 298 

Terra ASTER 05 October 2001 216 299 

Terra ASTER 05 October 2001 216 300 

 

Table A.3: SAR data used for multi-temporal analysis of variations in glacier parameters. 

Platform/Sensor Acquisition date Track Frame Pass 

ERS-2 AMI SAR 29 October 1996 109 4923 Descending 

ERS-1 AMI SAR 13 February 1993 109 4923 Descending 

ERS-2 AMI SAR 03 October 2000 109 4923 Descending 

ERS-2 AMI SAR 15 October 2004 152 4923 Descending 

ERS-2 AMI SAR 17 February 1997 195 4923 Descending 

ERS-2 AMI SAR 04 November 1996 195 4923 Descending 

ERS-1 AMI SAR 15 October 1995 195 4923 Descending 

ERS-2 AMI SAR 26 January 1997 381 4923 Descending 

ERS-2 AMI SAR 12 January 2005 424 4923 Descending 

ERS-1 AMI SAR 05 July 1992 424 4923 Descending 

ERS-2 AMI SAR 29 January 1997 424 4923 Descending 

ERS-2 AMI SAR 15 October 2004 152 4941 Descending 

ERS-2 AMI SAR 17 February 1997 195 4941 Descending 

ERS-2 AMI SAR 06 October 2005 238 4941 Descending 

ERS-1 AMI SAR 05 July 1992 424 4941 Descending 

ERS-2 AMI SAR 23 February 2000 424 4941 Descending 

ERS-2 AMI SAR 16 October 1996 424 4941 Descending 

ERS-2 AMI SAR 29 January 1997 424 4941 Descending 

ERS-2 AMI SAR 26 February 2000 467 4941 Descending 

ERS-1 AMI SAR 08 July 1992 467 4941 Descending 
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ERS-2 AMI SAR 06 October 2005 238  4959 Descending 

ERS-2 AMI SAR 16 October 1996 424 4959 Descending 

ERS-2 AMI SAR 23 February 2002 424 4959 Descending 

Envisat ASAR 06 July 2005 424 4959 Descending 

ERS-1 AMI SAR 05 July 1992 424 4959 Descending 

ERS-1 AMI SAR 08 July 1992 467 4959 Descending 

ERS-2 AMI SAR 26 February 2000 467 4959 Descending 

ERS-2 AMI SAR 19 October 1996 467 4959 Descending 

ERS-1 AMI SAR 27 July 1992 238 4977 Descending 

ERS-2 AMI SAR 06 October 2005 238 4977 Descending 

ERS-2 AMI SAR 16 October 1996 424 4977 Descending 

ERS-2 AMI SAR 23 February 2000 424 4977 Descending 

ERS-1 AMI SAR 05 July 1992 424 4977 Descending 

Envisat ASAR 03 November 2004 424 4977 Descending 

ERS-2 AMI SAR 26 February 2000 467 4977 Descending 

ERS-2 AMI SAR 19 October 1996 467 4977 Descending 

ERS-1 AMI SAR 08 July 1992 467 4977 Descending 

ERS-2 AMI SAR 06 October 2005 238 4995 Descending 

ERS-1 AMI SAR 05 July 1992 424 4995 Descending 

ERS-2 AMI SAR 16 October 1996 424 4995 Descending 

ERS-2 AMI SAR 23 February 2000 424 4995 Descending 

Envisat ASAR 03 November 2004 424 4995 Descending 

ERS-1 AMI SAR 08 July 1992 467 4995 Descending 

ERS-2 AMI SAR 19 October 1996 467 4995 Descending 

ERS-2 AMI SAR 26 February 2000 467 4995 Descending 

ERS-1 AMI SAR 24 July 1992 195 5013 Descending 

ERS-2 AMI SAR 02 February 1998 195 5013 Descending 

ERS-1 AMI SAR 15 October 1995 195 5013 Descending 

ERS-2 AMI SAR 05 February 1998 238 5013 Descending 

ERS-2 AMI SAR 07 March 1996 238 5013 Descending 

ERS-1 AMI SAR 18 January 1993 238 5013 Descending 

ERS-2 AMI SAR 06 October 2005 238 5013 Descending 

ERS-2 AMI SAR 18 February 1998 424 5013 Descending 

Envisat ASAR 03 November 2004 424 5013 Descending 

ERS-1 AMI SAR 09 November 1999 424 5013 Descending 

ERS-2 AMI SAR 26 February 2000 467 5013 Descending 

ERS-2 AMI SAR 17 January 1998 467 5013 Descending 

ERS-1 AMI SAR 03 February 1993 467 5013 Descending 

ERS-2 AMI SAR 19 October 1996 467 5013 Descending 

Envisat ASAR 03 August 2004 109 5031 Descending 
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ERS-2 AMI SAR 03 October 2000 109 5031 Descending 

ERS-2 AMI SAR 31 January 2005 195 5031 Descending 

ERS-1 AMI SAR 28 January 1996 195 5031 Descending 

ERS-1 AMI SAR 09 November 1999 424 5031 Descending 

ERS-2 AMI SAR 03 October 2000 109 5049 Descending 

Envisat ASAR 03 August 2004 109 5049 Descending 

ERS-2 AMI SAR 31 January 2005 195 5049 Descending 

ERS-1 AMI SAR 24 July 1992 195 5049 Descending 

 

Table A.4: Optical data used for multi-temporal analysis of variations in glacier 
parameters. 

Platform/Sensor Acquisition date Path Row 

Landsat TM 01 March 1986 217 105 

Landsat TM 28 January 1989 217 104 

Landsat TM 12 January 1988 215 107 

Landsat TM 28 January 1988 215 108 

Landsat TM 26 November 1989 219 105 

Landsat TM 26 November 1989 219 106 

Landsat TM 01 March 1986 217 106 

Landsat TM 01 March 1986 217 107 

Landsat TM 01 March 1986 217 108 

Landsat TM 18 February 1986 220 108 

Landsat TM 18 February 1986 220 107 

Landsat TM 20 February 1989 218 109 

Landsat TM 29 February 1988 215 105 
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