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Abstract

Learning from video-based modelling examples, as compared to learning by problem
solving, is effective because it frees up working memory capacities. However, learners need
to engage in generative learning activities such as self-explanation to use these freed-up
capacities for learning. Such self-explanations can be elicited by prompts. Self-explanations
prompts are usually directed backwards, that is, towards just studied solution steps (i.e.,
retrospective prompts). Forward-directed prompts, that is, towards a next step (i.e.,
anticipatory prompts) are presumably more demanding but — for higher prior knowledge
learners — potentially also more beneficial for learning. In addition, self-explanation prompts
are sometimes used to prompt learners to compare example cases. Such example
comparisons, however, are difficult to implement for video-based modelling examples, as
learners cannot watch two videos simultaneously. Instead, it might be useful to ask learners
not to compare video examples directly but to ask them to compare non-transient
representations of problem-solving processes that have been illustrated in the video-based
modelling examples. Such comparative self-explanation prompts might be more demanding
than sequentially studying and self-explaining example cases (or representations thereof) but
— for higher prior knowledge learners — potentially also more beneficial for learning.

This dissertation includes three manuscripts describing two studies investigating the
use of video-based modelling examples and retrospective versus anticipatory or sequential
versus comparative representation-based self-explanation prompts for teaching a complex
problem-solving strategy (i.e., the diagnosis of car malfunctions). Overall, results indicate
that video-based modelling examples are useful for teaching problem-solving strategies in ill-
structured domains. Furthermore, results indicate that anticipatory and comparative self-

explanation prompts are more suitable for stronger learners. More research, especially on the



VIDEO MODELLING EXAMPLES AND SELF-EXPLANATIONS

exact relationships between the use of worked or modelling examples, cognitive load and

learning outcomes, is needed.
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Zusammenfassung

Das Lernen mit videobasierten Modellierungsbeispiele ist im Vergleich mit Lernen durch
Problemldsen effektiver, weil das Bearbeiten von Beispielen Arbeitsgeddchtniskapazititen
schafft. Allerdings miissen die Lernenden sich mit generativen Lernaktivititen wie
Selbsterklarungen beschiftigen, um diese frei gewordenen kognitiven Kapazititen aktiv fiir
das Lernen zu nutzen. Solche Selbsterklarungen konnen mit Prompts geférdert werden.
Selbsterklarungsprompts sind in der Regel riickwérts gerichtet, also auf gerade betrachtete
Problemloseschritte (d. h. retrospektive Prompts). Vorwirts gerichtete Prompts, die sich auf
einen nidchsten Problemldseschritt beziehen (d. h. antizipatorische Prompts), sind vermutlich
anspruchsvoller, aber — bei Lernenden mit h6herem Vorwissen — moglicherweise auch
lernforderlicher. Eine besondere Art von Selbsterkldrungsprompts sind vergleichende
Prompts, bei denen die Lernenden aufgefordert werden, Beispielfille zu vergleichen. Ein
solcher Vergleich von Beispielen ist jedoch bei videobasierten Modellierungsbeispielen
schwierig umzusetzen, da Lernende nicht zwei Videos gleichzeitig ansehen konnen. Es
konnte jedoch sinnvoll sein, die Lernenden aufzufordern, die Videobeispiele nicht direkt zu
vergleichen, sondern sie aufzufordern, nicht-transiente Repriasentationen von
Problemldseprozessen zu vergleichen, die in den videobasierten Modellierungsbeispielen
illustriert wurden. Solche vergleichenden Selbsterkldrungsprompts kénnten wiederum
anspruchsvoller sein als das sequentielle Betrachten und Erkléren von Beispielen (oder deren
Représentationen), aber - fiir Lernende mit hoherem Vorwissen - moglicherweise auch
lernforderlicher.

Diese Dissertation umfasst drei Manuskripte, in denen zwei Studien beschrieben
werden, in denen der Einsatz von videobasierten Modellierungsbeispielen und retrospektiven
versus antizipativen bzw. sequentiellen versus vergleichenden reprasentationsbasierten

Selbsterklarungsprompts fiir die Vermittlung einer komplexen Problemlosestrategie (d. h. die
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Diagnose von Autofehlfunktionen) untersucht wurde. Insgesamt deuten die Ergebnisse darauf
hin, dass videobasierte Modellierungsbeispiele fiir die Vermittlung von Problemldsestrategien
in wenig strukturierten Doménen niitzlich sind. AuBlerdem gibt es Hinweise darauf, dass
antizipatorische und vergleichende Selbsterklarungsprompts fiir starkere Lernende besser
geeignet sind. Weitere Untersuchungen, insbesondere zu den genauen Zusammenhingen
zwischen dem Einsatz von Beispielen, der kognitiven Belastung und den Lernergebnissen,

sind erforderlich.
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Introduction

Imagine you are an automotive mechatronic technician (AMT) and a customer reports
an illuminated malfunction indicator light, possibly accompanied by other symptoms like a
lack of power. It is now your job as an AMT to diagnose the cause of this malfunction and to
eliminate this cause through repair. As in other domains, such as medicine (Elstein et al.,
1978, 1990; Schmidt & Rikers, 2007), this diagnostic process includes formulating
hypotheses, collecting and interpreting data, and eventually evaluating the hypotheses (Abele,
2018; Abele & von Davier, 2019). Strategies for conducting such diagnostic processes can
thus be considered problem-solving strategies (van Merriénboer, 2013). For teaching
problem-solving strategies, learning from examples is effective (Renkl, 2014; van Gog et al.,
2019). Examples are effective both in well-structured domains (Atkinson et al., 2000; Renkl,
2014) and ill-structured domains (Renkl et al., 2009; Rourke & Sweller, 2009) and can take
the form of text-based worked examples or video-based modelling examples with the latter
being rather present in less well-structured domains (van Gog & Rummel, 2010). This
worked or modelling example effect is usually explained via cognitive load theory (Sweller et
al., 1998). Especially for novices (see expertise reversal effect; Kalyuga & Renkl, 2010), text-
based worked examples or video-based modelling examples make the application of weak
problem-solving strategies unnecessary, thereby reducing learning-irrelevant extraneous
cognitive load. Consequently, the first aim of this dissertation is to investigate the use of
video-based modelling examples for teaching AMT apprentices a strategy for diagnosing car
malfunctions. This aim is pursued in all three manuscripts on which this dissertation is based.

If working memory capacities, which are freed up by examples, are used for learning-
related activities such as self-explanation or comparison, learning is promoted. Usually, self-
explanation prompts (Renkl et al., 1998) are directed backwards and ask learners to self-

explain aspects of a problem-solving strategy that have just been illustrated in the
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corresponding example (retrospective prompts). Anticipatory prompts that refer to the next
problem-solving step in an example could also be very effective, but they might also be more
demanding. Presumably, only stronger learners with more prior knowledge can be expected
to benefit from such prompts. Thus, the second aim of this dissertation is to investigate the
effects of retrospective versus anticipatory self-explanation prompts for learners with
different prior knowledge levels. Manuscript 2 focuses on this comparison.

Prompts can also be used to ask learners to compare several example cases (Alfieri et
al., 2013; Rittle-Johnson & Star, 2011). Comparing examples is more demanding than
studying them sequentially. Thus, again only learners with more prior knowledge can be
expected to benefit from comparative self-explanation prompts (Rittle-Johnson et al., 2009).
Example comparisons are difficult to implement for video-based modelling examples, as
learners cannot watch two videos simultaneously. In manuscript 3 we, therefore, propose to
not ask learners to compare transient video examples directly but to prompt them to compare
non-transient representations of the problem-solving processes that are illustrated in a video-
based modelling example. Thus, the third aim of this dissertation is to explore the use of
sequential versus comparative representation-based self-explanation prompts for learners
with different prior knowledge levels. Manuscript 3 focuses on this comparison.

In the following sections, I will first address text-based worked examples in well-
structured domains and video-based modelling examples in ill-structured domains. I will
further describe two qualifications for example-based learning and I will explain the
beneficial effect of examples on learning as well as the qualifications for example-based
learning via cognitive load theory. Eventually, I will introduce self-explanation and
comparison as generative learning activities that are crucial for learning from examples. In
the next section, I will then introduce the diagnosis of car malfunctions as a complex

problem-solving process. I will also briefly explain which approaches to promoting
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diagnostic strategies exist so far in the automotive domain. Eventually, I present three
manuscripts referring to two studies that address the aforementioned aims of this dissertation,
followed by a general discussion.
Learning from Examples

Text-Based Worked Examples

For teaching problem-solving strategies, example-based learning is effective,
especially for novices (Renkl, 2014; van Gog et al., 2019). In example-based learning,
learners often first study an instruction on domain principles and/or the problem-solving
strategy (VanLehn, 1996) and then receive examples of worked-out solutions where
exemplary problems have been solved (Sweller, 2006). In research on example-based
learning, the focus was first on text-based worked examples in well-structured domains, such
as algebra. For example, in a series of experiments, Sweller and Cooper (1985) either
provided students with solved examples of algebraic equations (i.e., worked example
condition) or let students practise solving algebraic equations (i.e., conventional problem-
solving condition). They found that for simple equations, students in the worked example
condition completed the acquisition phase in less time while performing equally well in the
posttest as students in the conventional problem-solving condition. Thus, students in the
worked example condition learned more efficiently (Sweller & Cooper, 1985; experiment 2).
In experiment 3, this finding was replicated for more complex algebraic equations. Moreover,
students in the worked example condition also completed the posttest quicker, with fewer
mathematical errors, and performed fewer unnecessary in-between steps than students in the
conventional problem-solving condition (Sweller & Cooper, 1985; experiment 3). This
worked example effect (Sweller, 2006), that is, the finding of worked examples being either

more efficient, more effective, or both than practising to solve problems for well-structured
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domains such as algebra has been replicated numerous times since then (see Atkinson et al.,
2000; Paas & van Gog, 2006; Renkl, 2014; VanLehn, 1996, for reviews).

In the early 2000s, research on example-based learning began to explore the
application of worked examples for less well-structured problems. One example of such an
ill-structured problem is mathematical proving. Mathematical proving — if it is done correctly,
for example, by an expert — includes heuristic processes such as exploring and investigating
the problem and producing conjectures for how to solve this problem (Boero, 1999). For such
ill-structured problems, Reiss and Renkl (2002) presented the concept of heuristic worked
examples. Unlike traditional (algorithmic) worked examples that illustrate clearly defined
solution steps, heuristic worked examples rather illustrate an expert’s cognitive processes (see
cognitive modelling; Collins et al., 1988) while solving a heuristic problem (Reiss & Renkl,
2002). In further research, heuristic worked examples were found to be beneficial for
teaching heuristic strategies for various ill-structured problems: Hilbert et al. (2008) used
heuristic worked examples to teach mathematical proving in geometry (Boero, 1999). Roelle
et al. (2012) used nonalgorithmic worked examples to promote students‘ knowledge about
and application of cognitive and metacognitive strategies when writing learning journals.
Hénze and Less (2022) developed heuristic worked examples to promote students
students‘ mathematical modelling competencies, that is, a multi-step process of expressing a
real-world task in mathematical terms (Blomhoj & Jensen, 2003). Taken together, text-based
worked examples have proven beneficial for learning strategies for solving well- and ill-
structured problems.

Video-Based Modelling Examples

In recent years there has been a shift in the format of examples, that are investigated.
In early research, mainly text-based worked examples sometimes enriched by visual, were

used (e.g., Catrambone, 1996; Renkl, 1997; Renkl et al., 1998; Sweller & Cooper, 1985; van
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Gog et al., 2006). While text-based examples are, of course, still in use in research and
educational practice (e.g., Safadi, 2022; Schalk et al., 2020), interest in video-based examples
has increased since around the mid-2000s (e.g., McLaren et al., 2008; Rummel et al., 2009;
Rummel & Spada, 2005). In their 2010 review article, van Gog and Rummel distinguished
between the term worked examples for text-based examples the term modelling examples for
video-based examples, which usually illustrate a person’s actions and cognitive processes
(van Gog & Rummel, 2010). With the term modelling examples, van Gog and Rummel
(2010) followed previous theories and models such as Collins et al.’s (1988) cognitive
apprenticeship and cognitive modelling and van Merriénboer‘s (1997) four-component
instructional design model. However, this differentiation has not been fully accepted, as in
some cases the term video(-based) worked examples is still used (e.g., Schmitz et al., 2017;
Solé-Llussa et al., 2020). Therefore, I use the terms text-based worked examples and video-
based modelling examples in the following to avoid any confusion about the format.
Video-based modelling examples are suited for illustrating a model’s actions and
cognitive processes in less well-structured and heuristic domains (van Gog & Rummel,
2010). The model’s actions can be shown from different perspectives. Models can be shown
in a third-person perspective, for example, in lecture-style modelling examples, in which the
model is placed next to a screen on which steps of a problem-solving process are displayed
(e.g., Hoogerheide et al., 2016, 2018; van Wermeskerken et al., 2018). For object
manipulation tasks, such as assembly tasks, modelling examples from both a third-person
perspective (e.g., van Gog et al., 2014) and a first-person perspective (e.g., Castro-Alonso et
al., 2015; Marcus et al., 2013) have been investigated. Fiorella et al. (2017) found that for an
assembly task of an electrical circuit, university students benefitted more from a first-person
perspective than from a third-person perspective, especially for more complex tasks. A

special form of first-person modelling examples are screencasts that show a model’s actions
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on a computer. Such screencast examples are often used when the application of a problem-
solving strategy in a computer simulation is illustrated. For example, Mulder et al. (2014) and
Kant et al. (2017) used screencast examples to promote inquiry learning behaviour, that is,
complying with the control-of-variables strategy (Chen & Klahr, 1999) when conducting
simulated physics experiments. In summary, as text-based worked examples, video-based
modelling examples are effective for teaching problem-solving strategies, especially in less
well-structured and heuristic domains (van Gog & Rummel, 2010).

Irrespective of the perspective, so far video-based modelling examples were used to
teach rather short problem-solving strategies. For example, Schmitz et al. (2017) applied four
erroneous modelling examples lasting 30 to 51 seconds to teach nursing students to deliver
bad news. Hoogerheide et al. (2014) used two modelling examples of less than 3 minutes
each to teach students in pre-university education the procedure for calculating the
probability of drawing balls from urns without replacement. Many other studies also applied
modelling examples of similar length to teach rather simple problem-solving strategies (e.g.,
Fiorella et al., 2017: assembling an electrical circuit, 90 seconds; Hoogerheide, 2016;
Hoogerheide et al., 2018: calculating current, voltage, and resistance, 240 seconds).
Presumably, longer video-based modelling examples for more complex problem-solving
strategies will also be beneficial in terms of learners® cognitive load and learning outcomes.
However, such longer video-based modelling examples have hardly been investigated so far.
Consequently, one of the goals of this dissertation is to replicate the worked or modelling
example effect with longer video-based modelling examples for more complex problem-
solving strategies. This goal is pursued in all three manuscripts on which this dissertation is

based.
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Boundary Conditions of Effective Example-Based Learning

Taken together, the beneficial effect of text-based worked examples and video-based
modelling examples on learning has been found and replicated for well- and ill-structured
problems in various domains and formats. However, research has identified various boundary
conditions for the worked or modelling example effect. Two of those boundary conditions are
the expertise reversal effect and the need for generative learning activities: First, according to
the expertise reversal effect (Kalyuga & Renkl, 2010), examples are particularly effective for
novices. For experts of a domain studying examples might be detrimental to learning. Experts
rather benefit from practising the application of problem-solving strategy instead of studying
exemplarily solved problems (e.g., Brunstein et al., 2009; Leppink et al., 2012). Second,
examples alone might not fully exploit the full potential of example-based learning. Learners
need to additionally engage in generative learning activities that might be stimulated by, for
example, prompts to self-explain contents from the examples (Renkl & Eitel, 2019; Wylie &
Chi, 2014) or prompts to compare or contrast several examples (Alfieri et al., 2013; Rittle-
Johnson & Star, 2011).

Cognitive Load Theory

The worked or modelling example effect, as well as its boundary conditions are
usually explained via cognitive load theory (Sweller et al., 1998). Cognitive load theory
assumes that working memory is limited and that learning, as any other (non-automated)
information processing, induces load on working memory. Three different types of cognitive
load can be distinguished: intrinsic cognitive load (ICL), germane cognitive load (GCL), and
extraneous cognitive load (ECL). If the sum of these load types exceeds available working
memory capacities, learning is likely to fail. Recently, Sweller et al. (2019) presented updates
to the theory that suggest that intrinsic and germane load can be classified as one type of load

(Kalyuga, 2011), resulting in only two types of load (ICL/GCL vs. ECL) that can be
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distinguished. However, throughout this dissertation, I refer to the 1998 concept with three
types of cognitive load (Sweller et al., 1998) as this concept is the basis for most of the
research I refer to and because I had this original concept in mind when developing the
learning materials and experimental design. Moreover, most cognitive load questionnaires
assume a three-factor model (Krieglstein et al., 2022). Furthermore, a recent confirmatory
factor analysis found more support for the three-factor model than for a two-factor model
assuming no differences between ICL and GCL (Zavgorodniaia et al., 2020).

First, ICL is mainly defined by the learning material’s complexity and the learner’s
prior knowledge. Complexity is defined as element interactivity. That means that the more
elements a learner needs to consider at the same time during learning, the higher the ICL the
learner experiences. However, learners with more prior knowledge are able to consider more
elements at the same time (known as chunking; Sweller et al., 2011). They will therefore
experience a lower ICL than novices. For a certain task and learners with a certain level of
prior knowledge, ICL is considered fixed.

Second, GCL describes the load on working memory that is induced by generative
learning activities. Generative learning activities are activities that support the organisation
of information in a coherent mental representation in working memory and the integration of
such representations with relevant prior knowledge structures in long-term memory (see SOI
model; Fiorella & Mayer, 2016).

Third, ECL is induced by unproductive and learning-unrelated activities or cognitive
processes. Learning materials that contain redundant repetitions or irrelevant information
induce a higher ECL. According to cognitive load theory — considering ICL as fixed - ECL
should be minimised to make sure that sufficient working memory resources are available for

GCL (e.g., Mayer & Moreno, 2003).
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Worked or Modelling Example Effect

When learning how to solve a problem, one possibility to reduce ECL (and potentially
increase GCL) is to provide worked or modelling examples (Paas & van Gog, 2006; Sweller,
2006). When novices try to solve a problem, they often apply weak or superficial problem-
solving strategies. An example for a superficial strategy is a copy-and-adapt strategy, that is,
when trying to solve a problem, novices look for a presumably similar problem that has been
already solved and copy and adapt the solution procedure. While novices might successfully
solve a problem with this strategy in some cases, they are lacking understanding of basic
domain principles to adapt the strategy to related but new problems. They may also fail to
recognise that the original problem from which they are copying the strategy differs from the
current problem in crucial aspects. Consequently, such a copy-and-adapt strategy is not
suitable for a wide range of problems and must therefore be considered a superficial problem-
solving strategy (Renkl, 2014). As the application of such superficial strategies is not
conducive to learning, it can also be considered a learning-irrelevant activity inducing ECL
(van Gog et al., 2019). However, studying solved problems (i.e., worked examples or
modelling examples) makes the use of these weak problem-solving strategies unnecessary.
Learners do not have to search for specific solution steps themselves. Instead, learners can
focus on the problem-solving steps provided in the example. Consequently, ECL is reduced
and working memory capacities become available that can be used for learning.

Besides the worked example effect, also the two boundary conditions can be
explained via cognitive load theory: According to the expertise reversal effect (Kalyuga &
Renkl, 2010), more experienced learners do not apply ineffective problem-solving strategies.
Instead, those learners have already acquired a schema or a mental representation that can
guide their problem-solving. Hence, studying worked-out steps in a worked or modelling

example is an unproductive learning activity for them as these worked-out solution steps
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constitute redundant information inducing ECL (Kalyuga & Renkl, 2010). These more
experienced learners rather benefit from practising a problem-solving strategy than from
studying examples (e.g., Brunstein et al., 2009; Leppink et al., 2012). Regarding the second
qualification: When novices learn a problem-solving strategy, worked and modelling
examples are effective because they reduce ECL and thereby free working memory
capacities. However, learners should ideally engage in generative learning activities to use
these freed-up capacities for learning and to increase GCL. One example of such generative
learning activities is self-explanation (Chi et al., 1989; Wylie & Chi, 2014). Such self-
explanations often include comparisons of several worked or modelling examples (Alfieri et
al., 2013; Gentner, 2010). In the following sections, I will focus on self-explanation prompts
in general and on comparative self-explanation prompts in more detail.

Self-Explanation as Generative Learning Activities

In early studies on example-based learning in the late 1980s and 1990s, it was found
that learners who are particularly successful at learning from examples explain the content of
the examples to themselves (Chi et al., 1989; Renkl, 1997). Such self-explanation processes
can also be elicited with self-explanation prompts (Renkl et al., 1998). The effectiveness of
such prompts on self-explanation and subsequently on learning outcomes has been confirmed
in many studies for both text-based worked examples and video-based modelling examples
(see Bisra et al., 2018; Rittle-Johnson et al., 2017, for reviews). For example, Hilbert and
Renkl (2009) first instructed students on a three-step process of concept mapping and then
presented two text-based worked examples to illustrate this process. Although the use of
worked examples alone was insufficient in promoting learning (Hilbert & Renkl, 2009;
experiment 1), the combination of worked examples and self-explanation prompts proved to
be advantageous for learning (Hilbert & Renkl, 2009; experiment 2). Similar effects were

found for video-based modelling examples: Schworm and Renkl (2007) created video-based
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modelling examples for teaching student teachers about argumentations. Although the
examples were effective in promoting declarative knowledge about argumentation, it was
found that argumentation skills were only enhanced when self-explanation prompts were
added to the examples (Schworm & Renkl, 2007). Similarly, in a series of experiments,
Hefter et al. (2014, 2015, 2018) combined video examples and self-explanation prompts to
promote knowledge about argumentative strategies and the application of such strategies
(Hefter et al., 2014), to promote the disposition to apply these strategies (Hefter et al., 2015),
and both (Hefter et al., 2018). In all three studies, Hefter et al. found that the learners® self-
explanation quality mediated the video examples® beneficial effects on the respective
outcome measures (2014, 2015, 2018).

When learners explain content from examples to themselves, they engage deeply with
the underlying principles of the example, as they basically try to make sense of the given
learning materials (Wylie & Chi, 2014). Thereby, referring to the SOI model (Fiorella &
Mayer, 2016), the organisation of information into a mental representation is facilitated.
Moreover, ideally, self-explanation prompts are designed in a way that learners draw on their
prior knowledge to answer them (Van Merriénboer & Sweller, 2010), thereby promoting
processes of integrating newly developed representations with relevant prior knowledge
(Fiorella & Mayer, 2016). Thus, self-explanations promote GCL (Kalyuga, 2009; Renkl et al.,
2009). However, this is only the case if students can generate high-quality self-explanations.
If learners lack the necessary knowledge to produce solid self-explanations, asking them to
self-explain might rather induce a higher ECL and therefore hinder learning (Paas & van
Gog, 2006).

Retrospective Versus Anticipatory Self-Explanation Prompts

In most studies on self-explanation prompts, learners are asked to self-explain aspects

of a problem-solving strategy that have just been illustrated in the corresponding example. In
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the aforementioned study on text-based worked examples by Hilbert & Renkl (2009), the
self-explanation prompts read as ‘To which phase of the concept mapping process can you
assign what Carolin/Karsten just did? Why?’ (Hilbert & Renkl, 2009, p. 271) with Carolin
and Karsten being fictitious students in the text-based worked examples. Similarly, in the
study by Schworm & Renkl (2007) on video-based modelling examples the self-explanation
prompt read as ‘Which argumentative elements does this sequence contain? How is it related
to Kirsten’s statement?’ (Schworm & Renkl, 2007, p. 289) with Kirsten being the model
student in the video-based modelling examples. Hence, in both studies learners answered the
self-explanation prompts while reasoning on basis of the just completed step of the illustrated
problem-solving strategy. For the remainder of the dissertation, I refer to such backwards-
directed prompts as retrospective self-explanation prompts. When answering such
retrospective prompts, learners only need to keep those elements active in working memory
that are relevant for the just completed step of the problem-solving strategy. In terms of CLT,
element interactivity and thus ICL is therefore rather low.

Another potentially successful type of self-explanation prompt is directed forward. In
Renkl!’s study on individual learner characteristics when learning from worked examples
(1997), learners who thought and reasoned about upcoming problem-solving steps were
particularly successful. Renkl (1997) called these learners anticipative reasoners. Possibly,
corresponding anticipatory self-explanation prompts that refer to the next problem-solving
step in a worked or modelling examples could also be very effective. In terms of cognitive
load theory, effects both on ICL and GCL can be expected. First, when learners reason about
upcoming problem-solving steps, they must do so based on past steps. If learners were not
aware of which problem-solving steps had already been completed, they would not be able to
reason about upcoming steps. Consequently, anticipatory self-explanation prompts should

induce a higher ICL than retrospective self-explanation prompts because of the higher
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element interactivity: relevant elements from two and not only one step of the problem-
solving strategy need to be kept active in working memory. However, one could also argue
that reasoning about upcoming problem-solving steps while keeping in mind past steps has
beneficial effects on the organisation and integration of information into a coherent mental
representation (Fiorella & Mayer, 2016). Consequently, anticipatory prompts might also
induce a higher GCL than retrospective self-explanation prompts. However, as GCL can only
take up working memory capacities that are left over from ICL and ECL (Sweller et al.,
2011), presumably only learners with more prior knowledge can be expected to manage the
increased demands by the anticipatory prompts without being overloaded by ICL.
Consequently, also only these learners can be expected to experience a higher GCL and have
better learning outcomes. However, anticipatory prompts have only seldom been investigated
and have not been systematically compared with the usual retrospective self-explanation
prompts (Bisra et al., 2018). Together with my co-authors, I address this gap in research in
the second manuscript of this dissertation.

Comparative Self-Explanation Prompts

Prompts are also often used to ask learners to compare several examples (Alfieri et al.,
2013; Rittle-Johnson & Star, 2011). This method is described by the example comparison
principle (Renkl, 2014), which asserts that comparing multiple examples helps learners to
develop abstract schemata and discover similarities and differences between them (Gentner,
2010). Comparisons, where several exemplary problems are solved with the same problem-
solving strategy are called within-category comparisons (Renkl, 2014) or problem
comparisons (Rittle-Johnson & Star, 2011). Instead of comparing how the same problem-
solving strategy is applied to different problems, example comparisons can also be used to
demonstrate how different problem-solving strategies are applied to the same problem. Both

strategies could provide a correct solution to the problem (i.e., correct method comparison) or
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one of the strategies could be incorrect or provide a weaker solution to the problem than the
other strategy (i.e., incorrect method comparison; Rittle-Johnson & Star, 2011). Both problem
comparisons and method comparisons can be designed as so-called critical feature
comparisons (Renkl, 2014) or contrasting cases (Glogger-Frey et al., 2017; Schwartz et al.,
2011). These are sets of examples that share many features but differ in one or a few critical
features to highlight the differences. They can, for example, be used to demonstrate how the
same strategy is applied (possibly by different persons) in a more or less efficient manner
(e.g., Glogger-Frey et al., 2015; Rittle-Johnson & Star, 2007).

For example, Rittle-Johnson and Star (2007) developed text-based worked examples
for algebraic equations that were solved with varying degrees of efficiency. Seventh-grade
students were paired up and presented with these worked examples either side-by-side with
comparison prompts (i.e., comparison condition) or sequentially with self-explanation
prompts that did not encourage comparisons (i.e., control condition). In the comparison
condition, students demonstrated more improvement in procedural knowledge and procedural
flexibility (i.e., the ability to select and apply the correct problem-solving strategy depending
on certain features of the problem to be solved) and showed similar improvement in
conceptual knowledge. The authors suggest that by comparing the worked examples, students
were able to identify the most important features of the problem, explore different ways to
solve it, and be better prepared for the summary lesson that was given to all students (Rittle-
Johnson & Star, 2007).

Referring to CLT, the beneficial effect of example comparison can be explained as
follows: In the study by Rittle-Johnson and Star (2007), for example, the comparison prompts
asked learners to explain why two different methods for solving an algebraic equation yielded
the same result (i.e., correct method comparison) or different results (i.e., incorrect method

comparison). When learners are encouraged by comparison prompts to distinguish and judge
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the correct and incorrect use of a strategy they engage with the learning material in depth.
This promotes the organisation of the information into a coherent and differentiated mental
representation (Fiorella & Mayer, 2016), thereby promoting GCL.

However, the success of comparing example cases is heavily dependent on executive
functions and induces heavy demands on working memory, as research on analogical
reasoning shows (Holyoak, 2012). When contrasting side-by-side comparisons of example
cases with studying the same examples sequentially, it becomes apparent that comparing
examples side-by-side causes much higher element interactivity than when studying
examples after another. Consequently, comparing examples side by side should induce a
substantially higher ICL in comparison to subsequentially studying examples one by one.
Only learners with sufficient prior knowledge can then be expected to manage the increased
demands (i.e., the higher ICL) and, therefore, benefit from example comparison in terms of a
higher GCL and better learning outcomes. For learners with less prior knowledge,
comparisons with complex problems are likely to produce cognitive overload. For these
learners, sequential study of examples might be more beneficial.

A study by Rittle-Johnson et al. (2009) confirms this assumption. Students‘ prior
knowledge about solving linear algebraic equations was tested and then students studied pairs
of worked examples including solved linear algebraic equations in one of three conditions: In
a first condition, the worked examples included the same equations, but they were solved
with different methods (i.e., method comparison). In a second condition, the worked example
pairs included different equations that were solved with the same method (i.e., problem
comparison). In a third condition, the worked examples were studied subsequentially without
comparison (i.e., control condition). Students with more prior knowledge benefited most in
terms of learning outcomes when they compared methods in the first condition. Students with

less prior knowledge benefited most in the problem comparison or the control condition
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without comparison (Rittle-Johnson et al., 2009). This finding is an example of an expertise-
reversal effect (Kalyuga et al., 2003), as the method that was most beneficial for learners with
high prior knowledge was not beneficial for learners with little prior knowledge and vice
versa.

Taken together, comparing text-based worked examples possibly promotes GCL and
is, therefore, more beneficial for learning than subsequentially studying these examples —
provided that the learners have sufficient prior knowledge to be able to manage the increased
demands of the comparisons.

Comparison of Video-Based Modelling Examples

Interestingly, the effects of example comparisons have only been investigated with
text-based worked examples, but not with video-based modelling examples. At least to my
knowledge, there is no research published in peer-reviewed journals on comparing video-
based modelling examples. This lack of studies is not very surprising. When comparing
example cases, learners need to be able to consider the critical features of these examples
side-by-side (see Glogger-Frey et al., 2015; Rittle-Johnson & Star, 2007). Side-by-side
comparisons can be done easily with text-based worked examples, as they are static and non-
transient in format. However, example comparisons seem to be less easy to implement for
video-based modelling examples. One could display video-based modelling examples side-
by-side, but learners would be required to either watch the videos at the same time or to pause
the videos repeatedly. This makes direct comparison of critical features of the video-based
modelling examples very difficult.

Against this background, I propose an alternative for how to implement example
comparisons for video-based modelling examples. Instead of asking learners to directly
compare video-based modelling examples with another, after watching (parts of) a video-

based modelling example, learners are also provided with a static representation of the (so
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far) illustrated problem-solving process. For example, when a video-based modelling
example shows how to conduct physics experiments in a computer simulation (e.g., Kant et
al., 2017; Mulder et al., 2014), after watching an example, learners could be provided with a
text-based or graphical summary (e.g., a table, a bullet-point summary, or a mindmap) that
gives an overview of the most important steps the model has completed in the video-based
modelling example. Such a static representation is a non-transient medium and thus better
suited for comparison than a transient video. To allow for comparison, learners would then
also be provided with an additional representation of the current state of an alternative
solution to the same problem. This representation could be, for example, a summary of how
the same problem was solved with a different strategy — possibly also resulting in a different
(e.g. lower quality) result (i.e., method comparison; Rittle-Johnson et al., 2017). A
comparative representation-based self-explanation prompt would then ask learners to
compare the different representations and look for similarities and differences. Analogous to
studies that have investigated example comparison with text-based examples (e.g., Rittle-
Johnson et al., 2009; Rittle-Johnson & Star, 2007), a control group would receive the same
representations, but would study and self-explain those representations sequentially (i.e.,
sequential representation-based self-explanation prompts). Together with my co-authors, |
study these comparative versus sequential representation-based self-explanation prompts for
video-based modelling examples in the third manuscript of this dissertation to investigate
whether the example comparison principle (Renkl, 2014) also applies to video-based
modelling examples.
Diagnosis of Car Malfunctions as an Example of Complex Problem-Solving

Studying worked or modelling examples is effective for learning problem-solving
strategies. Problem-solving is about transforming a problem-state into a goal-state (van

Merriénboer, 2013). Diagnoses, such as doctors trying to identify which disease a patient is
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suffering from on the basis of their symptoms (usually referred to as clinical reasoning;
Elstein et al., 1978, 1990; Schmidt & Rikers, 2007), teachers evaluating their students’
knowledge level in a certain subject or topic (Herppich et al., 2018), or car technicians trying
to find the cause of a car malfunction (Abele, 2018; Abele & von Davier, 2019) are typical
problem-solving processes. Irrespective of the domain, a diagnostic process usually begins
with understanding the problem at hand, formulating hypotheses, and testing these
hypotheses. A diagnosis is completed when all relevant information on a problem has been
collected and classified and a countermeasure to the existing problem (i.e., a medical
treatment, an educational intervention or a repair) can subsequently be developed.

The three manuscripts on which the present dissertation is based deal with promoting
the diagnostic competence of apprentices being trained to become automotive mechatronics
technicians (AMTs). Following Abele (2018), the diagnostic process of car malfunctions
comprises four steps: (1) representing information, (2) formulating diagnostic hypotheses, (3)
testing diagnostic hypotheses, and (4) evaluating diagnostic hypotheses: Firstly, AMTs
mentally represent problem-related information such as an illuminated malfunction indicator
light, possibly accompanied by other symptoms, such as a lack of power. This first step
usually also includes reading the error memory of electronic control units that are found for
various subsystems in modern cars, such as the engine control unit. Based on this
information, in the second step AMTs formulate diagnostic hypotheses, that is, assumptions
about potential but untested causes of the present malfunction. In the third step, these
hypotheses then are tested by planning and executing corresponding measurements. In the
final fourth step, the test results and with it the formulated hypotheses are evaluated. If an
AMT concludes that he or she has identified the cause of a malfunction, the repair of this

malfunction can be planned. This repair, however, is not part of the diagnostic process

(Abele, 2018; Abele & von Davier, 2019)
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Strategies for Diagnosing Car Malfunctions

When diagnosing car malfunctions, AMTs can use different diagnostic strategies.
These diagnostic strategies differ primarily in the basis on which AMTs base their
hypotheses. With the case-based strategy, AMTs draw on previous experience to formulate
hypotheses: AMTs recognize a pattern of symptoms that they have successfully diagnosed in
the past. They then hypothesize that the successful past diagnosis is also correct for the
present malfunction. As such, the case-based strategy can be classified as a fast, automatic,
effortless and non-analytical strategy including only little demanding problem-solving (Abele
& von Davier, 2019; Norman et al., 2007)

A second diagnostic strategy is the computer-based strategy. As explained above, the
first diagnostic step of representing information usually also includes reading the error
memory of the relevant electronic control unit (e.g., the engine control unit) with a diagnostic
device. Depending on the diagnostic software an AMT is using with his or her diagnostic
device, a computer-based expert system (e.g., ESI[tronic] by Bosch) would also provide
instructions on how to exactly diagnose and repair the present malfunction. As such, the
computer-based strategy is not as automatic and effortless as the case-based strategy, as
following the computer-based strategy requires domain-specific knowledge of how to handle
the computer system and how to carry out the proposed measurements to diagnose the
malfunction. However, this strategy can still be considered non-analytical, as AMTs solely
follow the system’s instructions and do not develop hypotheses themselves (Abele & von
Davier, 2019).

Eventually, there are situations where an AMT has no prior experience with a
symptom pattern and/or a computer system does not provide (helpful) information for the
diagnosis of malfunctions. Accordingly, neither the case-based strategy nor the computer-

based strategy will lead to a successful diagnosis of the present malfunction. In such
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situations, AMTs need to follow the model-based strategy. This strategy implies that AMTs
develop a mental model of the malfunctioning automotive (sub)system, for example, by using
electrical circuit diagrams to understand how different sensors, actuators, and electronic
control units are linked and influence each other. Based on that mental model, AMTs would
then formulate hypotheses about the cause of a malfunction and test them subsequently. As
such, the model-based strategy can be considered a systematic, analytical, slow, and effortful
approach to the diagnosis of malfunctions and thus it represents real problem-solving (Abele
& von Davier, 2019; van Merriénboer, 2013).

Promoting Strategies for Diagnosing Car Malfunctions

Diagnoses are a crucial aspect of an AMT’s job profile, as diagnostic activities
account for about 50 % of an AMT’s working time (Spoéttl et al., 2011). However, at the end
of their three-year apprenticeship, the diagnostic skills of AMT apprentices are usually
insufficient. Only about 15 % of the apprentices master the model-based strategy that is
required to diagnose complex malfunctions (Abele & von Davier, 2019). However, at least to
my knowledge, there has been no research conducted so far on how to promote AMTs
diagnostic skills. There are providers of learning media and computer simulations that deal
with teaching diagnostic skills. For example, Clark and Mayer (2016; chapter 18) describe a
computer simulation that offers opportunities for AMTs to practice unusual diagnostic
situations. However, this simulation mainly uses elements of guided discovery and has not
been investigated systematically.

In other domains, however, several interventions have been developed to promote
diagnostic skills. For example, Glogger et al. (2013) developed a computer-based learning
environment to train teachers how to assess their students® use of learning strategies when
writing learning journals. Within this learning environment, Glogger et al. (2013) provided

teachers with worked examples of filled-in learning journals that represented the different
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learning strategies. Teachers were also prompted to self-explain and compare the worked
examples. In the domain of medicine, Heitzmann et al. (2015) used text-based worked
examples to promote medical students® diagnostic competence of heart failures. Typical of
example-based learning, Heitzmann et al. (2015) combined these worked examples with self-
explanation prompts.

Taken together, at the end of their apprenticeship, only 15 % of the AMT apprentices
master the model-based strategy that is necessary to diagnose complex malfunctions in cars.
As the diagnosis of car malfunctions can be considered problem-solving, an example-based
learning environment seems promising for promoting such a model-based strategy in AMT
apprentices. The development and evaluation of such a learning environment was one of the
goals of the present dissertation and is dealt with in all three manuscripts.

Overview of Studies and Manuscripts

The overarching aim of this dissertation was to investigate the use of video-based
modelling examples for teaching AMT apprentices a model-based strategy for diagnosing car
malfunctions. Concerning video-based modelling examples, we also investigated the effects
of retrospective versus anticipatory self-explanation prompts and explored the use of
representation-based comparative self-explanation prompts for video examples. For these
further research questions, the learners* prior knowledge was taken into account.

For this dissertation, two studies were conducted. Manuscript 1 and manuscript 2
describe the first study, and manuscript 3 refers to the second study. In study 1, in two
conditions, the apprentices learned a model-based diagnostic strategy with modelling
examples and received either retrospective or anticipatory prompts. In a third condition,
apprentices did not receive modelling examples or prompts but the respective open problems.
Manuscript 1 describes the development of the model-based strategy and the modelling

examples. Following design-based research guidelines, we formatively evaluated the learning
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materials with expert judgments and a small study during the development of the learning
environment. Finally, an evaluation study only considering the data of the two conditions in
which apprentices learned with modelling examples showed that the learning environment
promoted apprentices’ knowledge about the diagnostic strategy. However, they could not
transfer their knowledge to diagnostic problem-solving. Overall, the apprentices evaluated the
learning environment positively, except it was considered too long and repetitive.

For manuscript 2, we re-analysed the data from study 1 for all three conditions (i.e.,
including the control condition) with a focus on the effects of retrospective versus
anticipatory self-explanation prompts depending on the learners prior knowledge. In
comparison with the control condition, modelling examples did not promote learning.
However, among the apprentices who learned with modelling examples, differential effects of
the self-explanation prompts on diagnostic knowledge and germane cognitive load were
found. For these outcomes, apprentices with low prior knowledge benefited from
retrospective prompts, and apprentices with high prior knowledge benefited from anticipatory
prompts. These findings suggest using different self-explanation prompts for learners with
different levels of expertise.

The results of study 1 as described in manuscripts 1 and 2 indicated that apprentices
found the intervention repetitive. To shorten the intervention we first adapted the strategy and
then created new learning materials. This newly developed intervention is evaluated in study
2 as described in manuscript 3. Manuscript 3 also investigates the use of comparisons for
video-based modelling examples: Similar to study 1, in two conditions, apprentices learned a
(new) model-based strategy with modelling examples. These were accompanied by either
comparative or sequential self-explanation prompts. In a third condition, apprentices did not
receive modelling examples or prompts but the respective open problems. Modelling

examples had beneficial effects on diagnostic knowledge and scaffolded diagnostic skills but
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not on independent problem-solving. In addition, there were no effects of examples and
prompts on cognitive load. We assume that apprentices would have needed more practice
opportunities. Moreover, the comparative prompts seem to be promising for stronger learners
with more prior knowledge. We conclude that representation-based comparisons are useful
for video-based modelling examples while comparative prompts seem promising for stronger

learners. Further research, especially on the effects on cognitive load, is necessary.
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Abstract

Crucial for training automotive mechatronics technicians (AMTS) is enabling them to
diagnose car malfunctions. AMTs are particularly successful when they base their diagnostic
process on a mental model of the affected automotive system. Still, only few AMT
apprentices master such diagnoses after their apprenticeship. Therefore, we created a
simulation-based learning environment with modeling examples to teach AMT apprentices a
diagnostic strategy that builds on mental models. Following design-based research guidelines,
we formatively evaluated our learning and testing materials by expert judgments and a small
study during the development of the learning environment. Finally, an evaluation study
showed that the learning environment promoted apprentices’ knowledge about the diagnostic
strategy. However, they could not transfer their knowledge to diagnostic problem-solving.
Overall, the apprentices evaluated the learning environment positively, except it was
considered too long and repetitive. Reasons for the outcomes as well as possible further

developments of the learning environment are discussed.

Keywords: Diagnosis of car malfunctions; mental models; modeling examples; simulation-

based learning; learning environment
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Introduction

An essential task for automotive mechatronics technicians (AMTs) is localizing car
malfunctions. Therefore, AMTs must come up with hypothetical reasons for a malfunction,
develop and execute test strategies, and evaluate test results to identify and ultimately repair
the malfunction (i.e., AMTs diagnose). Diagnostic activities account for about half of an
AMT’s working time (Spdéttl et al., 2011). However, at the end of their 3-year apprenticeship,
only 15% of the AMT apprentices master the required strategies to diagnose complex
malfunctions (Abele & von Davier, 2019). So far, the development of AMTs’ diagnostic skills
has been considered mainly descriptively (e.g., Nickolaus et al., 2012). Few attempts have
been made to foster such processes (e.g., Clark & Mayer, 2016, chapter 18). However, several
interventions have been developed to promote diagnostic skills in other domains, such as
teacher education (e.g., Glogger et al., 2013) or medical education (e.g., Heitzmann et al.,
2015).

This article describes the development and evaluation of a simulation-based learning
environment that relies on example-based learning to promote AMT apprentices’ diagnostic
skills. Following design-based research guidelines, this development included formative
evaluations of the learning material with subject matter experts and apprentices (Collins et
al., 2004).

Strategies for Diagnosing Car Malfunctions

As in other domains, such as medicine (i.e., clinical reasoning, e.g., Klein et al., 2019)
and education (i.e., teachers’ assessments of students, e.g., Herppich et al., 2018), the process
of diagnosing car malfunctions begins with comprehending the problem at hand (i.e., a
disease, students’ comprehension gaps, or a technical malfunction) as well as formulating
hypotheses about possible causes and ends when the cause has been identified. When

diagnosing car malfunctions, AMTs’ diagnostic strategies differ on which basis the
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hypotheses are formulated (Abele & von Davier, 2019). AMTs often use a computer-based
expert system that provides diagnostic hypotheses (computer-based strategy). AMTs also
often rely on personal experience when they formulate hypotheses (case-based strategy).
When applying a model-based strategy, AMTs base their diagnostic hypotheses on a mental
model of the affected car system. This mental model contains information about the
components in a car system, how they work, and how they are connected (Kluwe & Haider,
1990). AMTs should follow these model-based strategies when they do not receive sufficient
guidance from the computer-based expert system or have little experience with the to-be-
diagnosed malfunction. Thus, model-based strategies can be considered the most flexible and
powerful diagnostic strategies. However, only 15% of the AMT apprentices master a model-
based strategy at the end of their apprenticeship, presumably because apprentices experience
situations too infrequently which require a model-based strategy (Abele & von Davier, 2019).
Socio-Cognitive Perspective on Teaching Diagnostic Strategies

Diagnosing can be considered problem-solving as it is about transforming a problem
state (i.e., car malfunction) into a goal state (i.e., correct diagnosis for subsequent repair; van
Merriénboer, 2013). Consequently, diagnostic strategies are problem-solving strategies, for
which example-based learning is effective (Renkl, 2014). In example-based learning, learners
usually first receive instructional explanations about the to-be-learned problem-solving
strategy, for example in form of instructional videos. In these instructional phases, learners'
organization of the learning content into mental representation can be promoted by providing
learners with organizational prompts (Roelle et al., 2017). Following the instructional phase,
learners receive examples, in which the application of the problem-solving strategy is shown.
In less well-structured domains, often, modeling examples are used. Here, models (e.g., an
expert) demonstrate how to solve a problem while verbalizing their thoughts. Modeling

examples are therefore similar to the teaching method “modeling”, which is one of the core
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teaching methods of cognitive apprenticeship (Collins et al., 1988). Modeling examples may
be provided face-to-face, as an animation or a video, or as a recording of the model’s
computer screen (van Gog & Rummel, 2010). After receiving examples, learners try to solve
similar problems on their own, still receiving support, which fades over time (Merriénboer &
Kirschner, 2018). Example-based learning has also been implemented successfully in
simulation-based learning environments (see Chernikova et al., 2020 for a meta-analysis).
Designing and Evaluating Multimedia Learning Environments

When designing and evaluating multimedia learning environments, two critical
factors should be considered: the learners’ limited working memory and their motivation. The
Cognitive Load research provides measures of whether working memory capacity is taken up
by processes serving learning or by unproductive processes (Sweller et al., 2011). Three types
of cognitive load that additively take up working memory resources can be distinguished:
intrinsic load, germane load, and extraneous load (Kalyuga, 2011). Intrinsic load is mainly
determined by the complexity of the learning content. Germane load refers to cognitive
processes that are directly related to the comprehension of learning material. Extraneous load
refers to unproductive cognitive processes and emerges typically from the way the learning
content is presented. For example, visually poorly organized material induces high
extraneous load, which then occupies working memory resources important for
comprehension. Accordingly, it is crucial to minimize extraneous load by proper design of the
learning materials (for guidelines see Mayer & Fiorella, 2014; or Mayer & Moreno, 2003).
When designing and evaluating learning materials, it is, therefore, necessary to test the
materials’ effects on learners’ cognitive load, especially their extraneous load.

Additionally, motivational factors should be considered when designing learning
materials to optimize learning outcomes. Following Vollmeyer and Rheinberg (1998, 2000),

we consider four relevant fact