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Sample Collection
A large network of collaborators (i.e., hunting administrations, non-governmental organizations, and National Parks; see Acknowledgments) collected tissue samples (muscle, blood and hair) across the Alps and the Tatra Mountains, mainly between 2017 and 2019 (Figure S7).
 
DNA Extraction
We used the Qiagen DNeasy Blood and Tissue kit (Qiagen, Inc., Valencia, CA, USA) to extract genomic DNA following the manufacturer’s instructions. We assessed DNA quality and checked for DNA degradation on agarose gels. We quantified DNA concentration for each sample using the QuantiFluor dsDNA System kit (Promega, US). We used samples with a minimum DNA concentration of 6.40 ng/µl after extraction for subsequent ddRADSeq library preparation.
 
ddRADSeq Library Construction and Sequencing
We used a modified version of the double-digested (restriction site associated DNA sequencing) (ddRADseq) protocol by Peterson, Weber, Kay, Fisher, & Hoekstra (2012) to produce a data set of single‐nucleotide polymorphisms (SNPs) from the 563 selected individuals. We digested the genomic DNA (200 ng) using the enzymes SbfI and MspI and selected fragments between 300 bp and 500 bp using the BluePippin size-selection system (Sage Science, Canada). To control for library quality and to assess genotyping errors as described by Gagnon et al. (2019), we replicated ~12.5% of the samples (n=81). We included 47 samples per library including replicates and a negative control. We then sequenced the 14 libraries on seven full lanes (two libraries per lane) of paired-end (2 x 125 bp) Illumina Hi-Seq 2500 (Fasteris SA, Switzerland).
 
ddRADSeq Data Processing
We used STACKS (v.1.44; Catchen et al. 2011, 2013) to demultiplex data, build a de novo SNP catalog, and call genotypes. We tested different sets of STACKS core parameters (ustack − m (2 to 6), −M (2 to 6), −max_locus_stacks (2 to 6), and cstack −n (0 to 5); see Supporting Information Figures S1 and S2), by varying one parameter at a time while holding the others at their default values (following Mastretta‐Yanes et al. 2015). We then selected the set of parameters that minimized error rates between replicates (n=73 pairs; see below) and maximized the amount of data recovered. The optimal values were: −m (3), −M (3), −max_locus_stacks (4) and −n (2; error rates for each set of parameters are presented in Supporting Information Figures S1 to S6). To produce the final data set, we ran STACKS with all parameters set to their optimal values. We performed the next filtering steps in R v3.6.2 (R Core Team 2019) from the original VCF file obtained from stacks and by keeping: (i) only SNPs with an SNP error rate <2.5% based on analyses of replicates (mean ± sd = 0.8% ± 0.0%), (ii) only SNPs with a minimal sequencing read depth greater than 10X and less than 25X (Li, 2014), (iii) only SNPs with <15% missing data, and finally (iv) individuals with <25% missing data. In addition, a single SNP was randomly selected per RAD-fragment in STACKS for further analyses. The samples from one library (n=47 individuals) were also excluded from the data set, because of their unexpected behavior in preliminary genetic analyses. These samples, regardless of their origin, grouped together in the analysis, due to a failure in the size-selection procedure that led to the absence of a set of common SNPs (n ≈ 200 SNPs) for all the individuals in this library.
Overall, our final data set included 449 individuals out of the 563 left after filtering and exclusion of chamois from the Tatra mountains in Slovakia. The retained samples originated from France (n=115), Austria (n=110), Italy n=95), Switzerland (n=85), Slovenia (n=23), and Croatia (n=21) (see Figure 2 and S7 for a map showing the sampling locations). The data set encompassed 30,970 SNPs distributed over 20,998 RAD loci at the end of the de novo SNP calling procedure. Individuals scored on average 20,102 SNPs ± 893 (SD), resulting in 5.7% missing data in the genotype matrix.
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Figure S1. Boxplots showing the effect of variation in the STACKS parameters on the total number of missing loci in a replicate pair from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis). The scale of the y axis varies across the plots.
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Figure S2. Boxplots showing the effect of variation in the STACKS parameters on the proportion of missing loci relative to the total number of loci from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis).
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Figure S3. Boxplots showing the effect of variation in the STACKS parameters on the proportion of missing loci that differed within a replicate pair from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis).
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Figure S4. Boxplots showing the effect of variation in the STACKS parameters on the locus error rate, i.e., the proportion of missing loci in only one of the two replicates of a pair, from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis).
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Figure S5. Boxplots showing the effect of variation in the STACKS parameters on the SNP error rate, i.e., the proportion of SNP mismatch within a replicate pair, from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis).
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Figure S6. Plots showing the effect of variation in the STACKS parameters on the total number of loci retrieved from the genotyped Northern chamois. Each panel represents the result of a single STACKS run in which all parameters were set to their default values (m = 3, M = 2, N = M+2, n = 1, max_locus_stacks (mx.lcs) = 3, model = SNP) except for one that varied (indicated on the x axis).
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Figure S7. Sampled Northern chamois individuals in the Alps, colored according to the assigned cluster using the ‘adegenet’ R-package (Jombart, 2008). Cluster 1 from the eastern Alps covers nearly half of the Alpine arch. The map is projected in the world geodetic system 1984 (WGS 84) and shows the same extent as Figure 2 (from main text).
 
DAPC
We performed a discriminant analysis of principal components (DAPC) using the ‘adegenet’ R-package (Jombart et al., 2010). We used a cross-validation (100 repetitions; 90% of data as training data, 10% of data for validation) to calculate the optimal number of principal components (PCs) to retain (Gagnon et al., 2019). The cross-validation analysis identified 50 PCs out of 448 as the optimal number of PCs to retain, as 50 PCs resulted in the highest predictive success (98.8%) and the lowest root mean error (2.1%), though they captured only 27% of the variance. Subsequently, we performed the DAPC with 50 PCs to retain. The first two axes of this DAPC explained 15% and 8.4% of the total variance, respectively.
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Occurrence Data
Table S1. Collected data sets of chamois observations and the number of occurrences used for the habitat suitability modeling. Data sets marked with an asterisk indicate citizen science projects. Records from faune-france and ornitho have been validated by experts. We used hunting records from Slovenia as surrogate data because no citizen science data were available for that area. We did not use the records from the Global Biodiversity Information Facility (GBIF) for France, due to the data arrangement in a 10 km grid.
	Data set
	# of occurrences
	Provider
	Range

	ZGS
	34,508
	Slovenian Forest Service
	Slovenia

	www.faune-france.org *
	13,062
	Ligue pour la protection des oiseaux France
	France

	www.ornitho.ch *
	6,362
	Centre Suisse de Cartographie de la Faune
	Switzerland

	www.ornitho.it *
	4,577
	Associazione Teriologica Italiana onlus – Italian Mammal Society
	Italy

	www.gbif.org
	1,887
	GBIF.org (2019)
	Alps (except France)

	www.naturgucker.info *
	724
	Naturgucker
	Alps

	DNA sampling
	563
	This study
	Alps


 
 
Sampling Occurrences
We used two approaches to sample Northern chamois occurrences, and repeated each of them 10 times (Barbet-Massin et al., 2012; Iturbide et al., 2018). First, we randomly sampled 10,000 occurrences without replacement (hereafter “random occurrence sampling”; Barbet-Massin et al., 2012). Second, we sampled occurrences with a proportional effort per country according to the fraction of the rough distribution range estimation (Aulagnier et al., 2008) covered by the respective country (“proportional occurrences”). We applied a filter of a minimum distance of 4 km between two occurrences to avoid clustering in the “proportional occurrences” method.
The modeling approaches used in this study (see section below) require presence and absence data to model habitat suitability; otherwise the response variable would have no variation. We had to specifically sample absence data, as the existing data set encompassed presence data only, without knowing whether Northern chamois was present or not. Such so-called pseudo-absences are often used for HSMs, sampled across large areas of the study area, and combined with true presences as model input (Guisan et al., 2017). We sampled the pseudo-absences from the entire rectangular study area in central Europe, excluding oceans, on a 0.00833° (~1 km) grid from cells without occurrences (Croft et al., 2017). We sampled 10,000 pseudo-absences randomly for the proportional occurrence sampling (Barbet-Massin et al., 2012). These pseudo-absences were sampled in a density-dependent manner using the ‘spatstat’ R-package v.1.61-0 (Baddeley & Turner, 2005) for the random occurrence sampling to account for regions with higher densities of occurrences (Phillips et al., 2009). We applied three density sampling settings using different density smoothing parameters, from strong to slight density dependence. 

Habitat Suitability Models

Building the models
We used the four following modeling approaches in R (R Core Team, 2019): (1) generalized linear models (GLM)  implemented in R with linear and quadratic terms with a binomial distribution (Nelder & Wedderburn, 1972); (2) generalized additive models (GAM; Hastie & Tibshirani, 1990) using the ‘gam’ R-package v1.16.1 (Hastie, 2019) (except for the model with a binary classification of suitable terrain slopes) with a smoothing factor of 3; (3) generalized boosted regression models (GBM) with the ‘gbm’ R-package v2.1.5 (Greenwell et al., 2019) with 1,000 trees and an interaction depth of 3, and (4) random forests (RF; Breiman, 2001) using the ‘randomForest’ R-package v4.6-14 (Liaw & Wiener, 2018) with 1,000 trees. We averaged the habitat suitability of 10 occurrence/pseudo-absence sets for each of the four sampling strategies (Barbet-Massin et al., 2012). We weighted occurrences and pseudo-absences equally (Barbet-Massin et al., 2012; Liu et al., 2019). We evaluated the model performance using Kappa (Cohen, 1960) and the true skills statistics (TSS; Allouche et al., 2006; Hanssen & Kuipers, 1965) using the ‘PresenceAbsence’ R-package v.1.1.9 (Freeman & Moisen, 2008) and the area under ROC-curve (AUC; Fielding & Bell, 1997; Swets, 1988) from the ‘pROC’ R-package v.1.15.3 (Robin et al., 2020). We repeated a cross-validation approach (70% calibration data, 30% evaluation data; Araújo et al., 2005) 20 times and averaged the model performance of the 20 runs for the model evaluation. Models with AUC > 0.7 (Swets, 1988), TSS > 0.4 (Allouche et al., 2006) and Kappa > 0.4 (Landis & Koch, 1977) were considered reliable (see Table S3 for the results of the cross-validation). We converted the habitat suitability probabilities into a binary classification (presence/absence) for each single model type by maximizing the TSS value (Liu et al., 2013) using the ‘PresenceAbsence’ R-package (Freeman & Moisen, 2008).

Hindcasting
We predicted habitat suitability at 0.0083° resolution for all four model types from the present to 20,000 years before present (BP) in 100-year time steps for the 20 scenarios (4 sampling strategies and 5 terrain slope variables) individually, as ensembles are considered to be more robust and to provide better results under changing environmental conditions (Araújo & New, 2007; Guisan et al., 2017; Guo et al., 2015; Svenning et al., 2011). Glaciated areas were classified as unsuitable (Aellen et al., 1995) after the habitat suitability modeling step (Yannic et al., 2014). We provide the full SDM description following the ODMAP protocol (Zurell et al. 2020) in EnviDat (see below).

Validation with fossils
We validated the hindcasted habitat suitability with a comprehensive fossil collection using the Boyce index (Boyce et al., 2002; Yannic et al., 2014). The fossil collection included data provided by Callou (pers. comm.) and the IANUS data portal (Heinrich et al., 2016), and also from literature research (see Table S2 for a list of fossils per data source). We had to estimate the time span for certain records that were only dated within an epoche. Fossils that were dated with an uncertainty of >5,000 years (or for which age was given only as an epoche lasting longer than 5,000 years) were excluded. We considered a time interval of 4,000 years centered around each of the time points (15,000 years BP; 10,000 years BP; 5,000 years BP) and 2,000 years for the oldest and youngest time step and extracted the maximum habitat suitability value of each cell within this time span, due to dating uncertainty (Brewer et al., 2012). The Boyce values of the five points in time are averaged. We calculated the Boyce index as implemented in the ‘ecospat’ R-package v.2.1 (Di Cola et al., 2017), modified to account for spatial uncertainties in fossil records (Brewer et al., 2012) by applying a buffer of 12 km around each fossil, because, e.g., humans who hunted chamois were likely able to carry carcasses for several hours away from the hunting spots (Baumann et al., 2005). We extracted the 80% quantile of the habitat suitability within this buffer. The Boyce index ranges from -1 to 1: a value of 0 indicates a random predictive performance, index values near -1 indicate a predictive performance inferior to a random model, and values near 1 indicate a good performance (Hirzel et al., 2006).
The averaged Boyce values of the five points in time from the twenty HSM scenarios range from 0.084 to 0.68 (Table S4). Generally, the modified Boyce index calculation using all fossils which partially lie within the time intervals exhibited the highest values. The best performance of the HSM scenario included the slope heterogeneity as an environmental variable and a strong density-dependent pseudo-absence sampling. The Spearman rank correlation between the AUC values of the HSM scenarios today and their values of the modified Boyce index calculation method averaged over the five points in time was 0.144 (p-value: 0.54). The low correlation could be caused by (I) bias and errors in the fossil records used to calculate the Boyce index or (II) a shift in the ecological niche occupied by Northern chamois. First, although we conducted extensive literature research to find fossil records, our data set has relatively few occurrences per time step. Additionally, most of the fossils originate from human settlements, which further limits their value for validation. Incorrect identifications (or datings) could impede the validation, too. Second, this low correlation might indicate that Northern chamois partially used another niche in the past, e.g., due to lower hunting pressure from humans (Baumann et al., 2005).

Full ODMAP Protocol

A detailed description of the habitat suitability modeling part using the ODMAP protocol (Zurell et al., 2020) is provided at EnviDat (https://doi.org/10.16904/envidat.291).


Table S2. Number (#) of Northern chamois fossil records per source used to calculate the Boyce index (179 in total). Callou (pers. comm.) and IANUS are data sets. If multiple records are from the same data source (e.g., Callou), the age refers to the time span covered by the different records. Most of the fossil records were from settlements.
	Data source
	# of fossil records

	Callou (pers. comm.)
	79

	IANUS data portal: Heinrich, Driesch & Benecke (2016)
	66

	Baumann et al. (2005)
	19

	Fahlke (2009)
	5

	Cech & Döppes (1997)
	2

	Crezzini et al. (2014)
	1

	Cvitkušić et al. (2018)
	1

	Klindžić et al. (2015)
	1

	Kind (2006)
	1

	Leuzinger et al. (2016)
	1

	Pucher (2003)
	1

	Rahezek & Schibler (2012)
	1

	Töchterle et al. (2011)
	1


 


Table S3. Averaged model evaluation results on habitat suitability from the 20 different occurrences and pseudo-sampling strategies used. AUC values ranged from 0.82 to 0.93, Kappa values from 0.39 to 0.72, and TSS values from 0.49 to 0.77. All five environmental variable data sets exhibited the highest AUC and TSS values (AUC > 0.9 and TSS > 0.69) for the proportional occurrence sampling and the highest Kappa values for the random occurrence and weak density-dependent pseudo-absence sampling. The strategies selected for the population simulation are indicated with an asterisk.
	
	AUC
	Kappa
	TSS

	Climate only, strong density-dependent pseudo-absence sampling
	0.823
	0.494
	0.494

	Climate only, medium density-dependent pseudo-absence sampling
	0.860
	0.574
	0.574

	Climate only, weak density-dependent pseudo-absence sampling *
	0.883
	0.627
	0.627

	Climate only, random pseudo-absence sampling
	0.907
	0.389
	0.691

	Slope heterogeneity, strong density-dependent pseudo-absence sampling
	0.882
	0.608
	0.608

	Slope heterogeneity, medium density-dependent pseudo-absence sampling
	0.909
	0.678
	0.678

	Slope heterogeneity, weak density-dependent pseudo-absence sampling *
	0.926
	0.724
	0.724

	Slope heterogeneity, random pseudo-absence sampling *
	0.934
	0.424
	0.773

	Slope mean, strong density-dependent pseudo-absence sampling
	0.875
	0.594
	0.594

	Slope mean, medium density-dependent pseudo-absence sampling
	0.903
	0.666
	0.666

	Slope mean, weak density-dependent pseudo-absence sampling
	0.920
	0.713
	0.713

	Slope mean, random pseudo-absence sampling
	0.930
	0.408
	0.761

	Slope suitable binary, strong density-dependent pseudo-absence sampling
	0.836
	0.532
	0.532

	Slope suitable binary, medium density-dependent pseudo-absence sampling
	0.874
	0.614
	0.614

	Slope suitable binary, weak density-dependent pseudo-absence sampling *
	0.898
	0.669
	0.669

	Slope suitable binary, random pseudo-absence sampling *
	0.923
	0.386
	0.738

	Slope suitable count, strong density-dependent pseudo-absence sampling
	0.868
	0.581
	0.581

	Slope suitable count, medium density-dependent pseudo-absence sampling
	0.899
	0.660
	0.660

	Slope suitable count, weak density-dependent pseudo-absence sampling
	0.917
	0.709
	0.709

	Slope suitable count, random pseudo-absence sampling
	0.929
	0.395
	0.766


 


Table S4. Boyce values of the validation from the hindcasted habitat suitability and the fossil records. The left column shows the values for fossils within the time span of each interval and is calculated with the function implemented in the ‘ecospat’ R-package (Di Cola et al., 2017). The second column shows the values for the modified function to account for spatial uncertainty. The Boyce index ranges from -1 to 1: a value of 0 indicates a predictive performance not better than random, values near -1 indicate a predictive performance inferior to a random model, and values near 1 indicate a good performance (Hirzel et al., 2006). The strategies selected for the population simulation are indicated with an asterisk.

	
	Boyce value normal
	Boyce value modified

	Climate only, weak density-dependent (dens-dep.) pseudo-absence sampling (PAS) *
	0.237
	0.465

	Slope mean, weak dens-dep. PAS
	0.395
	0.310

	Slope heterogeneity, weak dens-dep. PAS *
	0.421
	0.517

	Slope suitable binary, weak dens-dep. PAS *
	0.186
	0.337

	Slope suitable count, weak dens-dep. PAS
	0.321
	0.428

	Climate only, medium dens-dep. PAS
	0.223
	0.523

	Slope mean, medium dens-dep. PAS
	0.448
	0.347

	Slope heterogeneity, medium dens-dep. PAS
	0.447
	0.592

	Slope suitable binary, medium dens-dep. PAS
	0.222
	0.357

	Slope suitable count, medium dens-dep. PAS
	0.320
	0.463

	Climate only, strong dens-dep. PAS
	0.184
	0.503

	Slope mean, strong dens-dep. PAS
	0.466
	0.486

	Slope heterogeneity, strong dens-dep. PAS
	0.494
	0.657

	Slope suitable binary, strong dens-dep. PAS
	0.262
	0.339

	Slope suitable count, strong dens-dep. PAS
	0.393
	0.527

	Climate only, random PAS
	0.085
	0.363

	Slope mean, random PAS
	0.171
	0.496

	Slope heterogeneity, random PAS *
	0.371
	0.681

	Slope suitable binary, random PAS *
	0.409
	0.344

	Slope suitable count, random PAS
	0.146
	0.624 
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Figure S8. Habitat suitability map for the Northern chamois today (a) and 20,000 years BP (b) in Central Europe, based on the best-performing habitat suitability model (HSM) scenario at a resolution of 0.0083°. The white points represent fossil records between 20,000 to 18,000 years BP and 2,000 to 0 years BP (today). The predicted suitability values per cell are averaged from all ten runs and four modeling techniques (GLM, GAM, GBM, RF). The fossils around the Massif Central at 20,000 years BP lie in an area with relatively low habitat suitability. Human overexploitation probably pushed the chamois toward alpine areas after the Neolithic (Baumann et al., 2005), and the ecological niche the chamois occupies today is therefore different from those during the last glaciation. Incorrect identification of the fossils could have additionally resulted in “false positives”. Cells covered by glaciers (Seguinot et al., 2018) are set as non-suitable habitat (habitat suitability of 0). All scenarios predicted suitable habitat during the last glaciation (20,000 years BP) around the Alps. The largest areas were at the south-western edge of the Alps, in the central-southern and south-eastern part of the Alps, and in the Dinaric Alps. Additionally, larger suitable areas existed in the Massif Central, Jura, Vosges and Black Forest. The map is projected in the world geodetic system 1984 (WGS 84).
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Table S5. Median dispersal ability (d) (95% quartile range in brackets) for the Weibull distribution parameter settings explored to simulate dispersal in the model GEN3SIS (Hagen et al., 2021) per time step of 100 years. The Weibull distribution with a shape of 1 corresponds to the exponential distribution.

	 
	 
	Range (scale parameter in the function)

	 
	 
	8 km
	10 km
	16 km
	25 km
	50 km
	80 km

	 
	 
	 
	 
	 
	 
	 
	 

	Shape
	1 (more variability in d)
	5.5 km
(0.2–29.5)
	6.9 km
(0.3–36.9)
	11.1 km
(0.4–59.0)
	17.3 km
(0.6–92.2)
	34.7 km
(1.3–184.4)
	55.5 km
(2.0–295.1)

	
	2.5 (less variability in d)
	6.9 km
(1.8–13.5)
	8.6 km
(2.3–16.9)
	13.8 km
(3.7–27.0)
	21.6 km
(5.7–42.1)
	43.2 km
(11.5–84.3)
	69.0 km
(18.4–134.8)


 



Table S6. Dispersal costs for different landscape feature scenarios of the population simulation: four connectivity scenarios are used. The minimum cost to cross land is 1 for all scenarios, while the maximum cost to cross land (MC) varies. Scenarios 2 and 3 build on scenario 1, which scales the dispersal costs in a manner reciprocal to the habitat suitability (HS). (a), (b) and (c) in scenarios 1–4 indicate different maximum costs to cross land and glaciers.

	 
	 
	Scenario 1: Scaled dispersal costs reciprocal to habitat suitability (HS)
	 
	Scenario 2: 
Scaled dispersal costs reciprocal to HS + large rivers as barriers
	 
	Scenario 3: 
Scaled dispersal costs reciprocal to HS + medium-sized rivers as barriers
	 
	Scenario 4: Dispersal costs identical for all unsuitable cells (except glaciers)

	 
	 
	a
	b
	c
	 
	a
	b
	c
	 
	a
	b
	c
	 
	a
	b
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Max. cost to cross land (MC)
	 
	5
	10
	10
	 
	5
	10
	10
	 
	5
	10
	10
	 
	1.25
	1.25
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Cost to cross glaciers
	 
	10
	5
	10
	 
	10
	5
	10
	 
	10
	5
	10
	 
	10
	5
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Barriers
	 
	No
	No
	No
	 
	Yes: Large rivers according to their elevation.
	 
	Yes: Rivers according to the Strahler order (Horton, 1945; Strahler, 1952).
	 
	No
	No
	 

	 
	 
	 
	 
	 
	 
	Elevation [m a.s.l.]:
0–500
501–1000
1001–1500
1501–2000
2001–2500
2501–3000
	Cost:
3*MC
MC–0.1
MC–0.2
MC–0.3
HS
HS
	 
	Order:
1
2
3
4–9
	Cost:
HS
MC
2*MC
3*MC
	 
	 
	 
	 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	






Table S7. Overview of the parameters used for the different GEN3SIS simulations and the number (#) of different settings. In total, we ran 1,320 simulations with different settings. Details about landscape connectivity are shown in Table S6. We tested two scenarios for the speed of the accumulation of divergence. First, the divergence was increased at the same speed then reduced, assuming a fast mixing of the entire population (resulting quickly in panmixia). Second, the divergence was increased twice as fast as it was decreased, assuming limited gene flow within populations, e.g., through philopatry (Esler, 2000; Schaschl et al., 2003).
	 
	Parameter
	# of different settings

	Habitat suitability
	Terrain slope variables
	3

	
	Occurrence / pseudo-absence sampling strategy
	2 (except for one slope variable only 1)

	 
	 
	 

	Dispersal
	Shape (Weibull distribution)
	2

	
	Range
	6

	 
	 
	 

	Landscape features
	Connectivity
	4

	
	Costs to cross land/glaciers
	3 (except for one connectivity setting only 2)

	 
	 
	 

	Genetics
	Speed of divergence
	2
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Figure S9. Fit between simulated divergence and the genomic differentiation of all simulations of Northern chamois across the Alps for the two metrics used. x-axis: Procrustes correlation based on the simulated and genetic distance matrices; y-axis: Cramer’s V for the comparison between the group assignment for the simulations using hierarchical clustering and the group assignment for the genetic data using ADMIXTURE. Each simulation is colored (a) according to the dispersal ability (Disp. Ab.) or (b) according to the landscape features (Land. Feat.) used: geographic distance (Geogr. Dist.); habitat suitability with large barrieres (HS + lBarr.); habitat suitability with medium barrieres (HS + mBarr.), and habitat suitability (HS). Simulations with a high dispersal ability resulted in one cluster across the Alps and thus had a fit of 0 and were excluded from this figure.


Table S8. Results of the generalized linear model (GLM) used to analyze the importance of the single parameters in the fit between the simulations and the genetic data. Log odds with an asterisk indicate p-values < 0.05. The reference parameter settings are specified with Ref. level and indicate the parameters of the best-performing simulation. Most of the deviance was explained by the dispersal range.
	 
	Parameter name
	Parameter setting
	Log-odds
	Deviance explained

	Habitat suitability
	Terrain slope
	Slope suitable bin
	0.626 *
	<0.001

	
	
	Slope heterogeneity
	​​0.659 *
	

	
	
	No slope
	Ref. level
	

	
	Sampling
	Random occurrence sampling and weak density-dependent pseudo-absence sampling
	-0.832 *
	0.017

	
	
	Proportional occurrence and random pseudo-absence sampling
	Ref. level
	

	 
	 
	 
	 
	 

	Dispersal
	Range [km/100 years]
	8
	Ref. level
	0.388

	
	
	10
	-0.559 *
	

	
	
	16
	-1.207 *
	

	
	
	25
	-2.189 *
	

	
	
	50
	-3.803 *
	

	
	
	80
	-19.647 
	

	
	Weibull shape
	1
	Ref. level
	0.035

	
	
	2.5
	0.867 *
	

	 
	 
	 
	 
	 

	Landscape features
	Connectivity
	Suitability only (scenario 1)
	0.162
	0.108

	
	
	Large rivers as barriers (scenario 2)
	1.088 *
	

	
	
	Medium + large rivers as barriers (scenario 3)
	1.363 *
	

	
	
	All unsuitable cells identical (scenario 4)
	Ref. level
	

	
	Costs to cross land/glaciers
	Land max. 5; glaciers 10
	-0.203 *
	< 0.001

	
	
	Land max. 10, glaciers 5
	-0.151 *
	

	 
	
	Land max. 10, glaciers 10
	Ref. level
	

	 
	 
	 
	 
	 

	Genetics
	Speed of divergence
	1
	Ref. level
	0.072

	
	
	2.5
	1.220 *
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Figure S10. Violin plots showing the fit between the genomic differentiation and the simulated divergence of Northern chamois in the Alps using different median dispersal distances and the landscape features. Points correspond to the median. Scenario 1 included the habitat suitability (HS), scenario 2 the HS plus large rivers as barriers, scenario 3 the HS plus medium rivers as barriers and scenario 4 mainly the geographic distances.  The model fit increased when barriers were included and generally decreased with increasing dispersal distance. Only data for simulations with the Weibull shape of 1 (as the best-performing simulation) are shown.
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