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Zusammenfassung

Roboter führen heutzutage hauptsächlich repetitive Aufgaben im industriellen Kontext
aus und agieren in speziell auf sie zugeschnittenen Anlagen. Doch die Nachfrage nach
flexiblen Servicerobotern, die in unmittelbarer Nähe zum Menschen eingesetzt werden
können, steigt stetig. Dieser Trend geht mit einer Vielzahl von Herausforderungen ein-
her. Einsatzgebiete, die auf den Menschen ausgerichtet sind, wie Wohnbereiche, Büros,
Krankenhäuser oder Flughäfen, sind oft unstrukturiert und verändern sich mit der Zeit.
Außerdem treffen Roboter in Wohnbereichen und öffentlichen Räumen auf eine Vielzahl
von Menschen mit unterschiedlichen Bedürfnissen und Präferenzen. Die meisten dieser
Menschen haben wenig Erfahrung mit Robotern. Zusätzlich müssen die Anschaffungs-
und Wartungskosten von Servicerobotern um Größenordnungen niedriger sein als für In-
dustrieroboter, um für einen großflächigen Einsatz wirtschaftlich zu sein. Diese Heraus-
forderungen erfordern ein höheres Maß an Autonomie und Flexibilität und verlangen,
dass Serviceroboter sich kontinuierlich an ihre Umgebung anpassen und auf die Men-
schen, mit denen sie interagieren, eingehen.

In dieser Doktorarbeit werden Perzeptionsmethoden und Ansätze des maschinellen
Lernens für den Einsatz mobiler Roboter in auf Menschen ausgelegten Arbeitsbereichen
vorgestellt. Zunächst präsentieren wir eine Bildverarbeitungsmethode zur Erkennung von
Menschen, die diese zusätzlich anhand ihrer Mobilitätshilfen unterscheidet. Mithilfe der
erweiterten Personenerkennung können Roboter individuelle Einschränkungen und An-
forderungen von Menschen wahrnehmen und sie so bedürfnisgerecht unterstützen. Des
Weiteren stellen wir ein Ganzkörpersensorikkonzept vor, mit dem mobile Roboter Kol-
lisionen und Interaktionskräfte wahrnehmen können. Aufgrund der hohen Dynamik und
fehlenden Struktur ihrer Arbeitsbereiche und einer typischerweise eingeschränkten Sen-
sorabdeckung können viele mobile Serviceroboter Kollisionen und unbeabsichtigte Kon-
takte mit Hindernissen oder Personen nicht vollständig ausschließen. Unser Sensorauf-
bau basiert auf einem zentral montierten Kraft-Momenten-Sensor und ermöglicht es mo-
bilen Robotern, solche Kontakte wahrzunehmen und angemessen auf sie zu reagieren,
um Schäden zu vermeiden. Aufbauend auf dem Kraftwahrnehmungskonzept stellen wir
einen lernbasierten Ansatz vor zur Vorhersage von Kollisionen in 2D-Umgebungskarten,
die auf Daten planarer Laserscanner basieren. Unser Ansatz interpretiert unerwünschte
Kollisionen als Trainingsbeispiele, sodass mobile Roboter mit der Zeit verbesserte Um-
gebungsmodelle erlernen können. Abschließend untersuchen wir, wie Menschen einem
kraftnachgiebigen mobilen Roboter soziale Navigation beibringen können, indem sie ihn
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entlang ihrer gewünschten Trajektorien schieben. Basierend auf der Interaktion passt der
Roboter seine Navigationsfunktion mithilfe von Inverse Reinforcement Learning an. Da
kraftnachgiebige Steuerung auch für Laien einfach umzusetzen ist und kein externes Steu-
ergerät benötigt wird, kann jeder in Reichweite des Roboters mit ihm interagieren.

Die vorgestellten Ansätze wurden in umfangreichen Experimenten mit besonderem Fo-
kus auf realitätsnahe Szenarien evaluiert. Die Experimente zeigen, wie mobile Roboter,
die die spezifischen Bedürfnisse und Anforderungen von Menschen wahrnehmen können,
diese besser unterstützen können. Sie bestätigen weiterhin, dass mobile Roboter durch die
gezeigten Ansätze bessere Umgebungsmodelle erlernen und auf die individuellen Vorlie-
ben von Menschen eingehen können. Diese Arbeit ist somit ein wichtiger Schritt auf dem
Weg zu flexiblen, autonomen Servicerobotern, die robust und zuverlässig in auf den Men-
schen ausgerichteten Arbeitsbereichen agieren können.



Abstract

Robots nowadays mostly perform repetitive tasks in factory settings specifically designed
for them. However, the demand for flexible service robots that work in close proxim-
ity to humans is steadily increasing. This trend comes with a variety of challenges.
Human-centered environments, such as homes, offices, hospitals, or airports, are often
unstructured and may change over time. Furthermore, robots in populated environments
encounter a variety of people with different needs and requirements who typically have
little experience with robots. Lastly, the acquisition and maintenance costs of service
robots need to be orders of magnitude lower to be applicable for wide-area use. These
challenges demand increased levels of autonomy and flexibility and require service robots
to continuously adapt to the environment and people they interact with.

This thesis presents advanced perception and learning techniques for mobile robots in
human-centered environments. First, we present a people detection framework that dis-
tinguishes them according to their mobility aids. With our framework, robots can reason
about people’s individual needs and requirements to provide appropriate assistance. We
further present a whole-body sensory concept that enables mobile robots to perceive col-
lisions and interaction forces. Due to sensor limitations and the unstructured and dynamic
nature of populated environments, most mobile robots cannot entirely rule out collisions
or unintended contacts with obstacles or people. Our setup is based on a central force-
torque sensor and enables mobile robots to perceive such contacts and react appropriately
to avoid harm and damage. Building upon the force perception, we propose a learning-
based method to predict collisions in 2D occupancy maps from planar laser rangefinders.
Our method turns undesired collision events into training examples for mobile robots to
learn improved environment models over time. Finally, we investigate how people can
teach a robot socially compliant navigation by pushing it along their desired trajectories.
The robot updates its navigation function based on the interaction via inverse reinforce-
ment learning. Since force control is easy for non-expert users and does not require an
external control device, everyone in reach of the robot can interact with it.

We performed extensive experiments with a particular focus on real-world scenarios.
The experiments showcase how mobile robots that reason about people’s special needs
can provide better assistance and confirm that our approaches enable mobile robots to
learn improved environment models and adapt to people’s individual preferences. The
methods in this thesis constitute important steps towards flexible, autonomous service
robots that can robustly and reliably operate in human-centered environments.
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Chapter 1

Introduction

Robots are nowadays primarily employed in factories where they are physically separated
from their human coworkers for safety reasons. Starting in 1969, when General Mo-
tors first automated its Ohio car manufacturing plant with Unimate welding robots [120],
industrial robots increasingly dominated the shop floors. With 338 robots per 10,000 em-
ployees in Germany in 2018 [59], they play a crucial role in the manufacturing industry.
Industrial robots relieve human workers of strenuous labor and fuel economic growth and
wealth through their efficiency, accuracy, and speed. The increased production yields
justify the substantial acquisition costs and setup efforts.

In contrast to industrial robots, service robots typically operate in areas not specifically
designed for them, requiring increased flexibility and adaptiveness. They perform tasks
for humans at different degrees of autonomy and often operate with and in close proximity
to them. While service robots for professional and personal use had a smaller global
annual sales value in 2018 than their industrial counterparts – 12.8 billion compared to
16.5 billion US-Dollars [59, 60] – the International Federation of Robotics (IFR) expects
their sales value to more than triple from 2018 to 2022 [60]. With the growing demand,
robots will increasingly make their way into our everyday life.

Since the first mass-produced domestic robot Roomba became commercially available
in 2002 [62], cleaning robots and robotic lawnmowers took over chores in many private
households [60]. In professional settings, service robots relieve humans from mundane
and repetitive tasks like industrial robots have for decades. They perform deliveries in
hospitals and homes for the elderly [21] and free time for the medical staff to engage
with patients. Furthermore, robots help nurses lift patients into and out of their hospital
beds [24], thus easing their physical effort. Mobile service robots guide visitors through
public areas, such as museums [19, 141], shopping malls [40, 64], or airports [143]. In
an aging society, service robots could further assist elderly people in maintaining a self-
determined lifestyle. Furthermore, robots in factory settings that can work in collaboration
with human workers allow for more flexible factory designs, automation at smaller lot
sizes, and customization. All above examples show that service robots have great potential
to facilitate and enhance our personal life in the same way industrial robots transformed
human labor in the manufacturing industry.
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1.1 Challenges for Robots in Populated Environments

The recent development towards flexible robots that operate in human-centered environ-
ments entails a variety of novel challenges. Now that humans and robots coexist in shared
spaces, service robots need to be aware of people and interact appropriately with them.
Even service robots that do not intend to provoke people’s reactions – meaning the in-
teraction is only passive – will still influence them by their presence. While industrial
robots were exclusively operated by experts, service robots interact with a variety of peo-
ple with different backgrounds and abilities. Thus, the interaction needs to be as easy
and intuitive as possible to enable successful communication. In addition, a service robot
that performs tasks for humans needs to be aware of their individual needs and abilities to
provide appropriate assistance.

Industrial robots operate physically separated from humans, but service robots that op-
erate in direct proximity need novel concepts to ensure human safety. Moving people
pose an additional challenge because robots have to continually adapt their environment
model and anticipate people’s future actions for safe operation. Nevertheless, collisions
with obstacles or people can often not entirely be avoided in dynamic environments, espe-
cially when people do not notice a navigating robot or cannot understand what it is doing.
Service robots should be able to perceive such accidental contacts and react appropriately
to them.

Perceived safety is another essential criterion to ensure that humans accept robots
around them. People should never feel irritated or even threatened by robots around them.
Thus, the actions of the robot not only need to be safe; Humans also need to perceive them
as safe and comfortable. The perceived safety and comfort are of paramount concern in
domestic applications because people’s homes represent a private and intimate space. To
ensure human comfort, robot behavior needs to be predictable and easily understandable.
Depending on the application and task, people additionally expect service robots to obey
higher-level social norms and cultural conventions.

In contrast to industrial robots, most service robots operate in environments not de-
signed for them. While some service robots use specifically installed beacons, like floor
markers in logistics applications [3, 132, 134] or electric wires that act as barriers for
robotic lawnmowers [14], it is neither desirable nor feasible to install additional struc-
tures for all robot tasks. Populated environments are also typically unstructured and may
change over time, thus demanding a rising level of autonomy. At the same time, the acqui-
sition and setup costs of robots for domestic or public use need to be orders of magnitude
lower than for industrial robots to be attractive for wide-area use. The cost limitation
requires the robot to handle incomplete environment information since covering the en-
tire robot workspace with sensors is not cost-effective. As mass products, we can also
no longer rely on experts to set up every robot for its site of operation. Instead, robots
need to be adaptive and robust to enable their employment in very diverse and changing
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environments. In contrast to industrial robots, service robots need to continuously adapt
to their environment and the people they interact with to successfully fulfill their tasks.

1.2 Contributions

This thesis presents novel perception and learning techniques to overcome some of the
challenges mobile robots face in populated environments. We investigate the perception
of people and reason about their individual needs by classifying them according to the
mobility aids they use. Furthermore, this thesis examines how mobile robots can perceive
and learn from interaction forces. We show how robots with incomplete sensor coverage
can learn better environment models from collision events. Further, we enable service
robots to learn people’s desired robot navigation behavior through physical interaction.
This section outlines the thesis and summarizes its main contributions.

Perception of People and Their Mobility Aids

Robots in populated environments encounter people with diverse abilities and require-
ments. People perception is a well-studied field, but most approaches neglect people’s
individual needs. Chapter 2 presents a novel method to detect people in images and clas-
sify them according to the mobility aids they use. In addition to the perception of people,
our approach reasons about people’s walking impairments and thus enables service robots
to provide appropriate assistance. Our approach uses a state-of-the-art image detection
framework based on a deep convolutional neural network. For robots that interact with
people in a shared environment, locating them in images alone is insufficient. There-
fore, we extend the framework by a 3D centroid regression output to predict the positions
of people in the world reference frame. Our probabilistic class, position, and velocity
tracking module accounts for occlusions and false detections. We further collected and
annotated a novel dataset with image bounding boxes and 3D centroids of people from
five mobility aids classes: person in a wheelchair, person with a walking frame, person
using crutches, person pushing another person in a wheelchair, and pedestrian. Finally, a
human-robot experiment with a mobile robot guiding participants either to the stairs or to
the elevator of an office building, depending on the perceived mobility aids, showcases a
typical application where knowledge of potential walking impairments is essential.

Perception of Interaction Forces

Most service robots cannot fully rule out collisions with the environment or people due
to imperfect people detections, incomplete sensory information, or the dynamic nature
of populated environments. At the same time, physical interaction between people and
service robots has great potential for intuitive communication. In Chapter 3, we present
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a novel sensory concept that allows mobile robots to perceive interaction forces. The
sensory concept is based on one 6 DoF force-torque sensor mounted between the robot
base and a floating shell, thus providing force sensitivity to all exposed robot parts. We
further introduce a learning-based force filter to distinguish between external forces and
disturbance forces caused by the motion of the mobile platform itself. Our sensory con-
cept combined with the force filter enables the robot to perceive interaction forces during
autonomous motion, allowing it to respond appropriately to contacts with people and the
environment for safer and more compliant operation. Chapters 4 and 5 further show how
mobile robots can learn from interaction forces to improve their navigation behavior in
populated environments.

Learning From Collisions With Obstacles

Cluttered and dynamically changing environments and incomplete sensor information can
cause service robots to collide with the environment. While the perception of interaction
forces allows robots to react to collisions and avoid severe damage, they are still unde-
sirable events robots should try to avoid. However, if a collision still occurs, one can
try to maximize the benefit from this event. Chapter 4 demonstrates how robots can re-
gard collision events as training examples to learn improved environment models, rather
than just passively reacting to them. The approach targets mobile robots with planar laser
rangefinders, which are popular for indoor robot localization because of their high ac-
curacy but can only perceive one slice of the environment. Depending on the mounting
position, they cannot perceive the full extent of some obstacles, including chairs and ta-
bles, where often only the legs are visible. Our approach is based on a convolutional
neural network and predicts the obstacle footprints from 2D occupancy maps derived
from laser rangefinders. It operates on local features and can thus generalize to unseen
environments and repeating structures. In this context, we present a novel dataset with
collision data from simulated environments. We further combine the simulated examples
with new, real-world data to improve the navigation performance over time. The approach
allows robots to learn from collisions with the environment in a self-supervised fashion,
preventing future collisions and allowing them to adapt to the environment.

Learning From Human Force Feedback

Mobile robots operating in shared environments must consider human safety and comfort.
Defining and devising socially appropriate robot behavior depends on many factors, and
manually adjusting the behavior for every robot and site of operation is not cost-effective.
At the same time, robots in public spaces encounter people with very little experience
with robots. In Chapter 5, we propose to learn socially compliant navigation behavior
through physical interaction. Here, people can correct the behavior of a navigating mobile
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robot by physically pushing it along a trajectory they would prefer. The robot interprets
the corrected trajectories as demonstrations and employs inverse reinforcement learning
(IRL) to recover the underlying reward function representing the desired behavior. Many
previous approaches used force feedback for teaching robot manipulators, but this is the
first work investigating physical interaction in the mobile robotics context. Since physical
interaction does not require an external control device, everyone in reach of the robot can
communicate with it. A user study suggests that the gesture of pushing the robot along is
intuitive and easy for non-expert users. Our approach allows for intuitive communication
with mobile robots, allowing them to continuously adapt to the individual preferences of
the people they interact with.

The approaches in this thesis provide service robots with extended perception capabili-
ties, allowing them to attend to people’s individual needs and preferences. Furthermore,
this thesis presents new ways for service robots to continuously improve their navigation
behavior during autonomous operation, enabling them to adapt to the environment and
the people they interact with.

1.3 Publications

Parts of this thesis have been published in international peer-reviewed journals and con-
ferences. The publications are listed in chronological order below.

• A. Vasquez, M. Kollmitz, A. Eitel, and W. Burgard. Deep detection of people and
their mobility aids for a hospital robot. In IEEE European Conference on Mobile
Robots (ECMR), pages 1–7, 2017. https://doi.org/10.1109/ECMR.2017.

8098665, ©2017 IEEE.

• M. Kollmitz, D. Büscher, T. Schubert, and W. Burgard. Whole-body sensory concept for
compliant mobile robots. In IEEE International Conference on Robotics and Automa-
tion (ICRA), pages 5429–5435, 2018. https://doi.org/10.1109/ICRA.2018.

8460510, ©2018 IEEE.

• M. Kollmitz, A. Vasquez, A. Eitel, and W. Burgard. Deep 3D perception of people and
their mobility aids. Robotics and Autonomous Systems (RAS), 114:29–40, 2019. https:
//doi.org/10.1016/j.robot.2019.01.011, ©2019 Elsevier.

• M. Kollmitz, D. Büscher, and W. Burgard. Predicting obstacle footprints from 2D occu-
pancy maps by learning from physical interactions. In IEEE International Conference on
Robotics and Automation (ICRA), pages 10256–10262, 2020. https://doi.org/10.
1109/ICRA40945.2020.9197474, ©2020 IEEE.

https://doi.org/10.1109/ECMR.2017.8098665
https://doi.org/10.1109/ECMR.2017.8098665
https://doi.org/10.1109/ICRA.2018.8460510
https://doi.org/10.1109/ICRA.2018.8460510
https://doi.org/10.1016/j.robot.2019.01.011
https://doi.org/10.1016/j.robot.2019.01.011
https://doi.org/10.1109/ICRA40945.2020.9197474
https://doi.org/10.1109/ICRA40945.2020.9197474
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• M. Kollmitz, T. Koller, J. Boedecker, and W. Burgard. Learning human-aware robot nav-
igation from physical interaction via inverse reinforcement learning. In IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems (IROS), pages 11025–11031, 2020.
https://doi.org/10.1109/IROS45743.2020.9340865, ©2020 IEEE.

1.4 Collaborations

Parts of the work presented in this thesis resulted from joint work with other researchers.
As the supervisor of this thesis, Wolfram Burgard contributed ideas and suggestions to all
of its parts. The remaining collaborations are outlined in the following.

• Chapter 2 builds upon the Master’s thesis of Andres Vasquez [146], which was su-
pervised by the author of this thesis together with Andreas Eitel, resulting in a con-
ference publication [147]. Andres Vasquez primarily worked on the initial detection
method presented in [147] and the Mobility Aids dataset. This thesis focuses on the
revised detection method presented in the successive journal publication [74]. The
author of this work is the main contributor to the revised detection method and
the probabilistic people tracking module. Andreas Eitel provided counseling and
advice for both detection methods, helped with the experiment design, and placed
the work in the research context. Large parts of Chapter 2 have been previously
published in [74], and minor parts follow [147].

• Tobias Schubert and Daniel Büscher contributed ideas and advice for the work pre-
sented in Chapter 3, resulting in a conference publication [73]. Daniel Büscher
further helped with the model-based Kalman Filter design, where he and the author
of this thesis had equal contribution to the derivation of the mathematical formu-
lation. Tobias Schubert contributed to the sensory concept design and derived the
calculation of the force impact point in closed form. Large parts of Chapter 3 have
been previously published in [73].

• Chapter 4 is the result of joint work with Daniel Büscher, resulting in a conference
publication [75]. Daniel Büscher provided consultation and ideas and helped with
the design of the approach. In particular, he inspired the idea to train a binary clas-
sifier on occupancy map patches. The Bachelor’s thesis of Mikel Cortes [25], su-
pervised by the author of this thesis, first addressed the research problem. However,
the thesis at hand does not draw from this initial work. Large parts of Chapter 4
have been previously published in [75].

• Torsten Koller contributed ideas and general consultation to the work presented in
Chapter 5, resulting in a conference publication [76]. He further assisted with de-
veloping and implementing the inverse reinforcement learning method, contributed

https://doi.org/10.1109/IROS45743.2020.9340865


1.4 Collaborations 7

to the reward function design, and helped with the design and execution of the
human-robot experiments. Joschka Boedecker provided suggestions and consulta-
tion. Large parts of Chapter 5 have been previously published in [76].





Chapter 2

Perception of People With Mobility Aids

Robots operating in populated environments, such as hospitals, of-
fice environments, or airports, encounter a large variety of people.
Some of them have an advanced need for cautious interaction be-
cause of their advanced age or motion impairments. To provide
appropriate assistance and support, robot helpers require the abil-
ity to recognize people and their potential requirements. In this
chapter, we present a people detection framework that distinguishes
people according to the mobility aids they use. Our framework
uses a deep convolutional neural network for detecting people in
image data. For interactive mobile robots, it is essential to per-
ceive people in the 3D world reference frame in addition to locating
them in image data. To this end, we add a 3D centroid regression
output to the network to predict the Cartesian positions of people.
Our probabilistic class, position, and velocity tracker accounts for
false detections and occlusions. We evaluate our approach on a
dedicated dataset recorded with our mobile robot containing five
classes: pedestrian, person in a wheelchair, pedestrian pushing a
person in a wheelchair, person using crutches, and person using
a walking frame. Our evaluation confirms that our approach can
reliably detect people and their mobility aids and predict their 3D
centroids. In a person guidance scenario with our mobile robot, we
showcase how the perception of mobility aids can improve the level
of assistance that service robots can provide.

2.1 Introduction

Robot helper systems aim to assist people in everyday tasks. In health care applica-
tions, robots can help nurses lifting patients into and out of their hospital beds [24]
and support the treatment of elderly people with dementia [149]. Mobile robotic as-
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sistants can further be employed for rehabilitation [34], carry out delivery tasks in hos-
pitals [10, 21, 36, 126, 137], accompany and assist healthcare professionals [139], and
support elderly people [48, 113].

The desired assistance and guidance offered by robot helper systems is often subjective
and depends on many factors, like the person’s physical condition. People with walking
aids tend to walk slower than people without motion impairments; thus, robots should
adapt their velocity when guiding people with walking aids [100]. Besides, knowledge
of motion impairments can help robots to better anticipate and predict the motion of
pedestrians [38], which is crucial for socially compliant navigation [72, 78, 136]. The
use of walking aids further entails certain limitations, such as the inability to use stairs
and special requirements for door and doorway clearances, elevators, or bathroom facili-
ties [133]. This chapter presents a novel people detection framework that allows mobile
robots to reason about those special requirements by perceiving people and their mobility
aids. Substantial parts of the ideas, results, figures, tables, and text presented in this chap-
ter have been previously published in [74], ©2019 Elsevier, https://doi.org/10.
1016/j.robot.2019.01.011. Section 1.4 outlines the author’s contribution to this
work.

We address the main challenges for perceiving people according to their mobility aids
with deep neural network-based detection and probabilistic position and class estimation.
Our system estimates the mobility aids classes, 3D positions, velocities, and the tracked
motion paths of people. The framework comes in two variants: depth and RGB. The depth
only variant targets high privacy demands, while the RGB only framework provides im-
proved detection performance for non-critical applications. Our perception system has
three main components: deep learning-based 3D object detection, 3D position and veloc-
ity tracking, and probabilistic class estimation. The object detection module takes depth or
RGB images as input and outputs 2D image bounding boxes and the 3D centroid for each
box, as depicted in Figure 2.1. The probabilistic position and class estimation modules
resolve occlusions and provide a probability distribution over the mobility aids classes
for each detection, taking the previous observations into account. Our work presents the
first perception system that distinguishes people in image data according to their mobility
aids, thus enabling robots to provide better assistance to physically impaired or elderly
people. Our approach is designed for mobile robots and relies on odometry information
for tracking.

The work presented in this chapter builds upon the Faster R-CNN [119] framework, a
popular object detection method for 2D bounding box prediction. We extended the origi-
nal Faster R-CNN with an additional network output that estimates the 3D centroid depth
of each bounding box. Related works rely on depth data in addition to RGB images to
predict the 3D centroids of the estimated bounding boxes [102, 131, 147, 154]. However,
those approaches are limited by the range of the depth sensor. People who are visible in
the RGB but not the depth image due to the limited depth range cannot be detected. Our

https://doi.org/10.1016/j.robot.2019.01.011
https://doi.org/10.1016/j.robot.2019.01.011
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Figure 2.1: Our perception framework detects people in 2D images and categorizes them
according to the mobility aids they use, as shown on the top. It further estimates each
person’s 3D centroid from the 2D image, visualized at the bottom as colored spheres. The
displayed point cloud only serves as a reference and is not used by our approach.

system overcomes these limitations and is flexible with respect to the employed sensor
modality: RGB or depth images. Our detection framework further incorporates a proba-
bilistic position, velocity, and class estimation module to account for occlusions or false
detections. It combines an extended Kalman filter to track each person’s position and
velocity and a hidden Markov model to estimate the mobility aids class of each filter.

This chapter further outlines our Mobility Aids dataset with over 17,000 annotated
RGB-D images at 960× 540 pixel resolution. The dataset provides the annotated 2D im-
age bounding boxes, categorized according to five mobility aids classes: pedestrian, per-
son in a wheelchair, pedestrian pushing a person in a wheelchair, person using crutches,
and person using a walking frame. The dataset further provides 3D centroid depth la-
bels for each annotated 2D bounding box and robot odometry. We collected the dataset
with a Kinect 2 camera mounted on a mobile platform in the Faculty of Engineering
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facilities of the University of Freiburg and a hospital in Frankfurt. The dataset and a
ROS package of our perception system are publicly available at http://mobility-
aids.informatik.uni-freiburg.de. The webpage also contains a video of the
perception results obtained using our approach.

We evaluate our detection framework on our Mobility Aids dataset to demonstrate the
object detection and the 3D centroid regression performance. We further analyze the
performance of the individual framework components and their respective contributions
to the overall system. Finally, we test our approach on our mobile robot in a guidance
scenario to show that it can be successfully deployed in the physical world and that it
enables robots to provide appropriate assistance to people according to their physical
impairments.

2.2 Related Work

In the last two decades, deep learning methods have surpassed classical, feature-based
machine learning techniques in various domains, like automatic speech recognition and
image classification [2]. Large-scale annotated datasets, like ImageNet [29], have enabled
and fueled the success of deep learning algorithms for image classification tasks. In 2012,
Krizhevsky et al. [77] achieved a substantial decrease in image classification error rates on
the ImageNet LSVRC classification contest [121] by using a deep convolutional neural
network (CNN). Girshick et al. [45] built upon the great success of CNNs for image
classification by leveraging deep learning for object detection, which aims at producing
object bounding boxes in an image in addition to predicting object class labels. In their
R-CNN framework [45], the authors used a CNN to extract rich features from promising
image patches they obtained from selective search [144] and classified them with linear
SVMs. The successor Fast R-CNN [44] used fully connected network layers instead
of SVMs and accelerated the detection by passing the full image through the CNN and
pooling the regions of interest from the resulting feature map.

Our initial mobility aids detection work [147] used the Fast R-CNN framework. Instead
of using selective search for proposal generation, we generated the proposals by clustering
point clouds from depth images to increase detection speed. The work presented in this
chapter builds upon the Faster R-CNN framework [119], which improves both detection
performance and speed compared to Fast R-CNN by generating proposals with a region
proposal network. Other object detection frameworks like R-FCN [26], YOLO [118],
YOLOv2 [117], or the Single Shot Detector (SSD) [88] exhibit even faster inference
speeds than Faster R-CNN but tend not to reach its detection accuracy [58]. However, it
is likely possible to adapt and use those frameworks in a similar way for the mobility aids
detection task for scenarios that demand higher detection rates.

Pedestrian detection is of paramount importance for human safety in the autonomous

http://mobility-aids.informatik.uni-freiburg.de
http://mobility-aids.informatik.uni-freiburg.de
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driving domain. Dollár et al. [31] and Brunetti et al. [16] give an overview of past pedes-
trian detection approaches. Ošep et al. [108] argued for the importance of 3D pose in-
formation for pedestrian detection in traffic scenes and proposed a 2D-3D Kalman filter
approach for combined tracking in image and world space. Our method predicts the dis-
tances of people from the camera from image data to enable 3D detection and tracking in
the world reference frame. Li et al. [83] proposed a pedestrian detection method based
on Fast R-CNN, and Zhang et al. [155] combined deep region proposal generation and
feature extraction with boosted forests for pedestrian classification. Other approaches use
depth and vision data from stereo cameras to detect pedestrians in traffic scenes [8, 35].
While we focus on people detection for indoor mobile robots, perceiving mobility aids
would certainly be advantageous for autonomous cars in urban traffic since mobility aids
influence people’s motion and speed.

In the indoor robotics context, researchers have used various sensors for the people
perception task. Darrell et al. [27] and Muñoz-Salinas et al. [103] detected people in
stereo camera images. In 2007, Arras et al. [4] introduced a people detector that classified
leg shapes from planar laser rangefinder data. While planar laser rangefinders typically
have a wide field of view, the data is very sparse, and distinguishing legs from other round
shapes like poles is challenging in cluttered environments. Related works have therefore
combined laser rangefinder-based people detection with other sensor modalities. Dondrup
et al. [32] proposed a people detection and tracking system fusing laser rangefinder-based
people detections and an RGB-D upper body detector in a probabilistic people tracking
framework. Similarly, Linder et al. [86] integrated multiple people detection modules
processing laser rangefinder, depth, and RGB data to detect and track people in crowded
public spaces, such as airports.

Similar to our initial mobility aids detection work [147], Zhang et al. [154] generated
object proposals by clustering point clouds generated from depth images. They processed
the object proposals by multiple depth and RGB detectors using manually-designed fea-
tures. In contrast, we operated on depth images only and classified the proposals with a
Fast R-CNN framework. Munaro and Menegatti [102] also generated object proposals by
segmenting height maps from depth images and processed the corresponding RGB image
regions with a HOG-based classifier. While segmenting point clouds from depth data can
significantly speed up the detection process [147], it is not possible to detect people that
are visible in the RGB but not in the depth images due to the limited range of the sensor.

Jafari et al. [61] addressed the limited depth range of RGB-D sensors and the fact that
people close to the robot are only partially visible in the camera image by processing
depth images for close range and RGB images for far range people detection. Spinello
and Arras [131] also combined an RGB and a depth detector to address the limitations of
both modalities. In later work, the authors used a Kalman filter-based multi hypothesis
tracking module [91] to process the detections further. Mees et al. [98] trained a deep neu-
ral network for weighting the predictions of an RGB and a depth-based people detector,
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depending on environmental conditions such as lighting and the limited depth range. Our
work is flexible regarding the input modality since it can process either RGB or depth im-
ages and predicts the 3D centroids of people from image data directly. After our mobility
aids papers [74, 147] were published, Linder et al. [87] introduced a detection framework
that, similarly to our later work [75], adapted a deep neural network to regress the 3D
centroids of people. In contrast to our work, they fused RGB and depth sensor data inside
the network. It would be interesting to extend our approach in future work following a
similar paradigm for applications where both depth and RGB data are available.

In contrast to the approaches above, we address the multi-class people detection prob-
lem of distinguishing people according to their mobility aids. Other multi-class people
detection methods focus on recognizing a person’s gender [85] or on person attribute
recognition [15, 124, 135]. Oliveira et al. [105] segmented human body parts from RGB
images, but they did not distinguish different person categories. Beyer et al. [12] proposed
a wheelchair detector, and Weinrich et al. [151] distinguished people without walking aids
from people in a wheelchair, using crutches, or with a walker. Both methods operated on
planar laser rangefinder data. To the best of our knowledge, our work is the first that
addresses the detection and distinction of people according to mobility aids categories
from image data. Furthermore, we made our Mobility Aids dataset publicly available.
While various datasets exist for detecting people in indoor environments or urban traffic
scenes [30, 98, 99, 102, 156], ours is the first to include mobility aids category labels in
addition to bounding box annotations and 3D centroid labels.

2.3 People Perception Framework

Our perception framework processes 2D images, either RGB or depth, and estimates the
mobility aids category and the position and velocity of people in a world reference frame.
It consists of three modules, as depicted in Figure 2.2. Section 2.3.1 introduces the de-
tection stage of our framework. The probabilistic position, class, and velocity estimation
stages are described in Section 2.3.2.

2.3.1 People Detection With Faster R-CNN

Our object detection module builds upon Faster R-CNN [119], an object detection net-
work that runs in an end-to-end manner from image input to object detection output. This
work uses the open-source Detectron implementation [46] of Faster R-CNN. Faster R-
CNN uses a region proposal network (RPN) to generate regions of interest (RoIs) in the
image, followed by a region-based convolutional neural network to classify the RoIs and
regress their bounding boxes. Both network modules share their convolutional layers,
resulting in a compact and fast end-to-end system. Furthermore, the resulting network
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Figure 2.2: Our perception system operates on 2D images (RGB or depth). We input the
images into a Faster R-CNN network that regresses 2D bounding boxes and 3D centroids
of people. We track the resulting detections with a Kalman filter for 3D position and
velocity estimation. Further, we employ a hidden Markov model for filtering the mobility
aids category predictions over time.

shares convolutions across region proposals, which means that the convolutional feature
maps for the input image are computed only once and then used to evaluate each proposal
with a RoI pooling procedure.

Our mobility aids detection framework extends the original Faster R-CNN by an ad-
ditional output that estimates the distance between the 2D image bounding box centroid
and the camera, which we in the following refer to as centroid depth. We further adapt
the loss function for training the network to incorporate the additional network output.
The proposal generation, classification, and 2D bounding box regression functionalities
are identical to the original Faster R-CNN. This section describes the resulting network
and specifies the training parameters.

The input of our mobility aids detector is a three-channel image, either RGB or color-
encoded depth, in the following referred to as DepthJet [33]. In its original form, Faster
R-CNN outputs 2D bounding box coordinates and the detection scores for each object
category. For robotics, however, knowledge about the locations of people in the image
plane is often not sufficient. They need to perceive where people are in the world coor-
dinate frame to interact with them. To this end, we added a new output to the network –
the centroid depth regression, as highlighted in red in Figure 2.3. This output estimates
the Cartesian distance czp between the camera and the person’s 3D centroid along the
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Figure 2.3: Faster R-CNN architecture with Region Proposal Network (RPN). For each
proposal, we predict the mobility aids category, the 2D image bounding box, and the
centroid depth of the bounding box.

czp

c

Figure 2.4: The centroid depth czp is the z-coordinate of the person p in the camera
reference frame c.

z-coordinate of the camera pointing into the image, as depicted in Figure 2.4. The cen-
troid depth regression layer is arranged after the last fully connected layer of the network
and outputs a single real-valued number for each proposal, using linear neuron activations.
The 3D centroid of a person in the camera reference frame can be computed from the es-
timated centroid depth czp, following the pinhole camera model and using the intrinsic
camera calibration, by

cxp =

(
ixp − ox
fx

)
czp (2.1)

cyp =

(
iyp − oy
fy

)
czp, (2.2)

with the optical center (ox, oy) and the focal lengths (fx, fy), both in pixels. The centroid
of the person in the image plane

(
ixp,

iyp

)
is the center of the regressed 2D bounding box.

The left superscript i denotes the image reference frame.

During training, the network jointly optimizes a multi-task loss containing the object
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classification and bounding box regression loss, the region proposal loss, and the centroid
depth regression loss. Similar to the bounding box regression loss in the original Faster
R-CNN, we use the robust loss function L1,s (smooth L1) [44] for the centroid depth
regression loss

Lz = wz

N∑
k=1

p̂(k)
z L1,s

(
cz(k)

p − cẑ(k)
p

)
, (2.3)

with L1,s(a) =

{
0.5a2 if |a| < 1

|a| − 0.5 otherwise.

The number of training examples isN and the ground truth centroid depth of the kth train-
ing example is denoted by cẑ

(k)
p . It is only available for proposals with non-background

object labels, and we use the label p̂(k)
z ∈ {0, 1} to deactivate the centroid depth regression

loss for proposals without centroid depth labels. We obtained the centroid depth labels
from the depth image of our RGB-D camera, which has a maximum range of ≈8 m. For
proposals outside that range, we deactivate the centroid depth regression loss. Please refer
to Section 2.4.1 for the centroid depth labeling procedure. The weight factor wz balances
the depth regression and image detection performances. We found that a value of 10, sim-
ilar to the 2D bounding box regression weights, produces satisfactory depth regression
results without significantly diminishing the image detection performance.

We trained our people detection framework with stochastic gradient descent with a
momentum of 0.9 and a weight decay of 0.0001. The minibatch size was 2 images per
GPU and we trained on 2 GPUs simultaneously. The total number of RoIs per training
minibatch was 1024. We used the 2000 best-scored RPN proposals for training and a
learning rate of 0.0025, reduced with a factor of 0.1 after 30,000 and again after 40,000

iterations. We adopted the warm-up scheme presented in [47] and gradually ramped up
the learning rate for the first 500 iterations with a linearly increasing factor, starting from
1/3 and increasing to 1. After the warm-up phase, the learning rate returned to the original
learning rate schedule.

We trained three different network architectures: the ResNet-50 [54] architecture as a
strong but complex backbone and VGG-CNN-M [22] and GoogLeNet-xxs [98] as faster,
more lightweight networks. All networks were trained for 60,000 iterations and pretrained
on ImageNet.

At test time, we pass the input image through the Faster R-CNN network and apply
class-wise non-maximum suppression to the output bounding boxes. We choose the de-
tections above a class threshold as positive detections and pass them to the probabilistic
people tracker presented in the following. The class thresholds depend on the network,
input modality, and mobility aids class, and we choose them as the detection confidences
where the class precisions correspond to the class average precisions.
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2.3.2 Probabilistic Position, Velocity, and Class Estimation

The detection stage provides a set of coordinates for each detected person of the form
(ixp,

iyp,
czp, c

′), where c′ is the predicted mobility aids category. Our probabilistic po-
sition, velocity, and class estimator computes the belief Bel(x) of the person state x =

(wxp
wyp

wzp
wẋp

wẏp c)
T , where (wxp,

wyp,
wzp) denote the position of the person and

(wẋp,
wẏp) her or his velocity on the ground plane, both in a fixed world coordinate frame

with the z-axis aligned with the negative gravity vector. The mobility aids class c includes
pedestrian, person in a wheelchair, pedestrian pushing a person in a wheelchair, person
using crutches, person using a walking frame, and background. The estimator combines
two modules: An extended Kalman filter (EKF)-based multi-tracking module and a hid-
den Markov model (HMM)-based class estimation module. The estimator manages one
track for each perceived person that performs both EKF and HMM filtering.

The EKF state xK = (wxp
wyp

wzp
wẋp

wẏp)T is five-dimensional and uses a constant
velocity motion model with the state transition matrix

F =


1 0 0 ∆t 0

0 1 0 0 ∆t

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

 , (2.4)

where ∆t is the filter time interval. For the process noise, we adopt the piecewise white
noise model described by Labbe [79] and assume the system dynamics f are disturbed by
constant piecewise noise w:

f(xK) = FxK + wΓ (2.5)

We model w by accelerations ax and ay and a height error σz, which are independent:

w =

ax 0 0

0 ay 0

0 0 σz

 (2.6)

The noise gain Γ describes how the noise w propagates into the state space and is modeled
by

Γ =


∆t2/2 0 0

0 ∆t2/2 0

0 0 1

∆t 0 0

0 ∆t 0

 . (2.7)
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The process noise covariance Q is then calculated by

Q = ΓwwTΓT . (2.8)

For the correction step, we integrate the observations z = (ixp
iyp

czp)T from the
detection stage. We first need to design the measurement function

h(xK) = z. (2.9)

It maps the state to the measurement and, since the state is given in a fixed world coordi-
nate frame, requires to transform the state first to the camera and secondly to the image
frame. The transformation between the camera and the fixed world coordinate system is
determined by

cTw = (wTr · rTc)
−1, (2.10)

where wTr denotes the homogeneous transformation matrix between the world coordinate
frame and the robot base, which we obtain from odometry, and rTc is the known homo-
geneous transformation matrix between the robot base and the camera. We transform the
3D position from the world reference frame to the camera frame by

cxp
cyp
czp

1

 = cTw


wxp
wyp
wzp

1

 . (2.11)

Afterward, we project cxp and cyp into the image plane, using the intrinsic camera cali-
bration and following Eq. (2.1) and Eq. (2.2), by

ixp =
cxp

czp

fx + ox (2.12)

iyp =
cyp

czp

fy + cy. (2.13)

The measurement function is non-linear with respect to the state xK, which means that we
need to employ an extended Kalman filter and use the Jacobian H of h in the correction
step.

We obtain the observation noise R experimentally by analyzing the Faster R-CNN
detections z and the corresponding ground truth image bounding box and centroid depth
labels ẑ in our test dataset 1, which is used for the evaluation of the detection part of the
framework and to tune the tracking module, see Section 2.4.1. To this end, we compile a
data matrix

A = [z(1) − ẑ(1), . . . , z(N) − ẑ(N)], (2.14)
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where N is the number of training examples and the superscript specifies the index of the
detection-label pair, and specify the observation noise as the covariance of A.

For the data association between tracks and observations, we consider the pairwise
Mahalanobis distances

δ2
ij(t) = vTij(t)S

−1
ij (t)vij(t), (2.15)

with vij(t) = zi(t)− h(x̄K,j(t))

and Sij(t) = Hj(t)Pj(t)H
T
j (t) + R,

where x̄K(t) and P(t) are the predicted state mean and covariance at time t, and the obser-
vation and track indices are i and j. We only pair observations if the Mahalanobis distance
is below a fixed threshold δ. Furthermore, we enforce a maximum Euclidean distance d
between detections and position hypotheses. If for one observation both thresholds are
satisfied for multiple tracks, we pair it to the one with the highest probability density
value

pij =
1√

(2π)3detSij(t)
exp

(
−1

2
vTij(t)S

−1
ij (t)vij(t)

)
. (2.16)

If multiple observations are paired with one track at time t, we update it successively
with all paired observations. If an observation was not paired, a new track is initialized.
Finally, if there is no observation for a track, we perform a prediction without observation
update.

Each track also has one HMM associated with it for estimating the class c of the tracked
person, according to

p(ct | c′1:t) = ηp(c′t | ct)
∑
ct−1

p(ct | ct−1)p(ct−1 | c′1:t−1). (2.17)

It models the probability that a tracked person belongs to class ct given the past obser-
vations c′1:t. The factor η normalizes the distribution. The measurement model p(c′t | ct)
connects the hidden with the observed variable for time step t. The HMM further as-
sumes that the class ct can randomly change from one time step to the next, represented
by the transition model p(ct | ct−1). In a hospital, a possible transition could be person
with crutches→ pedestrian→ person in a wheelchair, for a patient who has just finished
physiotherapy and hands over the crutches to return to her or his wheelchair. We initialize
the HMM with a uniform prior p(c1) over all categories.

The softmax output of deep neural network classifiers like Faster R-CNN could be in-
terpreted as p(ct | c′t). However, training with one-hot encoded labels results in very
peaky distributions and over-confident estimates. Therefore, we do not employ the net-
work scores directly for filtering. Instead, we analyzed the detections and labels for the
test dataset 1 to statistically determine the underlying probability distributions. The num-
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Table 2.1: Default threshold values of the estimation module.

threshold value

max. Euclidean distance d 1.0 m
max. Mahalanobis distance δ 7.815
max. position uncertainty σxy 4.0 m

ber of detections for one class given a certain label determines the measurement model
p(c′t | ct) of the HMM. It corresponds to the normalized confusion matrix of our classifier.
The transition model p(ct | ct−1) is given by the number of transitions from one class to
another, compared to the total number of transitions. Due to the limited amount of ex-
amples in the dataset, we might not observe all class transitions and confusions, even if
they are possible. Therefore, we assign small probabilities to all unobserved but possible
transitions and false detections, using a Dirichlet prior.

The EKF determines the data association for the HMM. If there is no observation ct
for a track at time step t, we treat it as a background detection in the HMM. The position,
velocity, and class estimator removes tracks with a standard deviation in position above a
threshold σxy. Furthermore, tracks where the background class is dominant are deleted.
Table 2.1 summarizes the threshold values we used during the experiments.

2.4 Experiments

We performed a set of experiments to evaluate our mobility aids detection framework
and its components. This section introduces our Mobility Aids dataset in Section 2.4.1.
We evaluate the performance of the Faster R-CNN detection module in Section 2.4.2
and assess our entire framework in Section 2.4.3. Section 2.4.4 presents a real-robot
scenario where the robot uses our perception pipeline to give special assistance in a person
guidance task.

2.4.1 Mobility Aids Dataset

We recorded RGB and depth images of people of the five mobility aids categories and
robot odometry using our mobile Festo Robotino platform Canny, equipped with a Kinect
2 camera mounted 1 m above the ground and capturing images at 15 frames per second.
The robot was controlled by a notebook computer running ROS (Robot Operating Sys-
tem). Images were collected in the Faculty of Engineering facilities of the University of
Freiburg and in a hospital in Frankfurt.
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Figure 2.5: Number of instances per mobility aids category (top) and per centroid depth
interval (bottom) in the Mobility Aids dataset.

We divided the dataset into subsets for training and testing. We used two test sets
to evaluate the performance of the approach. Test set 1 contains 4317 frames, and we
used it to assess the detection methods and tune the parameters of the tracking module
(Section 2.3.2). We used test set 2 for testing our method in combination with our proba-
bilistic position, velocity, and class estimation module. It contains a total of 1801 frames
merged from four video sequences, and, in contrast to test set 1, the ground truth labels
also consider occluded objects.

We manually annotated the RGB images and the depth images in DepthJet color en-
coding on 2D bounding box level. Afterward, we labeled the centroid depths of the 2D
bounding boxes. The centroid depth labeling procedure is explained in the following sec-
tion. Figure 2.5 summarizes the number of instances for each mobility aids category and
different centroid depth intervals in the dataset for DepthJet and RGB. Note that some
images inside the hospital were only recorded in DepthJet because of privacy concerns.
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Furthermore, some people visible in the RGB images are not visible in the DepthJet im-
ages because of the limited depth range of the camera.

Centroid Depth Labeling Procedure

We only considered the DepthJet bounding boxes for the centroid depth labeling because
they definitely include depth information describing the person. We converted each depth
image to a point cloud and removed the ground plane. Then we extracted the part of the
point cloud that belongs to the 2D bounding box. Finally, we clustered the extracted part
and calculated the 3D centroid of each cluster as the mean of all points belonging to the
cluster.

Now we need to decide which cluster best represents the person. For both test sets, an
experimenter selected the most representative clusters by hand. For the training split, we
used a simple heuristic to choose the best cluster from the following criteria:

• cluster size,

• distance between cluster center and bounding box center in the image,

• and depth of cluster centroid.

The cluster size and distance criteria ensure that the heuristic selects a dominant cluster.
The cluster depth criterion favors clusters closer to the camera to avoid choosing parts of
the background.

For all clusters in a bounding box, we calculated scores

sn,j =
nj∑
j nj

(2.18)

sxy,j =

√
(ixj − ixp)2 + (iyj − iyp)2√

w2
b + h2

b

(2.19)

sz,j = 1−
czj

zmax
(2.20)

representing each criterion. The number of points in each cluster j is nj, (ixj,
iyj) are the

image coordinates of the cluster center, and wb and hb are the bounding box width and
height. The maximum range of the Kinect is denoted by zmax, and czj is the centroid depth
of the cluster. All scores range between 0 and 1. We chose the ground truth centroid depth
of the kth training example as the centroid depth of the best cluster j∗,

cz(k)
p ← cz

(k)
j∗ , (2.21)

where j∗(k) = arg max
j

(
s

(k)
n,j · s

(k)
xy,j · s

(k)
z,j

)
.
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We evaluated our heuristic on 500 manually labeled bounding boxes where an exper-
imenter selected the most representative depth clusters. The heuristic selected the same
cluster in 97.8 % of the cases. For the remaining 2.2 %, the mean absolute depth error be-
tween the clusters was 1.78 m. This means that our heuristic is very reliable, but outliers
are possible. After labeling the 3D centroid depths for the DepthJet dataset, we transfered
them to the RGB bounding boxes. For labels that are present in RGB but not in Depth-
Jet, e.g., due to the limited depth range of the camera, we deactivated the depth label by
setting p̂z = 0, see Eq. (2.3).

2.4.2 Object Detection Performance

This section evaluates and compares the object detection performance of the extended
Faster R-CNN with the centroid depth regression output separately, without the tracking
module. We compared our detection module to our initial mobility aids work [147],
which was also designed and trained for detecting people according to their mobility
aids. In [147], we used the predecessor of Faster R-CNN: the Fast R-CNN framework.
Fast R-CNN relies on external object proposals for people detection, which we generated
in [147] by clustering the 3D point clouds obtained from the depth images. We determined
the centroid depths as the mean depths of all proposal cluster points.

Our initial work always required depth images for people detection and could not work
on RGB images only because it used the depth images for the object proposal generation.
Unfortunately, people who were only visible in the RGB images and not in the depth
images because of the limited range of the depth sensor could not be detected. In contrast,
our improved method uses Faster R-CNN, which generates object proposals from the
input images and can work on either RGB or depth images. Instead of clustering point
clouds for centroid depth prediction, we regress the 3D centroid depth in the network.

We compared our initial Fast R-CNN-based work [147] to our Faster-RCNN detection
framework with different backbone architectures: ResNet-50 [54] (in the following de-
noted by R-50), VGG-CNN-M [22] (VGG-M) and GoogLeNet-xxs [98] (G-xxs), which
we also used in [147]. We used the standard average precision (AP) metric for evaluation.
We followed the Pascal VOC 2010 evaluation [37] to calculate the AP and paired each
detection to the ground truth example with the highest 2D bounding box intersection over
union above a threshold of 0.5. The detections were paired with decreasing confidence,
and each label could only be paired to one detection.

To include the 3D centroid regression performance in the metric, we additionally only
counted detections for which the absolute difference between the estimated and true cen-
troid depth was below a threshold and varied this threshold during evaluation. Detections
with depth errors above the threshold were regarded as false negatives. Since we cannot
determine the depth errors for detections and labels that could not be paired, they were
regarded as false examples irrespective of the depth error threshold. Note that some exam-
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Table 2.2: Object detection performance in terms of average precision (AP, in %), detec-
tion only, on the Mobility Aids dataset. We show the 2D image APs and the APs at a
detection distance threshold of 0.5 m.

DepthJet RGB
Fast Faster R-CNN Fast Faster R-NN

R-CNN centroid (ours) R-CNN centroid (ours)
G-xxs R-50 VGG-M G-xxs G-xxs R-50 VGG-M G-xxs

0.5m 75.8 80.6 77.3 77.0 68.1 84.3 73.1 74.6
2D 81.2 84.5 81.5 82.8 74.9 93.5 87.2 89.0

0.5m 94.8 92.5 93.5 93.6 91.0 95.5 92.4 91.9
2D 96.0 96.6 95.4 94.8 92.0 98.8 98.4 98.1

0.5m 49.6 77.4 78.8 67.3 76.1 93.9 94.8 90.4
2D 51.8 84.9 81.0 74.7 72.4 95.0 98.3 96.3

0.5m 76.3 85.6 80.8 84.3 71.5 95.0 88.2 88.4
2D 76.6 88.3 81.5 84.7 74.2 96.8 91.3 93.4

0.5m 63.7 67.8 66.5 67.9 80.1 89.4 88.2 94.7
2D 64.8 68.6 67.7 69.2 82.2 98.5 98.3 97.3

mAP
0.5m 72.04 80.78 79.38 78.01 77.37 91.62 87.35 87.98

2D 74.10 84.61 81.41 81.23 79.16 96.52 94.71 94.84

ples do not have depth labels (see 2.4.1). Detections paired to those labels were ignored
and did not contribute to the metric. However, unpaired labels without depth informa-
tion still counted as false negatives. Due to the ignored detections, the 2D image mAP is
different from the depth error mAP, even as the threshold approaches infinity.

Table 2.2 compares the depth error APs for the Mobility Aids dataset at a threshold of
0.5 m and the 2D image APs. Note that we also updated the results from our initial work
presented in [147] for GoogLeNet-xxs with Fast R-CNN by applying minor modifications
during test time (we allowed multiple detections of different classes per segment, which
improves mAP). Consistent with the results in [119], Faster R-CNN clearly outperforms
Fast R-CNN for the 2D image mAP metric. In addition, the depth error mAPs at 0.5 m

for our approach are higher than for Fast R-CNN for all backbone architectures.
Figure 2.6 shows the evolution of the mAP as a function of the depth error threshold

for the different methods. Our approach surpasses the performance of our initial work
for all backbones architectures after a threshold of 0.3 m. Our initial work can precisely
estimate the centroid depths, as illustrated by the steep ascent of the mAP curve at low
distance thresholds. However, the mAP ends at a much lower level than our approach,
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Figure 2.6: Mean average precision (mAP) comparison of Fast R-CNN and Faster R-
CNN with different backbone architectures as a function of the detection distance thresh-
old, for DepthJet and RGB.

which shows that it misses many examples that our method can detect. The differences
are especially prominent for the RGB detection results, which is explained by the limited
depth range of the camera.

Figure 2.7 compares the centroid regression performance in more detail. It shows the
absolute distance between the true and estimated centroid depths at different depth inter-
vals. Note that we can only evaluate the depth regression error for positive detection-label
pairs. It is again visible that our initial work generally yields lower centroid depth er-
rors. However, it also produces a few strong outliers, likely because some proposals were
generated from depth information not belonging to the detected persons. Our approach
produces fewer strong outliers, but the depth regression errors are overall higher. We
can also see that our method yields better centroid depth regression performance for the
DepthJet than the RGB dataset, which is expected since the DepthJet images include the
color-encoded depth information. For both image modalities, the medium range between
1 m and 5 m has the lowest depth regression errors. This range corresponds to possible
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Figure 2.7: Variation of the centroid depth error with respect to the distance of people
to the camera. The centroid depth error is the absolute distance between true and re-
gressed centroid depth. The boxes show the interquartile range with the median, while
the whiskers mark the 5th and 95th percentile. For visibility, we only mark the three great-
est outliers at each interval with circles and put them above the plot area with the error
value next to them if they exceed the range of the plot.
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Figure 2.8: Runtime vs. mean average precision comparison for Fast R-CNN and Faster
R-CNN with different backbone architectures for the Mobility Aids dataset with the
DepthJet modality.

human-robot interactions within a short time window. For the greater distances, the error
increases. Especially on RGB images we need to expect larger depth errors with increas-
ing distance. Future work should investigate how the 3D object detection performance for
the close and far range can be improved.

The results confirm that our detection framework can reliably detect people and distin-
guish them according to their mobility aids. Our new framework presents a substantial
improvement to our initial work. It can perceive people that were previously missed en-
tirely. Applications that do not require centimeter accuracy can profit greatly from our
approach. Figure 2.12 on page 34 shows qualitative detection results for the RGB and the
DepthJet detectors.

We further compared the runtime and mAP performance of the methods in Figure 2.8.
To this end, we varied the number of top-scoring proposals evaluated by Faster R-CNN,
between 10, 100, and 1000 proposals per image. With Fast R-CNN, we used 450 pro-
posals per image on average [147]. Faster R-CNN with the VGG-M network architecture
provides the best tradeoff between runtime and performance. With 100 proposals for each
image, the forward pass takes 48 ms, and the mAP is 0.80. Measurements were obtained
using a computer with a 12-Core CPU and a GeForce GTX TITAN X with 12GB of
memory.

2.4.3 Framework Detection Performance

We evaluated our complete framework on our test set 2 to assess the contribution of the
different framework modules to the overall detection performance. We compared the per-
formance in terms of precision, recall, and F1 score rather than mAP because the tracker
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Figure 2.9: Object detection performance evolution compared to stand-alone Faster R-
CNN with the VGG-M backbone.

processes thresholded detections. We set the detection thresholds based on test set 1 as
the class confidences where the precision equals the average precision to be compara-
ble to Table 2.2. Figure 2.9 shows the 2D image precision, recall, and F1 scores of the
framework stages for RGB and DepthJet. Test set 2 is particularly challenging because of
occlusions, which explains the decrease in performance compared to the test set 1 evalu-
ation. In the DepthJet case, the EKF stage decreases the recall, while the precision only
improves slightly. The addition of the HMM finally boosts the precision by ten percent-
age points compared to detection only and recovers the recall back to the detection level.
For the RGB case, the tracking stages improve recall by almost four percentage points,
while the precision is slightly decreased by two percentage points. The detector is already
very strong, so filtering over time can resolve occlusions and thus improve recall, but filter
effects like errors in the assumptions of constant velocity or wrong data associations im-
pact the precision. The F1 score, which is the harmonic mean of the precision and recall,
improves with the addition of the tracking modules for both modalities.
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Figure 2.10: Depth regression performance evolution compared to stand-alone Faster R-
CNN with the VGG-M backbone.

In addition to the object detection scores, we evaluated the mean absolute distance be-
tween the predicted and true centroid depths. Figure 2.10 summarizes the centroid depth
regression error for the framework stages. The tracking module does not influence the
centroid depth regression performance of our framework visibly. All in all, the experi-
ments confirm that the tracking module has positive effects on the detection performance,
even for the already strong RGB detector.

2.4.4 Person Guidance Scenario

We tested our system in a person guidance scenario to show the applicability of our frame-
work to a real-world service robot task. The task of the robot was to guide visitors to the
professor’s office in our lab, building 80 at the Faculty of Engineering of the University
of Freiburg. The professor’s office is located on the first floor opposite the staircase at
the main entrance. An elevator is available on the other side of the corridor. Depending
on the perceived mobility aids category of the visitor, the robot should guide her or him
either to the elevator or to the stairs. Furthermore, to ensure that the person can follow
the robot and not get lost, the robot adapted its velocity to the person while driving to its
destination.

Our robot used a laptop computer with an 8-Core CPU and a GeForce GTX 1080 with
8 GB of memory. We used our RGB network with the probabilistic position, velocity, and
class estimation module to process the color images of the Kinect 2 camera mounted on
the robot at approx. 15 frames per second. We did not use the depth data of the Kinect 2
for this experiment. To ensure that the followers remain in the field of view of the robot
while the robot is navigating, we pointed the camera to the back of the robot. For the
navigation parts, we employed the ROS navigation stack [96] with a laser rangefinder
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elevatorwaiting area
stairs

Figure 2.11: We used our framework to provide assistance in a person guidance exper-
iment. The task of the robot was to guide all pedestrians to the nearest staircase (left
image) and all people with mobility aids to the elevator (right image).

pointing to the front of the robot for localization and obstacle avoidance. We used the
global_planner package from the ROS navigation stack to generate the global navigation
paths. For the local path planning, we adopted the omni_path_follower ROS package [71],
which generates velocities for omnidirectional robots to closely follow a navigation path.

We selected the initial waiting pose of the robot in the hallway of the ground floor and
two goal poses, see Figure 2.11. At the waiting pose, the robot was facing the wall while
the camera was pointing backward into the hallway. The robot observed an area of interest
3 m in front of the camera and within ±20◦ from its center. Once it detected a person in
this area with an absolute velocity of less than 0.25 m s−1, the robot started to navigate to
one of the two goals. For pedestrians without perceived motion impairments, it navigated
to the goal by the stairs; people with mobility aids were guided to the elevator. The robot
used predefined speech commands to ask the visitors to follow it and inform them how to
proceed to the professor’s office once it reached the navigation goal. Upon reaching the
destination, the robot returned to the waiting pose and waited for the next visitor.

To ensure that the visitors can follow the robot, it kept track of them during navigation.
To this end, the robot retained the track associated with the follower until it reached its
goal. During navigation, the robot always turned the camera towards its follower by
rotating the base with a rotational velocity of

ω = kω arctan(
ryp

−rxp

), (2.22)
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where rxp and ryp denote the person’s position in the robot coordinate frame and kω is a
proportional gain. The robot coordinate system is at ground level, with the x-axis pointing
forward and the y-axis pointing to the left. Note that since our robot is omnidirectional,
it can follow a path at arbitrary orientations. This enables it to perform a base rotation for
keeping the follower in view while navigating to the goal.

The perceived mobility aids indicate the follower’s preferred velocity since people with
mobility aids tend to move slower than people without motion impairments [100]. There-
fore, our robot chose an initial guidance velocity of v0 = 0.2 m s−1 when guiding a person
with walking aids, compared to v0 = 0.4 m s−1 when guiding a pedestrian. However, the
motion capabilities likely vary from person to person. Therefore, our robot adjusted its
guidance velocity to the person at each time step t to

vt = vt−1 + kv (dp − |rxp|) . (2.23)

Here, dp is a fixed target distance between the robot and the person, and kv is a propor-
tional gain. We additionally restrict the guidance velocity to 0 m s−1 ≤ vt ≤ 0.5 m s−1.
The target distance dp is determined as the distance at which the person approached the
robot in the waiting area, plus a small offset of +0.2 m to account for the robot driving
ahead. If the track of the follower was removed because the background class was domi-
nant or the position uncertainty was too high, the robot considered a person as lost. When
it lost the follower, the robot turned towards the path and traveled to its destination with
the initial guidance velocity v0.

We tested twenty guidance runs with different people from our lab, four for each of the
mobility aids categories: pedestrian, person with crutches, person in a wheelchair, person
with walking frame, and person pushing another person in a wheelchair. We marked the
waiting area between 1.5 m and 3 m in front of the camera with tape on the floor and asked
the participants to approach the robot at the waiting area and follow it once it gives the
speech command. Furthermore, we asked the test subjects to keep a distance to the robot
roughly as indicated by the tape during the entire experiment to make sure they stay in
the field of view of the camera. Additionally, we told the participants that the robot would
adjust its velocity to them, so they could walk as fast as they like.

In all of the runs, the robot perceived the correct mobility aids category and successfully
navigated the follower to the right destination. Furthermore, the robot successfully kept
track of its follower until it reached the goal in seventeen runs. It lost track of the person
in one run with a pedestrian and in two runs where a person was pushing another person
in a wheelchair. In these runs, the people came too close to the camera and were therefore
not detected for multiple frames. A different camera with a wider field of view could be
used to solve this problem. Furthermore, the robot could try to find the follower again,
maybe taking visual features into account. This is, however, out of the scope of this work
and remains for future research.
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The tracking module estimated the correct class of the follower in 92.9 % percent of
all frames, over all runs. The mean guidance velocity of the robot was 0.38 m s−1 with a
standard deviation of 0.09 m s−1. Here, the robot moved at an average speed of 0.36 m s−1

when guiding people with walking aids and at 0.42 m s−1 when guiding pedestrians. How-
ever, these velocities are not very meaningful since all test subjects were young and
healthy. They were physically able to keep up with the robot and likely co-adapted to
its velocity. Many of the test subjects, however, tried different velocities during the ex-
periment and also stopped to test the robot behavior. Some test subjects reported that the
robot took too long to adapt its velocity and only started moving again after a stop when
they came very close. More sophisticated methods for generating the guidance velocity
based on the people detections could be used to yield a more natural and prompt guidance
behavior, but they exceed the scope of this work.

The experiment demonstrates that our approach can be successfully applied on a mov-
ing robot in an authentic environment. Further, it showcases how our approach can give
appropriate, individual assistance to people, according to their needs.

2.5 Conclusion

This chapter introduced a novel perception system to detect and distinguish people ac-
cording to the mobility aids they use, based on a deep neural network and supported by
tracking and class estimation modules. Our method shows a significant increase in object
detection performance, compared to a Fast R-CNN baseline with depth-based proposal
generation. We added a 3D centroid regression output to our network to estimate the 3D
centroids of people from image data only without additional geometric information. Our
person guidance experiment showed that our detection pipeline enables robots to provide
individual assistance to people with advanced needs.
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Figure 2.12: Qualitative object detection results obtained using the Faster R-CNN net-
work with VGG-M backbone, for DepthJet and RGB. Left: positive examples. Right:
cases of failure with missed or multiple detections and wrong classifications.



Chapter 3

Perception of Interaction Forces

Most conventional approaches to mobile robot navigation try to
avoid unintended physical contact with the environment or with
humans. As distance sensors typically have a limited – and often
only two-dimensional – field of view, collisions with the environ-
ment or contacts with humans cannot be entirely avoided in prac-
tical mobile robot applications. On the other hand, direct physi-
cal contact allows for intuitive communication between a robot and
humans. This chapter presents a novel whole-body sensory con-
cept to perceive physical interaction between a mobile robot and
humans. Our design is the first to include a model-free force fil-
ter based on a neural network that distinguishes between contact
and disturbance forces introduced by the motion of the robot and
oscillations. Thus, our novel design enables the perception of inter-
action forces during autonomous motion. In extensive experiments
with our robot Canny, we demonstrate the effectiveness and advan-
tages of the neural network approach, which clearly outperforms a
classical model-based filter.

3.1 Introduction

Robots are envisioned to increasingly share their workspaces with humans. This de-
velopment poses novel challenges for robotics and AI. First, populated environments
are typically cluttered and may change over time. Second, mobile robots need to con-
sider and react to the people they encounter, requiring accurate people perception and
reasoning about the people’s navigation intents. Still, collisions with the environment
or accidental contacts with people may happen due to incomplete sensor information,
imperfect people detections, or the highly dynamic nature of the environment, as de-
picted on the left in Figure 3.1. Robots operating in populated environments must re-
act appropriately to these contacts to avoid injuries and damage. At the same time, the
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Figure 3.1: The perception of interaction forces can be advantageous for mobile robots
in various interaction scenarios. The left image shows an accidental collision, which a
force-sensitive robot could mitigate, and on the right, a person pushes the robot away
from her desired path.

close proximity to people allows for intuitive and efficient physical human-robot inter-
action. One possible interaction scenario is shown on the right in Figure 3.1, where a
person pushes the robot out of her desired path. Here, the robot reactively responds
to the interaction force. Chapters 4 and 5 introduce two more elaborate applications,
where the robot learns improved environment models and adapts its navigation behav-
ior around people, based on the perceived collisions and interaction forces. This chap-
ter provides the basis for these applications by enabling the robot to perceive interac-
tion forces during autonomous motion. Substantial parts of the ideas, results, figures,
tables, and text presented in this chapter have been previously published in [73], ©2018
IEEE, https://doi.org/10.1109/ICRA.2018.8460510. Section 1.4 outlines
the author’s contribution to this work.

We present a novel whole-body sensory concept based on a six degrees of freedom
(DoF) force-torque sensor mounted stiffly on an omnidirectional mobile base. A solid
outer shell attached to the other side of the sensor absorbs and directs external forces to
the sensor. Our setup enables the robot to perceive the extend, direction, and location
of interaction forces on the robot shell. Even though the motion capabilities of wheeled
mobile robots are limited to the 2D plane, knowledge of the 3D direction and impact of
forces on the shell can be valuable to distinguish different types of interactions. An in-
tended contact is most likely occurring in reach of a person’s hands, while a collision can
occur anywhere on the robot. A person leaning against the robot likely causes a force
with a sideways and downwards component. The appropriate robot reaction depends on

https://doi.org/10.1109/ICRA.2018.8460510
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the type of contact, and the force characteristics can help distinguish them. For multiple
contacts, our setup can only process the resultant force but cannot discriminate between
them. We accept this limitation since the resultant force already provides valuable infor-
mation for the envisioned contact scenarios in populated spaces.

Force-sensitive mobile robots have been presented in related works, e.g., for corpora-
tive object transport [56, 65] or as walking helper systems [57, 122, 130]. These platforms
always commanded a velocity proportional to the force exerted by the user. In contrast, we
aim for a mobile robot that can perceive and react to interaction forces during autonomous
motion. Unfortunately, many sensory designs are sensitive to force stimuli caused by the
robot motion and oscillations, especially without a person touching the robot and thus
damping the impacts. The induced internal disturbance forces superimpose the true exter-
nal interaction forces, thus the force perception becomes unreliable as soon as the robot
drives autonomously. To address this limitation, we present two novel filtering techniques
to distinguish disturbance forces from external forces. The first, probabilistic approach
uses a physical model of the base response to external and inertial force stimuli. It serves
as a reference for our main method, which employs end-to-end learning using a neural
network with a multi-task output. The sensory concept combined with the filtering tech-
nique enables us to precisely estimate the magnitude, direction, and location of external
forces, even when the robot is in motion. In extensive experiments, we evaluate the per-
formance of our system. To this end, we present a novel experimental setup where varying
external forces of known magnitudes, directions, and impact points can be applied to any
point of the robot shell.

Force-torque sensors like the one we use for our robot Canny are standard components
widely applied in robotics. Thus, our design is easily applicable to other robot platforms.
We believe that our design is an important contribution along the way to safe, interactive
mobile robots that operate in close proximity to humans.

3.2 Related Work

Autonomous robot navigation among humans is a challenging problem since the shared
environments are typically cluttered, highly dynamic, and hardly predictable. Especially
in crowded environments, it is necessary to assume that all agents cooperate to progress
towards a navigation goal [78, 142]. Prassler et al. [114] presented a robot wheelchair
that used the Velocity Obstacle approach [39] for navigation in crowded environments.
The Minerva museum tour-guide robot [141] reacted with angry voices and expressions
on its actuated face to eke out a path. Our work seeks to extend such existing navigation
approaches by enabling the robot to perceive interaction forces, allowing it to reason about
and react to intentional physical contact and accidental collisions.

Early work on force-controlled robots dates back to the 1990s when Khatib [65] in-
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troduced the robotic assistant for cooperative object manipulation between humans and
mobile manipulators. Later, Haddadin et al. [50] presented a concept for human safety
in shared workspaces for robot manipulators. Hirata et al. [56] proposed an approach to
cooperative object transportation where a human pushed the robot along a pre-planned
path, indicating the desired robot velocity. Similar to us, they used a 6-DoF force-torque
sensor between the robot base and the shell to measure interaction forces. However, they
did not evaluate the impact locations of the forces.

Walking helper systems for the elderly have been presented that react to a force exerted
by the user, measured, e.g., by strain gauges [122] or 6-DoF force-torque sensors [57,
130]. The design of the devices is similar to ours in that a force sensor adds sensitivity
to a stiff mounted structure. However, unlike our robot shell, not all exposed parts of
the walking devices were force-sensitive because the mounted structure did not cover the
entire devices. Furthermore, the motion of the walking helpers was always a reaction to
an external force. Instead, we strive to combine autonomous motion with a compliant
response to interaction forces.

Manuelli and Tedrake [95] used a particle filter to estimate the contact points of external
forces on rigid body humanoid robots from the joint torques. Their approach was able
to accurately assess the locations of multiple impact points for a simulated humanoid
robot. Kim et al. [67] also estimated the external forces based on the joint torques of
their mobile base using torque sensors in the drive trains of the three omnidirectional
wheels. Their robot could react to interaction forces and detect collisions with the entire
robot body, at rest and in motion. However, they only estimated the position and direction
of the external force in the horizontal plane due to the limited degrees of freedom of
the robot. Furthermore, they did not evaluate the location, direction, and magnitude of
external forces when the robot was in motion. Frémy et al. [43] also used the torques on
the caster wheel joints of their mobile robot to estimate external forces. However, their
platform was not fully omnidirectional, which limited the possible reactions to interaction
forces.

Our work uses the approach of Bicchi et al. [13] to determine the impact point of
an applied force. We extend their work by filtering out disturbance forces caused by
the motion of the robot and oscillations of its shell. Thus, we render their approach to
real mobile robot applicability. We first introduce a model-based filtering technique that
serves as a reference for our main, neural network-based filter. Signal filtering with neural
networks has been explored in various areas. Schirrmeister et al. [123] demonstrated the
potential of deep convolutional neural networks for processing EEG data, which typically
suffer from substantial signal-to-noise ratios. Our work is the first to investigate signal
filtering with neural networks for force-sensitive mobile robots.
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~F

~τ

~F

~r

Figure 3.2: Our sensory concept is based on a force-torque sensor (blue rectangle)
mounted between the omnidirectional base and the solid robot shell and estimates the
magnitude, direction, and impact point of an external force (red arrow).

3.3 Whole-Body Sensory Concept

Our robot Canny is based on the omnidirectional research platform Robotino. The Robo-
tino is shipped with a mounting tower that attaches tightly to the base. We mounted a
high-precision 6-DoF force-torque sensor to the tower, as depicted in Figure 3.2. The
other side of the force-torque sensor is attached to a solid robot shell made of aluminum
profiles and semi-transparent acrylic glass. An inertial measurement unit (IMU) at the
robot base measures the base accelerations in the six DoFs. Furthermore, colored LEDs
at the rim of the robot shell display user feedback, such as the magnitude and impact point
of a perceived interaction force.

We calculate the impact point of an external force from the measured forces and torques,
following Bicchi et al. [13]. We restrict ourselves to the model of a point contact with
friction, which means that the force is applied on a single point instead of an area. Ac-
cordingly, we neglect local torques during the impact and assume that the magnitude and
direction of the external force is directly measured by the sensor.

For an impact force ~F on the robot shell at a lever arm ~r, the force-torque sensor
measures the force ~F and a corresponding torque ~τ (see Figure 3.2), where

~τ = ~r × ~F . (3.1)
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We can restructure the above relation to

~τ = F̄~r, (3.2)

with F̄ =

 0 Fz −Fy
−Fz 0 Fx
Fy −Fx 0

 .

To find the impact point of the force on the robot shell, we need to calculate ~r from the
measured ~F and ~τ . However, F̄ is singular; therefore, it is not possible to directly solve
Eq. (3.2) for ~r. Instead, all possible solutions for ~r lie on a straight line in the 3D space,
given by

~rλ = ~r0 + λ~F , (3.3)

where λ is the line coordinate parameter, and

~r0 =
~F × ~τ
‖~F‖2

2

. (3.4)

Intersecting this line with the shell geometry gives all potential points of impact on the
shell.

For convex shell geometries, we can calculate a unique point of impact ~r, assuming that
the impact force results from pushing on the robot shell instead of pulling. We approxi-
mate Canny’s hexagonal shell by a cylinder with radius R and axis ~z ∈ S2 and obtain ~r,
following Bicchi et al. [13], by

~r = ~r0 + λr ~F , (3.5)

where λr =
−~F⊥ · ~r⊥0 −

√
(~F⊥ · ~r⊥0 )2 − ‖~F⊥‖2

2(‖~r⊥0 ‖2
2 −R2)

‖~F⊥‖2
2

.

Thereby, ~v⊥ = ~v − (~v · ~z) ~z denotes the part of a vector ~v ∈ R3 which is orthogonal to ~z.

3.4 External Force Filtering

We present two methods to separate the external impact forces from disturbance forces
caused by robot motion and oscillations. The first approach presented in Section 3.4.1 is
probabilistic and model-based. It serves as a reference for our main method presented in
Section 3.4.2, which is model-free and based on a neural network.
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Figure 3.3: One-dimensional linear spring-mass system (left) with spring constant k and
damping constant c. On the right, our extended 2D case with displaced center of mass,
resulting in coupled linear and angular oscillations. The walls in the drawings correspond
to the robot base, which itself is movable, resulting in additional accelerations of the
reference frame.

3.4.1 Model-Based External Force Estimation

For our model-based force filter, we model our system as a stiff body suspended on a
system of springs and dampers. As a simplification, we assume that the robot structure,
the shell, and the mounting tower are perfectly stiff, while the force-torque sensor is the
sole source of elasticity. We use the coordinate system of the sensor, where the z-axis
points vertically up, and model the kinematics of the system in six degrees of freedom.

To derive the equations of motion, we first consider the 1D case of an oscillatory sys-
tem, as depicted in Figure 3.3 (left). The mass m is connected to a spring k and a damper
c. The deflection of the spring is denoted by q. The equation of motion for this linear 1D
system is given by

mq̈ + cq̇ + kq = F. (3.6)

The force acting on the mass
F = Fe − Fa (3.7)

comprises an external force Fe and a force Fa = −ma caused by the acceleration a of
the inertial frame, i.e., the acceleration of the robot. Thus, we can rewrite the equation of
motion to

mq̈ + cq̇ + kq = Fe −ma. (3.8)

If the robot shell is mounted at its center of mass, the degrees of freedom are decoupled
and can be described by Eq. (3.8). However, this does not hold in our case, as the mount-
ing of the shell is displaced vertically along the z-axis. Hence, some degrees of freedom
are coupled, as depicted in Figure 3.3 (right), where we consider the 2D case of coupled



42 Chapter 3: Perception of Interaction Forces

linear oscillation in ql and angular oscillation in qφ. The stiff robot shell with mass m
and moment of inertia J is mounted at the distance d from its center of mass s. Linear
and angular springs kl and kφ and dampers cl and cφ, representing the elasticity of the
force-torque sensor, are attached to the shell. Again, a force F = Fe −mal and a torque
τ = τe − Jaφ act on the body.

We calculate the coupled equation of motion with the Euler-Lagrange equations as

d

dt

(
∂L

∂q̇l/φ

)
− ∂L

∂ql/φ
= Ql/φ, (3.9)

where Ql/φ = F/τ − cl/φq̇l/φ are the two generalized forces and L = T − V is the
Lagrangian. The kinetic energy T and the potential energy V for our 2D system are
calculated as

T =
1

2
m
(
(cos(qφ)q̇φd+ q̇l)

2 + (sin(qφ)q̇φd)2)+
1

2
Jq̇2

φ, (3.10)

V =
1

2
klq

2
l +

1

2
kφq

2
φ −mg cos(qφ)d, (3.11)

where g is the gravitational constant. Solving Eq. (3.9) results in two coupled equations
of motion:

q̈l = fl (ql, qφ, q̇l, q̇φ, F, τ) (3.12)

q̈φ = fφ (ql, qφ, q̇l, q̇φ, F, τ) (3.13)

In the following, we will denote the linear deflections along the axes of the sensor as xl,
yl and zl and the angular deflections as xφ, yφ and zφ. For our sensory system, we model xl
and yφ and also yl and xφ as coupled degrees of freedom with Eq. (3.12) and Eq. (3.13).
The origins of the x and y axes coincide with the center of mass of the shell. Hence
zφ is not coupled with any other degree of freedom. Furthermore, we neglect coupling
effects between zl, xφ, and yφ, as the angular deflections are expected to be very small,
and the induced deflections in the z-direction are even smaller due to the second-order
dependency. Hence, zl and zφ can each be described by Eq. (3.8). We end up with a
non-linear, second-order differential equation that describes our sensory setup in 6 DoFs
of the form

M(q̈) + f(q, q̇,F) = 0, (3.14)

with q =
(
xl yl zl xφ yφ zφ

)T
and F =

(
Fx Fy Fz τx τy τz

)T
.

As the next step, we linearize Eq. (3.14) around (qT , q̇T ,FT ) = 0, using the first two
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terms of the Taylor expansion and the linear dependency on q̈, and we obtain

M̄q̈ + C̄q̇ + K̄q = F̄. (3.15)

We can formulate the above relation as the first-order differential equation

ẋq =

(
0 I

M̄−1K̄ M̄−1C̄

)
︸ ︷︷ ︸

A

xq +

(
0

M̄−1

)
︸ ︷︷ ︸

B

F̄, (3.16)

where I denotes the identity matrix and xq =
(
q q̇

)T
represents the system state with

system matrix A and input matrix B.

We now discretize Eq. (3.16) with the time interval ∆t to

xq(k + 1) = Akxq(k) + BkF(k), (3.17)

with Ak = exp(A∆t)

and Bk = A−1 (Ak − I) B.

F(k) is a partially unknown input to our system. While we have (noisy) measurements
for the acceleration from our IMU, we cannot measure the external force and torque com-
ponents in Fe directly.

In the following, we neglect the force contribution of the robot acceleration and assume

F ≈ Fe. (3.18)

We further assume that the force Fe does not change drastically from one time step k to
the next

Fe(k + 1) ≈ Fe(k). (3.19)

Both assumtions restructure Eq. (3.17) to

x(k + 1) ≈
(

Ak Bk

0 I

)
︸ ︷︷ ︸

Â

x(k), (3.20)

with x =

(
xq

Fe

)
as the new state vector.

The force-torque sensor measures the forces and torques with strain gauges. Therefore,
we assume that the measured force Fm is proportional to the deflection q. We hence
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formulate the measurement equation as

F̃m =

(
Fm

0

)
=
(
K 0

)︸ ︷︷ ︸
C

x(k), (3.21)

where K is a diagonal matrix, consisting of the six linear and angular spring constants
kl,x/y/z and kφ,x/y/z.

The external force and torque matrix Fe is now part of our state space, and we use a
standard Kalman filter to estimate it, together with the spring deflections and their deriva-
tives, using Â as the state transition matrix and C as the measurement matrix. The state
vector has a dimension of 18. We assume Gaussian noise in the prediction and update
step,

x(k + 1) = Âx(k) + νR, (3.22)

F̃m = Cx(k) + νQ, (3.23)

with νR ∼ N (0,R) and νQ ∼ N (0,Q). For the measured force Fm, we model the
measurement noise covariance matrix

Q = diag(σm) (3.24)

as a diagonal matrix with standard deviations σm for the individual components. For
the prediction noise covariance, we assume that the error of the assumption in Eq. (3.19)
introduces the dominant contribution and use the control matrix Bk to estimate how the
noise νF in Fe(k) propagates into the state space. Hence, we model the prediction noise
by

νR =

(
Bk

I

)
︸ ︷︷ ︸

Γ

νF. (3.25)

The covariance of the prediction noise yields

R = E(νRνR
T ) = E(ΓνFνF

TΓT ) = Γσw,FΓT . (3.26)

We obtain the noise standard deviations by optimizing for σm and σw,F, minimizing∑N
k=0 ‖F̂

(k)
e −F

(k)
e ‖1, where F̂e denotes the ground truth external force and torque values

and the superscript (k) refers to the kth training example, for all N training examples in
the vinyl-motion training set introduced in Section 3.5.1.

At last, we need to identify the model parameters of the mass-spring-damper system:

• the shell mass m,
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Figure 3.4: The recorded system response in xl and yφ, in black, for an external force
released at t = 0 shows the coupling effects between both degrees of freedom. The model
response from the fitted model parameters is shown in blue.

• moments of inertia Jx/y and Jz,

• the distance d between mount and center of gravity,

• and the spring and damping constants kl/φ and cl/φ.

We can measure the mass directly with the force sensor when the robot is at rest and no
external force is present. We calculate the moments of inertia by approximating the shell
as a cylindrical barrel with a negligible wall thickness of radius R and height L as

Jx/y =
1

2
mR2 +

1

12
mL2, (3.27)

Jz = mR2. (3.28)

The spring and damping constants and the distance d are estimated from the step response
of the system. To this end, we exerted constant forces by pushing on the robot shell and
then introduced a step in external force by letting go of the shell. We fit the recorded
system response to the harmonic solution of Eq. (3.14), which we solve numerically using
the classical Runge-Kutta method. Figure 3.4 shows the identification results for the
coupled force Fx and torque τy.

3.4.2 Neural Network for External Force Estimation

As a second external force filter, we use a model-free approach based on a time-delay
neural network (TDNN) [150]. Instead of modeling the system equations explicitly, the
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Figure 3.5: Time-delay neural network. The inputs are delayed before entering the net-
work, which splits up into one regression and one classification part.

TDNN learns the model from data. TDNNs capture temporal information by showing the
network multiple consecutive data points of a time series at one instance. To this end, the
discrete input time series is delayed and buffered before entering the network. The TDNN
has a feedforward structure and can be trained using standard backpropagation.

We split our problem into a regression and a classification part to leverage the superior
performance of neural networks for classification tasks. Thus, our network has two net-
work outputs, as depicted in Figure 3.5. The classification output p(X = ξ) estimates the
probability that there is currently an external force acting on the robot shell. The random
variable X that specifies whether an external force is present is binary and can take on
two values: X = {ξ, ξ̄} = {force present, no force present}. The regression output F̃e

estimates the values of the six external force and torque components. We combine both
network outputs and calculate the expectancy of F̃e, given the estimated p(X = ξ), as
our final prediction

Fe = Ep(X)(F̃e)

= F̃e · p(X = ξ) + ¯̃Fe · p(X = ξ̄), (3.29)

where the external force without force impact is ¯̃Fe ≡ 0.
The network input x(k) =

(
Fm

(k−n:k) am
(k−n:k)

)T
consists of the forces and torques

Fm measured by the force-torque sensor and the accelerations am measured by the IMU,
delayed and buffered by n time steps. The input vector passes to the shared part of the
network with two fully connected layers of 256 neurons with non-linear rectified-linear
(ReLU) activations each. The network then splits up into separated regression and classi-
fication parts of one layer with 128 neurons each. The regression part consists of neurons
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with linear activations, while the classification layer uses non-linear sigmoid activations.

The network parameters φ are optimized for all N training examples using stochastic
gradient descent with momentum according to

φ∗ = arg min
φ

N∑
k=1

L
(
ŷ(k),y(k)

)
, (3.30)

where ŷ(k) denotes the ground truth value, or label, of the kth training example. Our loss
function L (ŷ,y) is a multi-task loss comprising the squared Euclidean norm loss of the
regression output F̃e and the cross-entropy loss of the classification output p(ξ),

L (ŷ,y) = wr‖F̃e − F̂e‖2
2

− wc [p(ξ) log(p̂(ξ)) + (1− p(ξ)) log(1− p̂(ξ))] . (3.31)

The weight factors wr and wc are hyperparameters that can be adjusted for the desired
regression and classification performance. We found that wr = 4wc yields good overall
performance.

3.5 Experiments

We performed a series of experiments to evaluate the performance of our sensory concept
and the force filtering approaches. We conducted experiments with the robot at rest and
in motion and assessed the methods in terms of

• the mean absolute error between the estimated force magnitude ‖~Fe‖2 and the

ground truth force magnitude ‖ ~̂Fe‖2,

e‖F‖ =
1

N

N∑
k=1

|(‖~F (k)
e ‖2 − ‖ ~̂F (k)

e ‖2)|, (3.32)

• the mean absolute distance between the estimated impact point ~r and the true impact
point ~̂r of the external force,

er =
1

N

N∑
k=1

‖~r (k) − ~̂r (k)‖2, (3.33)

• and the mean angle between the estimated external force vector ~Fe and the true
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Figure 3.6: Force stick used to collect ground truth external force data. The optical
markers are used to determine the 6D pose of the stick with respect to the robot.

external force vector ~̂Fe,

e∠F =
1

N

N∑
k=1

∠(~F (k)
e , ~̂F (k)

e ). (3.34)

The number of time steps in a sequence is denoted by N . Note that we only evaluated
the impact point distance er and the angular error e∠F for predicted force magnitudes
‖~Fe‖2 ≥ 5 N.

Our experimental setup and the data collection procedure are presented in Section 3.5.1.
We compared our model-based and model-free approach to a lowpass filter baseline in-
troduced in Section 3.5.2. Finally, Section 3.5.3 evaluates the performance of all methods
when the robot is at rest to when the robot is in motion and compares them for different
floor conditions.

3.5.1 Experimental Setup

We assembled a force stick depicted in Figure 3.6 to generate the ground truth external
force magnitudes. It is based on a flexible 1D pressure sensor attached to a wooden stick.
For the data collection, one experimenter repeatedly exerted forces of varying extents at
different impact points by pressing the force stick against the robot shell, as depicted in
Figure 3.7. A ceiling-mounted motion capture system provided the direction and impact
point of the force, when available. We recorded data with the robot in motion and at rest.
For the datasets with motion, a second experimenter teleoperated the robot to execute
random translational and rotational motions at speeds of |v| ≤ 0.75 m s−1 and |ω| ≤
1.5 rad s−1, respectively. The exerted force magnitudes ranged between 0 and ≈50 N.

We collected one training, one validation, and two test datasets in the motion capture
area of our robot hall, which has a vinyl flooring. The training, validation, and test sets
vinyl-motion were collected with a moving robot, the test set vinyl-rest when the robot
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Figure 3.7: Data collection on different floor conditions: on vinyl (left), stone (middle),
and carpet (right).

Table 3.1: Statistics of the collected datasets.

total impact impact µ(‖~Fe‖2) µ(|v|) µ(|ω|)
frames frames sequences in N in ms−1 in rad s−1

training
vinyl-motion 42,180 21,889 251 17.54 0.34 0.13
validation
vinyl-motion 12,545 5774 67 15.66 0.40 0.12
testing
vinyl-motion 26,334 12,912 161 15.93 0.32 0.12
vinyl-rest 32,847 15,566 163 14.78 0.00 0.00
stone-motion 13,370 6475 95 16.43 0.35 0.13
carpet-motion 10,539 4422 42 9.78 0.31 0.23

was standing still. We further collected two test sets on different floor conditions, stone-
motion and carpet-motion. Those two sets were recorded outside of the motion capture
area and hence only provide labels for the external force magnitudes.

Table 3.1 summarizes the characteristic properties of the datasets: The total number
of data points and the number of data points with force impact, the number of impact
sequences (one sequence means exerting force at one impact location and letting go),
the mean external force magnitude µ(‖~Fe‖2), and the mean translational and rotational
velocities of the robot, µ(|v|) and µ(|ω|). We recorded a total of 137,815 data points at a
sampling rate of 50 Hz, corresponding to more than 45 min of operation.
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Figure 3.8: Mean force magnitude error e‖F‖ for the Kalman filter, compared to the neural
network filter for different network memories n.

3.5.2 Baseline Lowpass Filter

Lowpass filters are standard tools for filtering high-frequency sensor noise from measure-
ment data. A finite impulse response (FIR) lowpass filter calculates the signal at time step
t, x(t), as the weighted mean of the past M + 1 measurements,

x(t) =
M∑
k=0

wkxm(t− k). (3.35)

We designed an FIR lowpass filter by windowing [115] as a model-free force filtering
baseline. The filter coefficients wk were calculated based on a least-squares approxima-
tion and a Hamming window [52] for smoothing the impulse response [97]. We filtered
all force and torque components of Fm separately with an individual lowpass filter and
kept the same filter order M for all filters, so all force and torque components have the
same filter delay. We optimized the cutoff frequencies and the filter order by a grid search
on the vinyl-motion test set to ensure the best possible performance for the baseline. The
cutoff frequencies for the force components were optimized together with the filter or-
der, minimizing the mean absolute force magnitude error e‖F‖. The cutoff frequency
of each torque component was optimized individually for its mean absolute torque error
eτ,x/y/z = 1

N

∑N
k=0 |τ

(k)
x/y/z− τ̂

(k)
x/y/z|. We compensated for the filter delay during optimiza-

tion by shifting the signal back by M/2 time steps. Thus, the resulting filter is optimal
within its capabilities, but the signal will be delayed.
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3.5.3 Force and Impact Point Estimation

The first experiment compares our model-based Kalman filtering and the model-free neu-
ral network force filtering approach. The model-based Kalman filter estimates the com-
bined force acting on the robot shell (see Eq. (3.7)) and does not use acceleration mea-
surements. Therefore, we compared it to the neural network filter with and without IMU
information. We used the vinyl-motion test set and evaluated the mean absolute force
magnitude error e‖F‖.

Figure 3.8 shows the performance of the Kalman filter compared to the neural net-
work filter for different network memories n. The neural network filters with and without
IMU information show a smaller force magnitude error, even for a network memory of
n = 0 where only the current force and torque measurements are processed. While the
network performance drops slightly without IMU information, it still clearly outperforms
the Kalman filter. For the following experiments, we use the neural network filter with
IMU information and a memory of n = 10.

The second experiment evaluates the estimation of the magnitude, direction, and loca-
tion of external forces on the vinyl-rest and vinyl-motion test sets. Figure 3.9 shows an
excerpt from the ground truth and estimated external force signals with and without force
filtering, with and without robot motion. When the robot is at rest, all filters resemble the
true external force closely. However, the lowpass filter visibly delays the signal. When the
robot is moving, the raw sensor measurements vary significantly from the true external
forces. The neural network filter still resembles the external force signal closely, while the
performance drops visibly for both other filters. In particular, we can see that the neural
network filter reliably estimates a force of ≈0 N when no external force is present be-
tween the force impacts, which is essential for stable, oscillation free motion, e.g., during
autonomous navigation.

Figure 3.10 compares the performance of all approaches in terms of the mean abso-
lute force magnitude error e‖F‖, the mean impact point distance er, and the mean force
vector angle e∠F . While all approaches give comparable results when the robot is at rest,
the performance drops drastically when the robot is in motion for the Kalman filter and
the lowpass filter baseline. Only the neural network filter can maintain a good filtering
performance.

We can only evaluate the impact point distance and angular error for frames with a
ground truth impact. Furthermore, we only calculate them for predicted force magnitudes
above a threshold of 5 N. All approaches meet this criterion for around 90 % of frames
with ground truth impact, except the lowpass filter, which only selects ≈80 % of frames.
Additionally, a calculated impact point is only valid if it lies inside the shell geometry.
For a fair comparison, we evaluated the impact point distance and force angle error only
on frames that meet the >5 N criterion and are valid for all approaches. Consequently,
65.7 % of frames with ground truth impact at rest and 55.5 % in motion are evaluated for
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Figure 3.9: Unfiltered, estimated, and ground truth external force Fe,x along the x-axis
of the robot (pointing forward), at rest and in motion, for the lowpass filter baseline, the
Kalman filter, and the neural network filter.
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Figure 3.10: Mean absolute magnitude error e‖F‖, mean impact point distance er and
mean force angle error e∠F for the unfiltered case and for the lowpass filter, Kalman filter,
and our neural network approach. The left columns show the errors for when the robot is
at rest, the right columns for when the robot is in motion.

Table 3.2: Amount of predicted impact points that are invalid because they lie outside of
the shell geometry, in %.

Unfiltered Lowpass Filter Kalman Filter NN Filter

rest 8.74 9.21 9.05 3.42
motion 21.87 11.91 13.22 3.02

the impact point distance. For the force angle error, 76.1 % of the frames are evaluated at
rest and 77.3 % in motion. Table 3.2 summarizes the percentage of invalid impact points
for all approaches. The neural filter outperforms all other methods in its ability to predict
a valid impact point.

The last experiment evaluates the sensitivity of the force filters to varying floor con-
ditions. The floor condition likely influences the base excitation from the motion of the
robot, which is the main cause of force measurement errors with our setup. In addition
to the vinyl flooring of our motion capture area, we collected and evaluated data on a
stone floor and carpet, as depicted in Figure 3.7. Table 3.3 presents the mean absolute
force magnitude error e‖F‖ for the vinyl-motion, stone-motion and carpet-motion test set.
Since we collected the stone and carpet datasets outside the motion capture area, we do
not have ground truth force directions and impact points and cannot compare the impact
point distance er and the force angle error e∠F . The stone and carpet datasets were not
used for training the approaches.

Interestingly, the lowpass filter and our model-based Kalman filter perform better on
carpet than on the vinyl floor for which the approaches have been adjusted. Only our
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Table 3.3: Mean absolute force magnitude error e‖F‖ for different floor conditions, in N.

Vinyl Stone Carpet

Unfiltered 21.24 30.04 20.00
Lowpass Filter 12.52 15.93 8.29
Kalman Filter 8.02 10.12 7.02
NN Filter 2.06 2.74 2.66

neural network filter performs slightly worse on carpet than on vinyl, suggesting that it
implicitly learns the floor characteristics. Nevertheless, it outperforms all baselines on all
tested floor conditions. The results show that our neural network filter generalizes well to
previously unseen floor conditions, confirming that our sensory concept can successfully
be employed outside our robot hall.

3.6 Conclusion

In this chapter, we presented a sensory concept for perceiving interaction forces exerted
onto the shell of a mobile robot. Further, we introduced a neural network-based filtering
technique and a model-based baseline to distinguish external forces from those stemming
from oscillations or force stimuli introduced by robot motion. We carried out extensive
experiments with our mobile robot Canny. They demonstrate that our sensor concept
enables the robot to precisely estimate the magnitude, location, and direction of the impact
force, even when the robot is in motion or deployed on different floor conditions. Our
neural network filtering technique outperforms the model-based approach and a lowpass
filter baseline; in particular, it can better handle the chaotic oscillation behavior of our
robot in motion. The following two chapters discuss two applications where knowledge
about contact or interaction forces enables a mobile robot to adapt to unstructured and
populated environments.



Chapter 4

Learning Obstacle Footprints From
Collisions

Mobile robots in human-centered environments need to handle the
unstructured and cluttered nature of their surroundings appropri-
ately. At the same time, incomplete sensor information is charac-
teristic of mobile indoor robots due to cost and computation limi-
tations. Many mobile indoor robots use horizontally scanning 2D
laser rangefinders for localization because of their high accuracy
and the compactness of the resulting 2D maps. As the scanners in
this configuration only provide information about one slice of the
environment, the measurements typically do not capture the full
extent of a large variety of obstacles, including chairs or tables. Ac-
cordingly, obstacle avoidance based on planar laser rangefinders
can fail. In this chapter, we propose a novel learning-based method
to predict collisions in 2D occupancy maps. Our method uses a con-
volutional neural network trained on 2D occupancy map patches
and collision events recorded while the robot is navigating in its en-
vironment. As the network operates on local structures only, it can
generalize to new environments. In addition, the robot can collect
and integrate new collision examples after an initial training phase.
Extensive experiments in simulation and in a realistic real-world
environment confirm that our approach allows robots to learn from
collision events to avoid collisions in the future.

4.1 Introduction

Robots are increasingly employed in spaces designed for and populated by humans.
These environments are typically cluttered and may change over time. At the same
time, we demand rising autonomy levels and decreasing costs from personal robots and
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Figure 4.1: The top image shows a typical indoor office environment with a large desk.
The images at the bottom display the occupancy map, the laser rangefinder data in yellow,
the navigation goal as a red arrow, and the planned path in green. The 2D occupancy map
from laser data is shown on the bottom left image. The planned path leads to a collision
with a part of the table not visible to the laser rangefinder. The right image shows the
collision map learned with our approach with a planned path successfully avoiding the
table.

robots employed in public spaces. This chapter presents a novel approach to predict-
ing collisions with parts of objects that cannot be perceived by a mobile robot due to
the specific mounting of its sensors. Substantial parts of the ideas, results, figures, ta-
bles, and text presented in this chapter have been previously published in [75], ©2020
IEEE, https://doi.org/10.1109/ICRA40945.2020.9197474. Section 1.4
outlines the author’s contribution to this work.

Throughout this chapter, we focus on horizontally scanning 2D laser rangefinders,
which are popular for autonomous indoor navigation. Horizontal laser rangefinders only
perceive one slice of the environment and, therefore, often miss large parts of obstacles.

https://doi.org/10.1109/ICRA40945.2020.9197474
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Accordingly, the resulting 2D occupancy maps typically do not correctly resemble the
free space in the environment. One example is depicted in Figure 4.1. As large parts of
the tables in the room are not visible to the laser rangefinder, many planned navigation
paths based on the 2D occupancy map lead to collisions.

One possible solution is to use additional sensors, such as RGB-D cameras or 3D Lidar
sensors. However, additional sensors increase the computational cost and power con-
sumption, and most cannot reliably perceive all obstacles either, such as glass surfaces.
Collision sensors, such as bumpers, provide a reliable method for sensing collisions out-
side the planar perceptive field of laser rangefinders. While they are cheap and have
very low computational and power requirements, they cannot prevent collisions; the robot
can only react to them. Also, inferring and maintaining occupancy from bumpers is not
straightforward if the environment changes over time since occupied space is never up-
dated if the robot avoids it.

Chapter 3 introduced our novel sensory concept allowing mobile robots to perceive
interaction forces and contacts with the environment during autonomous navigation. In
this chapter, we show how the perception of collisions with the environment can enable
mobile robots to learn improved environment models. To this end, we propose a novel
learning method to predict collisions in 2D occupancy maps. Our approach is trained on
collision events recorded with a collision sensor, in our case, with the force-sensitive robot
shell presented in Chapter 3. We employ a convolutional neural network for predicting
map areas that will likely result in a collision (see Figure 4.1). With our approach, the
robot can anticipate collision areas and plan paths to avoid them. We introduce a collision
dataset recorded with a simulated robot in diverse simulated indoor scenes, which we
used to train an initial collision prediction model. We further demonstrate how the robot
can combine simulated data with collision examples from real-world scenarios to train
models for new environments.

Previous approaches have been proposed for predicting object parts outside the sen-
sor’s field of view in the context of 3D scene completion [129], 3D object reconstruc-
tion [145], occlusions[107], or for predicting laser images from obstacle footprints [93].
These approaches all relied on additional sensors for training that were removed af-
ter the training phase. Thus, the learned models remained fixed when employed on
a robotic system and could not adapt to environments and object arrangements insuf-
ficiently represented in the training data. Our approach is the first that allows robots
to integrate new training examples after an initial training phase since they can col-
lect collision examples with their on-board sensors in a self-supervised fashion. To
this end, we propose a novel network structure that allows training on single collision
events and fast, efficient, high-resolution processing of full occupancy maps. With our
method, mobile robots can adapt to new environments by learning better models over
time to represent them. Our dataset and the code of our method are available at https:
//github.com/marinaKollmitz/learn-collisions.

https://github.com/marinaKollmitz/learn-collisions
https://github.com/marinaKollmitz/learn-collisions
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4.2 Related Work

Robotic systems rely on adequate models of the environments they interact with to operate
safely and efficiently. However, sensor data is noisy and typically incomplete. Therefore,
much research is concerned with anticipating and predicting missing sensor information,
e.g., 3D semantic scene completion [129] and 3D object reconstruction [145]. Another
example is the work of Ondrúška and Posner [107], who predicted occluded objects from
laser rangefinder data.

In the context of mobile robot navigation, Burgard et al. [19] presented an approach for
laser rangefinder-based obstacle avoidance in the presence of partially invisible obstacles.
The robot avoided collisions with parts of obstacles that the sensors could not perceive by
using an adapted version of the dynamic window approach [41], µDWA [42]. However,
a full model of the environment, including all obstacles, had to be provided. Axelrod
et al. [5] considered robot navigation in the presence of obstacle uncertainty, but their
approach is not suitable when large parts of the obstacles are invisible to the sensor.

Thrun [140] used a fully connected neural network to estimate the occupancy in maps
using sonar sensor readings as inputs. They also used simulated data to train their model,
but the approach was also not designed for cases where large parts of the obstacles are
invisible. Guizilini and Ramos [49] learned to reconstruct 2D and 3D structures for oc-
cupancy mapping. They trained a convolutional variational autoencoder to recover data
gaps, but they did not consider partially detectable objects.

Various works used additional sensors for obstacle avoidance, such as RGB-D sen-
sors [94, 106]. Baltzakis et al. [9] fused laser and visual data to perceive parts of objects
which were not visible in the laser data alone. The approaches rely on additional sensors
with high computational and power demand while we learn from collision events. Plage-
mann et al. [111] used Gaussian process classification and regression techniques to detect
collisions with unseen obstacles. While their approach can perceive collisions when they
occur, it cannot anticipate them beforehand.

The work by Lundell et al. [93] is the one most closely related to ours. The authors used
a fully convolutional autoencoder to predict laser rangefinder readings with true obstacle
distances from 2D laser scans. Their later work [148] integrated the processed laser scans
into occupancy maps with uncertainty estimation. The ground truth obstacle distances for
training were collected with a 3D camera. The authors showed that their approach could
avoid collisions with obstacles in realistic navigation scenarios. However, it relies on an
additional sensor for generating the training examples that is removed after the training
phase. In contrast, our method allows us to integrate further training examples after the
initial training phase and adapt to the environment over time.

Our approach relies on image segmentation techniques to process 2D occupancy maps
efficiently. Image segmentation, especially semantic segmentation, is an active research
field in which convolutional neural networks have caused large performance gains over
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Figure 4.2: Our neural network structure can be used for binary classification on image
patches (top). During inference on map inputs, the network performs image segmentation
and outputs full resolution maps (bottom).

the last years [6, 23, 89, 110, 112, 153, 157]. We predict collisions based on 2D occu-
pancy maps, which differ from usual image data because of their small size and reso-
lution. Because of the already small spatial resolution, we want to avoid further down-
sampling of the occupancy maps. Various approaches aim to maintain a large output
resolution [110, 112]. Dilated convolutions [153] have been used in semantic segmenta-
tion to reduce downsampling in segmentation networks [23, 153], like in our work. We
base our approach on the Fully Convolutional Network (FCN) model [89] and use dilated
convolutions to eliminate output downsampling. The FCN model uses convolutionalized
versions of CNNs originally designed for image classification. The FCN paradigm is well
suited for our approach because we can train our model as a classification network on
binary collision events and afterward apply it efficiently for segmentation, as described in
the next section.

4.3 Learning Collision Maps

Predicting collisions in 2D occupancy maps amounts to segmenting them into collision
space and free space. We aim at achieving this by learning from binary collision events
recorded by the robot in a self-supervised fashion. Our method is based on a neural
network suited for binary classification and image segmentation, as depicted in Figure 4.2.
When applied to image patches, the network output is scalar and binary. We can hence
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Figure 4.3: Dilated convolution layers replace convolution and pooling in our network
structure that we adapted from LeNet. The kernel size f , dilation factor d, and the number
of filters c are specified for each layer. The dilated layers enlarge the receptive field and
reduce the number of parameters.

train the network on binary collision events, using occupancy map patches as input. When
applied to full occupancy maps, the network efficiently slides over the input and outputs
segmented collision maps.

To achieve a network that can perform both classification and segmentation, we follow
the fully convolutional network (FCN) paradigm presented by Long et al. [89]. They pro-
posed to convolutionalize the fully connected layers of CNNs initially designed for clas-
sification. To this end, the fully connected layers are replaced by equivalent convolution
layers with kernels that span over all input neurons of the layer. As fully convolutional
structures, FCNs can efficiently convolve arbitrary-sized inputs and thus segment them
into class heat maps, as visualized in Figure 4.2 (bottom). For input patches that exactly
match the network input shape, FCNs output class predictions like the original classifica-
tion CNNs (Figure 4.2 top). Image segmentation with FCNs is equivalent to patch-wise
processing of the input image, but it is much more efficient because computations are
shared over overlapping patches.

FCNs typically downsample the input image due to striding in the network, e.g., by
pooling layers. However, such a decrease in resolution is problematic for our use-case be-
cause we already operate on low-resolution occupancy maps. In the original FCN paper,
Long et al. [89] proposed to add deconvolution layers with skip connections for upsam-
pling the class heatmaps. However, the resulting structure cannot be trained as a binary
classifier anymore. Instead, we replace the pooling layers with dilated convolutions [153]
to maintain full map resolution during inference. Dilated convolutions have spaces be-
tween the kernel neurons. The dilation factor determines the number of skipped neurons.
They span larger input regions than conventional convolution filters with the same num-
ber of neurons. Thus, they increase the receptive field in the same way as pooling layers,
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but they do not downsample the input.
Our network architecture is visualized in Figure 4.3. We based our architecture on

the LeNet model [82] because it is fast and showed superior performance on the MNIST
handwriting dataset [82], which is similar to our type of data. The architecture is a fully
convolutional version of LeNet with dilated convolutions instead of pooling. Furthermore,
we use sparse connectivity throughout the network to keep the number of parameters
similar to the original LeNet.

The first convolutional layer is equal to the original LeNet; the second uses a dilation
of 2. Without the pooling layers, the feature map size after the convolutional part is larger
than in the original LeNet. Therefore, we use a convolution filter with a dilation of 4

after the second layer. The filter size of the third layer l × l depends on the size of the
network input n × n and is calculated by l = n/4 − 3. Note that the feature map of the
original LeNet after the convolutional part is also l × l. Thus, the dilated layer has the
same number of parameters. The last two layers of our network are independent of the
input shape. Note that we add dilations and reduce the number of convolution channels
compared to the original LeNet to keep the number of parameters similar.

Our architecture can classify collisions and segment maps at the full input resolution.
In the following, we will explain in more detail how it can be trained on collision events
and how it segments full occupancy maps.

4.3.1 Learning From Collision Events

We train our network to classify patches of the occupancy map, as visualized in Figure 4.4.
Each input patch is centered around a map pose S = (x, y, θ)T, and the network outputs
the probability that the map pose S is in collision as mS = p(S) ∈ {0, 1}.

The parameters φ of the network are optimized using stochastic gradient descent ac-
cording to

φ∗ = arg min
φ

N∑
k=1

L
(
m̂

(k)
S ,m

(k)
S

)
. (4.1)

The number of training examples is N , and m̂S denotes the collision label that specifies
whether the robot perceived a collision at pose S from which the input patch was gener-
ated. The loss function L is a weighted cross-entropy loss,

L (m̂S,mS) = w · m̂S logmS + (1− m̂S) log(1−mS). (4.2)

To increase the impact of the less frequent positive collision examples, we used a weight
of w = 2. We implemented the collision networks in PyTorch and trained them using
stochastic gradient descent with an initial learning rate of 0.025, reduced by half after
each epoch. We trained for 10 epochs on minibatches with 32 examples.
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Figure 4.4: Our collision classifier takes patches of the 2D occupancy map to classify
map poses into collision (red cross) and free space (green checkmark). The gray areas
indicate parts of the obstacle footprints not visible in the 2D occupancy map that are to be
predicted by our method.

4.3.2 Segmenting 2D Occupancy Maps

Due to the fully convolutional structure, the trained collision classification network can
segment full 2D occupancy maps without further modifications. When applied for seg-
mentation, we first need to pad the input image as visualized by the gray border in Fig-
ure 4.2 to account for the shrinkage at the image borders caused by the network size
itself. Since the collision poses for training included orientation information, we process
eight equidistant orientations for each occupancy map. To this end, we rotate the map
by θj = j · 45◦, j = {0, ..., 7}, for predicting the collision map mθ,j . We then take the
maximum predicted collision probability for each cell as the final map value

m = max
j
mθ,j. (4.3)

4.4 Experiments

We devised a set of experiments to evaluate the ability of our network to predict collisions
in 2D occupancy maps. Section 4.4.1 introduces our simulated collision dataset. The clas-
sification and segmentation capabilities are reviewed in Section 4.4.2 and Section 4.4.3,
respectively. Finally, Section 4.4.4 shows a real-world scenario in which a robot combines
simulated data with new collision events to train updated environment models.
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4.4.1 Simulated Collision Dataset

We used the SceneNet [53] synthetic indoor scenes dataset to train and test our approach.
The SceneNet dataset consists of 3D models of 59 indoor scenes from 5 room categories
with different furniture items and room layouts. We removed a total of 7 rooms from our
set because of missing furniture parts or different model scales and divided the remaining
into 9 rooms for testing, 9 for validation, and 34 for training.

We used a simulated version of our robot Canny to explore the simulated environments
and collect collision examples. Like the real version, the simulated Canny can detect
collisions with a force-sensitive shell, as presented in Chapter 3. To collect the collision
examples, we teleported the robot to random poses in free areas of the simulated envi-
ronments and drove it forward until it encountered a collision. We then saved the pose
of each perceived collision as a positive collision example. During collision-free motion,
we saved non-collision examples at regular time intervals of 1 s. Here, we selected the
front corner of the robot and sampled one configuration inside the robot footprint. We col-
lected a total of 206,532 examples from the train and validation rooms, which corresponds
to almost 33 hours of exploration.

We generated ground truth collision maps by marking whether the cells intersect with
the simulated environment models. Intersections were checked with the simulation physics
engine. Note that collisions only occur at the object borders. Therefore, we performed a
wavefront exploration from the free space inside each environment to find and mark the
object borders as in collision. Areas inside objects or outside the simulated environment
models do not have a valid label and are ignored for evaluation. We further generated
2D occupancy maps for each simulated scene. To create realistic occupancy maps, we
simulated noisy laser rangefinder beam arrays and integrated all measurements using the
counting model [51] to produce maximum-likelihood grid maps. Example simulated en-
vironments, together with the generated occupancy maps and ground truth collision maps,
are depicted in Figure 4.5.

4.4.2 Evaluation of Collision Classification

The first experiment evaluates the performance of our binary classifier on our simulated
collision dataset. We performed 3-fold cross-validation on the training set. The leave-out
set is not part of the training, but it is composed of collision examples collected in the
same environments used for training. We will refer to the leave-out set as the known env
set. The final model is trained on the entire training set and tested on the validation set.
The validation set examples stem from unseen environments, referred to as unknown env.

To analyze the influence of the network receptive field on the classification perfor-
mance, we varied the network input sizes during training and testing between 20 × 20

and 100× 100 pixels, corresponding to 1× 1 m2 and 5× 5 m2 at 0.05 m map resolution.



64 Chapter 4: Learning Obstacle Footprints From Collisions

home environment office environment

si
m

ul
at

ed
en

vi
ro

nm
en

t
oc

cu
pa

nc
y

m
ap

co
lli

si
on

gr
ou

nd
tr

ut
h

se
gm

en
te

d
co

lli
si

on
m

ap

Figure 4.5: Example simulation environments used for data generation with occupancy
and ground truth collision maps. The bottom row shows the resulting collision maps
segmented by our approach, where the colors indicate the predicted collision probability.
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Figure 4.6: Collision classification performance in terms of average precision for varying
receptive field sizes for our approach, compared to using the occupancy map information
alone.

Note that the receptive field size does not influence the prediction resolution since the
network always estimates only the center pixel (Figure 4.2). We compare our network
performance to the naive occupancy-only baseline, where we classify a pose as collision
if the corresponding cell in the occupancy map is occupied and as free otherwise.

Figure 4.6 shows the performance of our approach and the occupancy-only baseline
in terms of average precision for varying network input sizes. Even for small receptive
fields, our method outperforms the baseline by a large margin. This confirms that our
approach can learn to predict collisions in 2D occupancy maps from collision events. For
the unknown env set, the performance slightly drops for receptive fields larger than 2× 2

m2. The drop could indicate that collision examples that rely on local features captured by
small receptive fields are similar between the known and unknown environments. How-
ever, more complex examples, captured only by larger receptive fields, differ between the
sets. Therefore, a larger receptive field can cause a loss in performance by overfitting to
specific environments. The gain in performance with larger receptive fields on the known
env set, where the network can exploit more information from known arrangements of
objects, also supports this hypothesis.

The receptive field choice depends on the environment complexity and is always a
trade-off between performance and inference speed. In the following, we will show results
for the 3× 3 m2 receptive field network only.
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Table 4.1: Collision map segmentation performance in terms of precision, recall, average
precision, and map processing time.

prec. recall AP GPU time in s

occupancy only 87.90 53.27 49.31 -
LeNet + patch classification 34.47 82.22 51.70 181.07
FCN LeNet + bilinear upsample 31.06 81.40 35.50 0.0825
dilated FCN LeNet (ours) 33.32 82.33 55.66 0.3118

4.4.3 Evaluation of Occupancy Map Segmentation

The second experiment evaluates the ability of our approach to segment occupancy maps.
We test on the occupancy maps in the test split, which was not part of the training set.
To evaluate the collision map reconstruction performance, we calculate the pixel-wise
precision and recall and regard a cell as in collision if the predicted collision probability
is larger than 0.5. We further compare the average precision score and the runtime on
an Nvidia Titan Black GPU, normalized for a 100 × 100 pixel input. The ground truth
collision maps were generated from simulation, as described in Section 4.4.1.

As before, we compare our approach to the occupancy-only baseline, where the colli-
sion probability of each cell corresponds to its occupancy value. Furthermore, we evaluate
the map processing performance of other network variants to test the impact of our net-
work adaptations from the original LeNet. We first compare our approach to the original
LeNet with patch processing. Instead of convolving the network over the input image, all
cells are processed individually by sampling image patches. The second variant is a fully
convolutional version of the original LeNet, including the pooling layers. The pooling
layers downsample the input image by a factor of 4. To compensate for the downsam-
pling, we performed bilinear upsampling to yield the full map resolution. Note that we
did not consider larger networks like AlexNet [77], VGG [127], or ResNet [54] because
their large input dimensions make them unsuitable for our low-resolution map data. Fur-
thermore, they strongly downsample the input due to the many pooling layers.

Table 4.1 shows the map segmentation performance. All architecture variants show a
drop in precision but a notable improvement in recall compared to the occupancy-only
baseline. The occupancy-only baseline represents the pixels that are definitely in colli-
sion, resulting in a high precision score. However, the low recall shows that it misses
large parts of the actual collision space. The networks tend to overestimate the collision
space, hence the drop in precision, but identify many previously missed collision areas, as
shown by the higher recall. The LeNet variant with patch classification performs compa-
rably to our approach, but the runtime is orders of magnitude higher. In contrast, the fully
convolutional LeNet yields very fast processing speeds. However, the down- and upsam-
pling causes a notable segmentation performance drop. Our approach combines both fast
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Figure 4.7: Top: Office environment for the real-robot experiment. Our force-sensitive
robot Canny is collecting new collision examples for improving the environment model.
Bottom: 2D Occupancy map (left) and ground truth collision map (right) with recorded
collision examples as red crosses and free space examples as blue dots.

processing speeds with high segmentation scores and even outperforms patch classifica-
tion in terms of average precision. Figure 4.5 (bottom) shows two example collision maps
generated by our method for two simulated environments.

This experiment confirms that our approach can process occupancy maps fast and that
it successfully identifies areas in the map where collisions may occur. However, we
can see that our method is sometimes too conservative and classifies areas as in colli-
sion that are actually in free space. For navigation, we argue that overcautious obstacle
avoidance is preferable to risking collisions. However, overestimating occupancy can
lead to incomplete path planning in tight spaces. Future work should investigate explo-
ration/exploitation strategies so the robot can carefully test and confirm if map areas are
actually occupied.
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Figure 4.8: Map segmentation performance for the real office environment vs. number of
integrated new collision examples.

4.4.4 Real Robot Experiment With Canny

Finally, we show the performance of our network for a real-robot scenario. Our force-
sensitive robot Canny operated in the previously unseen office environment depicted in
Figure 4.7. Also shown are the occupancy map and the manually annotated ground truth
collision map. The setting is challenging because a large portion of the objects is not
visible in the 2D occupancy map: e.g., only the table legs are visible. This experiment
evaluates both the ability of our approach to generalize from simulation to the real robot
and the retraining performance on new collision examples. For retraining, we collected 40

new collision examples by colliding the robot with the room furniture. We first trained our
approach on the training set from simulation and iteratively retrain with the new collision
examples. We added the new collision examples to the training set and retrained the
model from scratch, as described in Section 4.3.1. To give them more weight, we added
100 copies of the new collision examples to the training set.

Figure 4.8 shows the performance of our approach after retraining with varying num-
bers of collision examples, compared to the occupancy-only baseline. The collision maps
segmented by our method after integrating 0, 10, and 40 collision examples are visualized
in Figure 4.9. As in the previous experiment, we can notice a drop in precision for our
approach compared to the baseline, but the recall improves by a large margin. Without
the new collision examples, we already see a greatly improved recall, which means that
the robot can anticipate a large fraction of the collisions in the new environment with the
model trained in simulation. The recall further improves with a rising number of inte-
grated collision examples, which means that the approach can improve its model with the
new examples. Figure 4.9 shows qualitatively that the robot learns an improved model:
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Figure 4.9: Processed collision maps before retraining and after integrating 10 and 40
collision examples from the new environment. The colors indicate the predicted collision
probability.
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The contours of the previously unseen objects are more and more visible with an increas-
ing number of new collision examples. Figure 4.1 shows two navigation paths planned
between two poses in the environment: one on the original 2D occupancy map and one
with our approach. While the original path results in a collision, our method can prevent
the collision and produces a safe navigation path.

4.5 Conclusion

We presented a novel approach for predicting collisions in 2D occupancy maps built with
horizontally scanning 2D laser rangefinders. Our approach uses a convolutional neural
network trained on collision events recorded with the force-sensitive shell of our mobile
robot. The network structure enables training on binary collision events and fast, effi-
cient segmentation of entire occupancy maps while maintaining the map resolution. Our
experiments confirm that the model trained on a simulated collision dataset can reliably
predict collisions in 2D occupancy maps. We also show that the performance of our ap-
proach can be further improved by integrating new collision examples collected during
real-world operation. Our approach enables robots with standard indoor navigation se-
tups to learn from collision events and reduce the number of collisions with objects only
partially visible in the 2D occupancy map. The next chapter shows how mobile robots
can adapt their social navigation behavior based on physical interactions with people.



Chapter 5

Learning Social Navigation From
Physical Interaction

Autonomous systems, such as delivery robots, are increasingly em-
ployed in shared environments where they carry out tasks alongside
humans. This development poses the question of how robots can
carry out their tasks while, at the same time, behaving in a socially
compliant manner. Further, service robots in populated environ-
ments encounter people with little experience with robots. Inexpe-
rienced users need to be able to communicate their preferences in
a simple and intuitive way, and robots should adapt their behav-
ior accordingly. This chapter investigates force control as a natural
way to interact with an autonomously navigating mobile robot by
pushing it along desired trajectories. We employ Inverse Reinforce-
ment Learning (IRL) to learn from human interaction and to adapt
the robot behavior to its users’ preferences, thereby eliminating the
need to predefine and manually program the behavior by hand.
We evaluate our approach in a real-world experiment, where test
subjects interact with an autonomously navigating robot in close
proximity. The results confirm that force control presents an intu-
itive means to interact with a mobile robot and that our robot can
quickly adapt to the test subjects’ personal preferences.

5.1 Introduction

Robots that share their workspace with people need to pay attention to them to ensure their
comfort and safety. In addition, robots operating in public spaces may encounter people
with little experience with robots. The interaction between users and robots should thus
be as intuitive as possible to ensure that inexperienced people can easily communicate
with the robot. This chapter presents an innovative concept that enables robots to be-
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Figure 5.1: A person communicates her personal space preference by pushing the navi-
gating robot away from her (left). Based on this interaction, the robot adapts its navigation
behavior and learns to keep a greater distance to people (right).

have appropriately around people and adapt to their preferences. Substantial parts of the
ideas, results, figures, tables, and text presented in this chapter have been previously pub-
lished in [76], ©2020 IEEE, https://doi.org/10.1109/IROS45743.2020.
9340865. Section 1.4 outlines the author’s contribution to this work.

Imagine a delivery robot operating in a hospital. The robot has to ensure the safety and
comfort of patients, hospital staff, and visitors when operating in their proximity. At the
same time, the robot has a task-related objective of transporting items from one location to
another as quickly as possible. Both objectives may contrast each other, and a reasonable
trade-off is required to do both tasks well.

To balance navigation objectives, path planning is often formulated as an optimization
problem, where the objectives are represented as costs. Traditionally, path planning aims
to find the shortest or fastest path, but additional social costs have been formulated for
keeping appropriate interaction distances [70, 90, 128], for avoiding to pass behind a
person [128], or for preferring one side for passing [70]. Adjusting the cost function
parameters for the desired robot behavior is not straightforward since it can depend on
many factors. The preferred interaction distance, for example, is influenced by the task
and role of the robot [68], the person’s gender and familiarity with robots [138], and the
appearance [20, 101] and speed [125] of the robot.

This chapter presents a novel approach for learning the parameters of the navigation
cost function through physical human-robot interaction that eliminates the need for man-
ual tuning of the parameters for every application and domain. To this end, we formulate a

https://doi.org/10.1109/IROS45743.2020.9340865
https://doi.org/10.1109/IROS45743.2020.9340865
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cost function that balances social space preferences and the desire to reach a goal location.
During autonomous operation, people can correct the navigation behavior of the robot by
pushing it along the trajectory they would prefer, as depicted in Figure 5.1. We regard
the corrected trajectories as expert demonstrations of the desired robot behavior and use
maximum entropy inverse reinforcement learning to adapt the cost function parameters
accordingly. As a result, the robot learns to balance task objectives and social constraints,
allowing it to travel on socially compliant paths.

The previous chapter illustrated how service robots with limited sensing capabilities
can use force feedback to learn improved models of typical human-centered environ-
ments. In this chapter, we go one step further and investigate force feedback for directly
interacting with people in the environment. While kinesthetic teaching – teaching via
force feedback – has been primarily researched for robot manipulators [116], this is the
first work that examines physical interaction for teaching socially compliant mobile robot
navigation. Our approach does not presume any special skills or experience regarding
robot control. Furthermore, since the interaction does not require an external control de-
vice, the robot can refine its navigation behavior over time and continuously adapt to the
people it interacts with.

We conducted a user study with our mobile robot Canny interacting with human test
subjects via its force-sensitive shell presented in Chapter 3. The experiments confirm that
our approach can improve the navigation behavior of the robot based on force feedback
and that this way of interaction is easy and intuitive. The code and experiment data are
available at https://github.com/marinaKollmitz/learning-nav-irl.

5.2 Related Work

Obstacle avoidance techniques like the Dynamic Window Approach (DWA) [41] enable
mobile robots to safely navigate in dynamic environments. However, the resulting paths
often pass pedestrians very closely, and humans often perceive insufficient interaction
distances as uncomfortable [109]. Various approaches have been proposed to represent
human preferences during navigation. Pacchierotti et al. [109] developed a passing mod-
ule that controls the signaling and lateral passing distance between the robot and people
in a corridor passing setting. Other works model navigation preferences of people as nav-
igation costs to cover a broader range of navigation scenarios. Kirby et al. [70] modeled
social space requirements and a preference to pass a person on the right side as addi-
tional costs for path planning. Aspects of comfort, safety, and visibility are included as
additional navigation constraints in the work of Sisbot et al. [128].

Tuning the cost function parameters for the desired robot behavior for different robots,
environments, and tasks is not straightforward. Instead, various approaches proposed to
learn robot navigation behavior via human demonstrations or observations. Trautman

https://github.com/marinaKollmitz/learning-nav-irl
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and Krause [142] and Luber et al. [92] learned human-like navigation from top-view
pedestrian scenes to plan socially acceptable paths among humans. In addition, Kuderer
et al. [78] optimized joint collision avoidance models, where all agents are expected to co-
operate during navigation, via inverse reinforcement learning. To this end, they observed
avoidance trajectories of people frequently passing each other in an open area. Ziebart
et al. [159], as well as Bennewitz et al. [11], used observations from people walking
inside office environments to learn human path prediction models and incorporate these
models to plan hindrance-free robot paths.

The approaches presented above all learned navigation behavior from observing hu-
mans. However, robots are not necessarily expected to behave human-like around peo-
ple [28]. Lichtenthäler et al. [84] proposed an “inverse Oz-of-Wizard” approach in which
people teleoperated the robot in a path crossing scenario to demonstrate how they ex-
pected the robot to behave. Similarly, Kim and Pineau [66] collected demonstrations
via teleoperation in crowded navigation scenarios to learn a cost function using inverse
reinforcement learning. They used a cost function with binary features, while ours is
continuous and explicitly models personal space. Herman et al. [55] investigated inverse
reinforcement learning for navigation scenarios where both the cost function parameters
and the state transition dynamics are unknown. In their work, humans provided demon-
strations by controlling a simulated mobile robot in a populated hallway scenario. While
teleoperation allows people to directly demonstrate how a robot should behave in a given
situation, the demonstrators are not actively involved in the interaction. They have to an-
ticipate the preferences of the people the robot interacts with. In our approach, people
can directly demonstrate their own intent via physical interaction. Furthermore, since no
external control device is required, the robot can continue to learn from demonstrations
over time.

Physical interaction has been frequently employed for teaching via demonstration, of-
ten in the context of force-sensitive manipulators [1, 63]. Our work is inspired by Bajcsy
et al. [7], who aim to correct the behavior of their robot during autonomous task exe-
cution. Similar to their work, we want to use physical interaction to enable humans to
correct the current behavior of the robot according to their preferences. While they focus
on tabletop tasks with a robot manipulator, our goal is to find an appropriate model for
human preferences in the robot navigation domain.

So far, force-sensitive mobile robots have mostly reactively responded to physical in-
teraction. Walking helper systems, like the ones presented by Sabatini et al. [122] and
Spenko et al. [130], commanded a velocity according to the user input but did not actively
navigate by themselves. Khatib [65] presented an approach for load sharing where peo-
ple manipulated heavy objects in cooperation with mobile manipulators. Hirata et al. [56]
also considered cooperative object transportation where users guided mobile robot helpers
along a preplanned trajectory. Load sharing policies for cooperative transportation have
been investigated by Lawitzky et al. [80]. In their work, the task completion time and the
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user effort could be reduced when robots proactively worked towards the goal instead of
reacting passively to user input. Later, Lawitzky et al. [81] proposed to learn the motion
paths for cooperative transport of heavy objects via physical human-robot interaction to
provide proactive assistance. In this work, we also want the robot to adapt its behavior
according to physical interaction instead of passively reacting to user inputs. The robot
considers the user-adapted trajectories as demonstrations of its desired behavior and ad-
justs its navigation cost function to match the demonstrations.

5.3 Fundamentals of Markov Decision Processes

In this work, we use Inverse Reinforcement Learning (IRL) to learn preferred naviga-
tion behavior from human demonstrations. IRL builds upon Markov Decision Processes
(MDPs), which we briefly introduce in the following. Note that while the term cost func-
tion is prevalent for path planning, we will, in the following, use the term reward function
that is common in the MDP and IRL context.

MDPs model sequential, stochastic decision-making processes in which the agent only
has partial control over the outcomes of its actions. An MDP M = {S,A, T, r} is defined
by a set of states S, a set of actions A, a transition function T (s, a, s′), and a reward
function r(s, a, s′). A state s ∈ S characterizes the agent’s environment, and an action
a ∈ A describes how the agent can influence its current state. The outcomes of an action
may not be deterministic, and the transition function T (s, a, s′) = p(s′ | s, a) specifies the
probability of reaching a successor state s′ from state s by executing action a. The agent
receives a reward signal r(s, a, s′) → R after executing an action, and the agent’s goal
is to find the sequence of actions that maximizes the expected cumulative rewards from
the start to the goal state. The reward function thus decodes the objective of the agent.
Finding the shortest navigation path in a grid world can, as an example, be formulated
by a small negative reward for taking an action, often called a living reward, leading the
agent to take as few actions as possible to reach the goal state.

The Bellman equation formulates the expected cumulative rewards from each state,
also referred to as its value

V (s) =
∑
a

π(a | s)
∑
s′

T (s, a, s′)[r(s, a, s′) + γV (s′)]︸ ︷︷ ︸
Q(s,a)

, (5.1)

where π(a | s) is the agent’s policy: the probability that the agent chooses to execute
action a in state s. The back part of Eq. (5.1) is often referred to as the Q-value of the state-
action pair, Q(s, a), and γ ∈ [0, 1] can be used to discount future rewards. Maximizing
the expected cumulative rewards translates to choosing the action with the best expected
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outcome in each state, resulting in the Bellman optimality equation

V ∗(s) = max
a

∑
s′

T (s, a, s′)[r(s, a, s′) + γV ∗(s′)]. (5.2)

Multiple actions may maximize the expected cumulative rewards, and the set of optimal
actions Π∗(s) at state s is given by

Π∗(s) = arg max
a

∑
s′

T (s, a, s′)[r(s, a, s′) + γV ∗(s′)]. (5.3)

An optimal policy π∗(a | s)1 is then calculated by

π∗(a | s) =

{
1

|Π∗(s)| a ∈ Π∗(s)

0 else.
(5.4)

To find a sequence of actions that maximizes the expected cumulative reward, the agent
can execute the optimal policy step by step, starting from the start state until it reaches the
goal state.

The Bellman optimality equation represents a recursive formulation, and dynamic pro-
gramming techniques can be used to solve it for finite horizon or discounted MDPs. One
popular method is value iteration, which calculates the state values interactively,

V ∗k+1(s) = max
a

∑
s′

T (s, a, s′)[r(s, a, s′) + γV ∗k (s′)]. (5.5)

Starting at k = 0 with an initial guess V0, value iteration applies Eq. (5.5) until conver-
gence. The optimal policy π∗(a | s) can be calculated from the converged values with
Eq. (5.3) and Eq. (5.4).

5.4 Learning From Physical Interaction

In this section, we present our approach to learning navigation behavior from physical
interaction. Section 5.4.1 explains how people can demonstrate their desired robot behav-
ior with our force-sensitive robot Canny. Section 5.4.2 gives an overview of the inverse
reinforcement learning technique we employ to learn from the resulting demonstrations.
Finally, Section 5.4.3 introduces our navigation reward function to model the navigation
task.

1Note that the optimal policy is often denoted by a function π∗(s)→ a, retrieved directly from Eq. (5.3).
We choose a representation here that explicitly accounts for the fact that multiple actions may maximize
the expected reward at a given state.
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5.4.1 Demonstrating Desired Robot Behavior

We focus on correcting the behavior of an autonomously navigating robot. The robot
commands a navigation velocity ~vn = (vn,x vn,y)

T to follow its current navigation path
as closely as possible. In particular, we employ the omni_path_follower [71] package to
generate navigation commands. The robot further overlays external command velocities
~vc to adapt its path according to user feedback. The executed robot velocity results in

~vr = ~vn + ~vc. (5.6)

We use our force-sensitive robot Canny to learn from physical interactions. Canny
deploys a 6-DoF force-torque sensor between its omnidirectional mobile base and its
solid shell to perceive interaction forces, as introduced in Chapter 3. To integrate the
force feedback, we translate the interaction force ~F = (Fx Fy)

T to a proportional velocity
command,

~vc,F = k · ~F , (5.7)

where k[s kg−1] is the proportionality factor. Other input modalities can be integrated to
adapt the robot behavior, following Eq. (5.6).

5.4.2 Learning Human-Aware Navigation From Demonstrations

We see the user-adapted paths as demonstrations of the desired robot behavior and use
Inverse Reinforcement Learning (IRL) to recover a reward function that describes the
demonstrations. In contrast to Reinforcement Learning (RL), where an agent learns to
solve a task by actively exploring its environment, the inverse RL problem involves find-
ing an expert’s objective by passively observing her/his behavior. The expert is assumed
to act according to an unknown reward function, and the demonstrations represent noisy-
optimal samples from it.

We model the robot navigation task as an MDP (see Section 5.3), where the discretized
cells of the navigation map are the states S, and the actions A are traversing into ad-
jacent map cells in an eight-connected fashion. We assume that the state transitions
are deterministic, i.e., executing action a from state s always results in the same next
state s′. Thus, we can write the transition function as s′ = T̂ (s, a). Finally, we are
given a reward function rθ with unknown parameters θ and a set D of demonstrations
τ̃i = (s0, a0, . . . , aNi−1, sNi

)i, i = 1, . . . , |D| of varying lengths Ni. The goal is then to
recover the parameters θ∗ that best explain this set of given demonstrations.

We want to learn from human demonstrations, and we cannot assume that humans
always act optimally when performing a task. Therefore, our approach follows the Max-
imum Entropy IRL method of Ziebart et al. [158], which processes the noisy-optimal
demonstrations in a probabilistic fashion. Furthermore, it solves the inherent IRL ambi-
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guity that many reward functions may be optimal for given demonstrations by choosing
the distribution that remains maximally uncertain beyond matching the expert demonstra-
tions.

Maximum Entropy IRL assumes that the probability of executing a trajectory τ grows
exponentially with its utility. For a given reward function rθ, this results in a distribution
over trajectories of

P (τ | θ) =
1

Z(θ)
exp(Rθ(τ)), (5.8)

where Rθ(τ) is the sum of rewards along the trajectory τ and the partition function

Z(θ) =
∑
τ

exp(Rθ(τ)) (5.9)

normalizes the distribution. While the original Maximum Entropy IRL work [158] as-
sumed a reward function that is linear in θ, Wulfmeier et al. [152] showed that the formu-
lation is also suitable for general non-linear, sufficiently smooth reward functions. Our
reward function presented in Section 5.4.3 is feature-based but non-linear. Therefore, we
adhere to the general formulation where the reward is parametrized by feature weights but
may be non-linear.

To find the reward parameters θ∗ that best explain the demonstrated behavior, Maxi-
mum Entropy IRL seeks to maximize the log-likelihood of the demonstrations,

θ∗ = arg max
θ

L(θ) = arg max
θ

∑
τ̃∈D

log p (τ̃ | θ) , (5.10)

which can be optimized using gradient-based techniques. The gradient with respect to the
reward parameters,

∇θL(θ) =
∑
τ̃∈D

∂Rθ(τ̃)

∂θ
− |D|

∑
τ

p(τ)
∂Rθ(τ)

∂θ
, (5.11)

requires to sum over all trajectories τ , which is intractable in large discrete or even con-
tinuous state spaces. Instead, we can unroll the trajectories to state-action pairs to obtain
the tractable representation,

∇θL(θ) =
∑
τ̃∈D

∑
(s,a)∈τ̃

∂rθ(s, a)

∂θ
(5.12)

− |D|
∞∑
t=0

∑
(s,a)

pθ(a | s)pθ,t(s)
∂rθ(s, a)

∂θ
, (5.13)

with unknowns pθ(a | s) and pθ,t(s). In practice, we replace the infinite time horizon with
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a predefined or adaptively chosen finite horizon T .
The term pθ(a | s) represents the stochastic policy inducing the distribution over tra-

jectories in Eq. (5.8). Note that, since we cannot assume that people always act perfectly
optimal, the stochastic policy is different from the optimal policy we would obtain by
solving the MDP with the standard Bellman optimality equation, Eq. (5.2) - Eq. (5.4).
Instead, it was shown in [159] that pθ(a | s) can be obtained by solving a “softened”
version of the Bellman equations, where the value of a state V ∼(s) is not the maximum
of its Q-values, but the log-sum of the exponentiated Q-values Q∼(s, a). That is, the
corresponding Bellman update is given by

Q∼(s, a) = rθ(s, a) + V ∼(T̂ (s, a)), (5.14)

V ∼(s) = log
∑
a

exp(Q∼(s, a)), (5.15)

which can be solved using standard value iteration. The desired stochastic policy is then
obtained via

pθ(a | s) = exp(Q∼(s, a)− V ∼(s)), (5.16)

i.e., the probability of choosing an action is proportional to the expected exponentiated
future rewards.

Given the stochastic policy pθ(a | s), we can now obtain the distribution over states at a
certain time step, pθ,t(s), t = 0, . . . , T , by propagating the policy through the state space.
Starting from an initial distribution over states p0(s), all future state distributions can be
calculated by

pθ,t+1(s′) =
∑
(s,a)

1{s′=T̂ (s,a)}pθ(a | s)pθ,t(s), ∀s
′ ∈ S, (5.17)

where 1{·} denotes the indicator function.
Once the gradient is calculated, we can use standard (stochastic) optimization tech-

niques to solve for the reward function parameters. Since we have to solve equations
Eq. (5.12) - Eq. (5.17) for every iteration of the optimization, calculating the gradient
amounts to solving an MDP in every step. While this can become computationally infea-
sible very quickly, the state-action space is small enough in our work to iteratively update
our guess of θ∗ during our experiments as new demonstrations arrive.

5.4.3 A Reward Function for Socially Compliant Navigation

To learn social navigation from demonstrations, our robot requires a general parametric
reward function rθ(s, a) that explains socially compliant behavior. This function should
reflect the desire to reach a predefined goal state sg while avoiding static obstacles, and it
should acknowledge the personal space of a person standing at a given state sp.
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We consider static obstacles So ⊂ S as a subset of the state space that the robot must
avoid. Since we assume that the state transitions are deterministic, we can simply assign
a large penalty term for being in an obstacle state, i.e.,

ro(s) = −∞ · 1{s∈So}, (5.18)

without introducing conservatism. We further assign a step reward term

ra(s, a) = ca · ||s− s′||2, (5.19)

where s′ = T̂ (s, a) is the successor state and ca is a weighting parameter. The step reward
term leads the robot to favor short paths from the start to the goal.

To further encourage goal-directed and predictable robot behavior, we define a path
deviation reward rd(s). It penalizes the deviation from any nominal path between the
start state s0 and the goal state sg,

rd(s) = ad ·min
s̄∈Sn

||s− s̄||22, (5.20)

where ad is a weighting parameter, and Sn ⊂ S denotes the set of states belonging to any
nominal path. A nominal path is a minimum-length path between the start and the goal
state that avoids the static obstacles. There may be multiple nominal paths since the robot
environment is a discretized grid world. To find the states along the nominal paths, we
first define an auxiliary reward function that considers static obstacles and minimizes the
path length,

r̄(s, a) = ro(s) + ra(s, a). (5.21)

We then solve the navigation MDP with r̄(s, a) by value iteration (Eq. (5.5)) and calcu-
late the optimal policy π∗r̄(a | s) with Eq. (5.4). To find the state distribution pr̄(s), we
propagate the policy through the state space. Starting from an initial state distribution
pr̄,0(s) = 1{s=s0}, the state distributions for the following time steps can be calculated by

pr̄,t+1(s′) =
∑
(s,a)

1{s′=T̂ (s,a)}π
∗
r̄(a | s)pr̄,t(s), ∀s′ ∈ S, (5.22)

and the overall distribution over states is given by

pr̄(s) =
∞∑
t=0

pr̄,t(s). (5.23)

Eq. (5.22) is equivalent to calculating the distribution over states with the stochastic policy
in Eq. (5.17). In practice, we do not need to compute the infinite sum above since the
optimal policy reaches the goal state after the minimum possible number of actions. The
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state distribution pr̄(s) specifies the probability that a state is visited by following the
optimal policy. Accordingly, we can calculate the set of states along any nominal path by

Sn = {s ∈ S | pr̄(s) > 0}. (5.24)

The path deviation reward implicitly encodes a signaling behavior; it determines at what
point the social space reward dominates, causing the robot to leave its original trajectory.

Finally, we use a squared-exponential reward function to reflect a person’s personal
space requirements,

rp(s) = ap · exp(−σp||s− sp||22), (5.25)

parametrized by a weight coefficient ap and scaling coefficient σp to model the steepness
and width of the personal space reward. This type of distance function is well-known to
accurately describe a person’s personal space in social navigation [70, 128].

In the terminal state sg, we set all rewards to zero, i.e.,

ra(sg, a) = rd(sg) = rp(sg) = 0. (5.26)

The overall reward function is given by the sum of the individual reward components,

rθ(s, a) = ra(s, a) + rd(s) + rp(s) + ro(s), (5.27)

and the parameter set is θ = {ca, ad, ap, σp}.

5.5 Experiments

We conducted a user study with test persons interacting with a mobile robot to investigate
whether the robot can learn preferred social navigation behavior with our approach. We
further aimed to test if force feedback is an easy and intuitive way to interact with a mobile
robot. To this end, we compared force feedback control to using a joystick controller to
drive the robot. Section 5.5.1 explains the experiment design. In the first task of the user
study, presented in Section 5.5.2, the test subjects controlled the robot along an obstacle
course. The experiment tests force feedback for robot control without autonomous mo-
tion. Section 5.5.3 evaluates the second task, for which the test subjects interacted with
the autonomously navigating robot. Task two tests force control for correcting an initial
robot behavior and investigates whether the robot can adapt to the participants’ prefer-
ences. In the final task, the path replay task presented in Section 5.5.4, the participants
judged the learned navigation behavior of the robot, compared to their joystick-adapted
paths and pure obstacle avoidance. Finally, Section 5.5.5 evaluates the generalization
capabilities of the learned reward function for two unseen navigation scenarios.
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5.5.1 Experiment Design

We recruited thirteen test subjects (5 female, 8 male, aged 21 - 63). Eight participants
had a technical background (2 female, 6 male), and six had previous experiences with
robots (2 female, 4 male). We further asked the participants’ skill level with a joystick
controller, e.g., from playing console or computer games. Seven participants reported
their skill level as rather high or high (1 female, 6 male), and six participants as rather low
or low (4 female, 2 male). None of the participants was involved in the research project or
had prior knowledge of our research aim. After a general introduction to the experimental
procedure, the test subjects gave written consent for participation. They further received
10e as reimbursement.

The experiments took place in the hallway of building 80 at the Faculty of Engineer-
ing of the University of Freiburg with our force-sensitive mobile robot Canny. Using
the force-sensitive sensor setup presented in Chapter 3, Canny perceived and reacted to
interaction forces on its shell. Each experiment run lasted about 45 min, during which
the test subjects performed two sets of tasks with the robot. In one set, the participants
controlled the robot via force feedback; they used a joystick in the other set. The joystick
experiments serve as a baseline to compare the ease of use and intuitiveness of physical
interaction against a more common control method. Furthermore, participants can influ-
ence the entire robot trajectory with the joystick, while in the physical interaction setting,
the robot needs to be within their reach. We wanted to see the influence of this limitation
on the quality of the learned navigation behavior.

We randomized the order of the task sets for each participant to balance familiariza-
tion effects. We explained the robot control for both control modalities and gave the test
subjects some time to become familiar with it. Once the participants felt confident with
the respective control modality, they performed an obstacle course task presented in Sec-
tion 5.5.2. Afterward, they continued with the passing task presented in Section 5.5.3.
Finally, the participants judged different robot trajectories in the path replay task, pre-
sented in Section 5.5.4.

5.5.2 Obstacle Course Task

To test how the participants handle controlling the robot without autonomous motion, we
performed an obstacle course task. As depicted in Figure 5.2, the participants controlled
the robot past two traffic cones from a start to a goal location in the corridor. For this
task, the participants commanded all robot motion, and we limited the robot velocity
to ‖~vr‖2 ≤ 0.4 m s−1. Each participant performed one obstacle course run per control
modality. Figure 5.3 shows two participants performing the obstacle course task with
a joystick and by force feedback, respectively. To compare the ease and intuitiveness of
both control modalities, we timed how long the participants took to control the robot from
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start

1 m

goal

Figure 5.2: Experiment setup of the obstacle course task. For this task, the participants
controlled the robot around two traffic cones.

Figure 5.3: Participants control the robot through the obstacle course with the joystick
(left) and force feedback (right).
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Figure 5.4: Task completion times of the obstacle course task for the joystick and force
feedback modality for expert, novice users, and over all participants. The box plot shows
the median and interquartile range, and the whiskers mark the minimum and maximum
task completion times.

the start to the goal position. Note that we did not inform the participants that we timed
their runs because we wanted them to behave naturally.

We evaluated the task completion times for experienced users and novice users sepa-
rately. For the force feedback modality, we count people with previous experience with
robots as experienced users and the other participants as novices. For the joystick modal-
ity, all participants who reported their skill level as rather high or high are in the experi-
enced users group; the others are in the novices group.

Figure 5.4 displays the task completion times for experienced users, novice users, and
over all participants. While the experienced and novice users performed comparatively
with the force feedback modality, there are vast differences in the joystick modality. Es-
pecially the large variance in the novice users group for joystick control is striking. While
some inexperienced participants quickly finished the obstacle course with the joystick,
half of them took exceptionally long with over 30 s to complete the task. In contrast, no
participant took longer than 25 s to finish the obstacle course task with force control. The
experiment suggests that controlling the robot via force feedback is easy and intuitive
for most people, while some have difficulties with the joystick. The results indicate that
force feedback can facilitate the interaction with mobile robots in populated spaces, and
especially non-expert users seem to benefit from it.
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start

1 m

goal

Figure 5.5: Experiment setup for the passing task. For this task, participants guided the
autonomously navigating robot past themselves.

Figure 5.6: Participants guide the navigating robot past themselves with the joystick (left)
and force feedback (right).
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5.5.3 Passing Task With IRL

The passing task tests force and joystick feedback for interacting with an autonomously
navigating robot. The participants stood in the center of the hallway and guided the robot
past themselves, as sketched in Figure 5.5. The robot navigated autonomously from the
start to the goal position, and the participants adapted its path either via joystick or by
pushing on its shell. Figure 5.6 shows two participants performing the passing task with
a joystick and by force feedback, respectively. We instructed the participants to adapt the
robot path like they would prefer it to drive past them autonomously. The robot navigated
with a velocity of ~vn = (vn,x vn,y)

T and overlaid the user-commanded control velocity ~vc,
as described in Section 5.4.1. The forward motion vn,x was kept constant at 0.4 m s−1. The
robot further aimed to follow its navigation path by commanding a sideways velocity vn,y

proportional to the distance to the path but limited to |vn,y| ≤ 0.2 m s−1. Before the actual
passing task, the participants performed two practice tasks to familiarize themselves with
controlling the autonomously navigating robot. Firstly, the robot moved in a straight
line from start to goal, and the participants freely deviated it from its path to test the
behavior. Secondly, we arranged four traffic cones as obstacles and asked the participants
to guide the navigating robot around them to ensure they could control it along their
desired trajectory.

For both control modalities, the robot initially navigated autonomously from the start
to the goal without considering the person in the hallway. In the joystick set, the partici-
pants performed two passing runs with joystick feedback that serve as a reference for the
true desired behavior without reachability constraints. The robot iteratively adapted its
navigation behavior in the force feedback set by optimizing the navigation reward func-
tion presented in Section 5.4.3 via IRL. To this end, we performed two force feedback
passing cycles with two passing runs each. For the first two runs, the robot started with
a small offset of 0.4 m to the left and right, respectively, to facilitate the interaction. The
robot then performed one online IRL run to optimize the reward function parameters ac-
cording to the corrected trajectories. We then performed another cycle with two passing
runs, where the robot paths were generated from the learned model by sampling from the
stochastic policy (Eq. (5.16)). Again, the participants could correct the paths according
to their preferences. We finally retrained the reward parameters with a second IRL run
on the last two trajectories. Note that the robot did not learn the reward parameters from
the joystick trajectories since we aimed to investigate learning from physical interaction.
Furthermore, we used the participants’ joystick trajectories as a baseline for their final
path evaluation in Section 5.5.4, and we did not want to bias the baseline. Figure 5.7
visualizes the joystick and force feedback trajectories from all test subjects.

During the force feedback tasks, we used the Adam [69] optimizer with an L2 regu-
larization term, as suggested by Wulfmeier et al. [152]. We set the learning rate to 0.1

and ran the optimization until the log-likelihood of the demonstrations converged, which
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irl1+

Figure 5.7: Robot paths adapted via user feedback in the passing task. Top: initial paths,
adapted through force feedback. The robot started with a small offset to facilitate the
interaction. Middle: paths from learned reward function after the first IRL run, adapted
through force feedback. Bottom: initial paths, adapted through joystick feedback.
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Q1: Was it easy or difficult to control the robot?

very hard very easy

Q2: How much did you like this type of control?

not at all very much

Q3: Did you find this type of control intuitive or not intuitive?

not intuitive
very intu-
itive

Q4: Was the interaction comfortable or uncomfortable?

50100

uncom-
fortable

% of participants 50 100

comfortable

scores: 1 2 3 4 5

Figure 5.8: Questionnaire ratings after the passing task for force feedback and joystick in-
teraction. Bars left of the center show negative, bars on the right show positive responses.

took under 2 min for 100 to 250 iterations on the experiment laptop. To speed up the
training, we initialized the reward function with parameters we found during initial tests
in simulation and refined the parameters with every IRL cycle.

Once the participants performed all tasks in a set, we asked them to rate the control
modality on a 5-point Likert scale questionnaire. Figure 5.8 summarizes the question-
naire findings. Both the force control and the joystick modality received very positive
ratings for the ease of controlling the robot and the intuitiveness. Most participants liked
both the joystick and the force control and felt comfortable during the interaction. Three
participants did not like the physical interaction (rating ≤ 2), and two felt uncomfortable
(rating ≤ 2). In additional comments on the questionnaires, two participants stated that
they did not like touching the robot and preferred to control it without physical contact.
One participant wrote that she felt uneasy when the robot directly approached her, not
knowing how it would react to her interaction. Fortunately, since the robot can learn from
the interaction, it can correct such behavior after only a few interactions. One partici-
pant stated that she found the joystick control more fun than force feedback. Overall,
the participants perceived the force feedback modality almost as positively as the more
common joystick control. However, joystick control requires an external control device
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irl2 obs

Figure 5.9: Final trajectories presented to the test subjects: paths from the learned model
after the second IRL run, joystick path replays, and obstacle avoidance paths (obs).

and a designated teaching phase. With force feedback, the robot can continue to adapt to
the people in the environment, and everyone in reach of the robot can communicate with
it. Based on the mostly positive answers, we think that force control has great potential
for interacting with a mobile robot in populated environments. However, it is a very novel
concept, and some people might need more time to get used to interacting with a mobile
robot, especially via touch.

5.5.4 Path Replay Task

To validate the learned navigation behavior, we finally presented three different paths to
the participants. The robot navigated past them without their interaction on

• a path generated from the leaned reward function by sampling from the stochastic
policy

• a replay of one of the trajectories the participant adapted with the joystick,

• and a path with obstacle avoidance only.

Figure 5.9 visualizes the resulting paths from all participants. We randomized the order
of the three trajectories and did not tell the participants how the paths were generated.
Afterward, we asked the participants to rate the three paths in a third questionnaire. The
questionnaire results are presented in Figure 5.10. While most of the participants rated
both the joystick and the learned force path comfort positively, the obstacle avoidance
path received a very negative rating. All participants rated the obstacle avoidance path as
too close, and many criticized on the questionnaire that the robot indicated much too late
that it would avoid them.
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Q: Please rate the robot path.

uncom-
fortable

obs

irl2 comfortable

50100

too close

obs

irl2

% of participants 50 100

too far

scores: 1 2 3 4 5

Figure 5.10: Participant ratings of the final trajectories in the path replay task, for the
joystick path replay, the path generated from the learned reward function after the second
IRL run, and performing obstacle avoidance only (obs).

Interestingly, despite the positive comfort ratings, many participants rated the joystick
paths and the paths generated from the learned reward function as rather too close. This
effect is visible for both the joystick and the force feedback paths but more prominent in
the latter. We were surprised by this finding, especially since the participants commanded
the joystick trajectories themselves, and we always confirmed that the participants agreed
with the passing runs before saving them. One possible explanation is that participants
might tolerate a smaller distance to the robot when they know that they can influence its
behavior. Once they cannot interact, they prefer a larger distance.

To compare the final paths and confirm that the learned navigation behavior accurately
follows the demonstrations, we empirically evaluated the paths. We compared the path
lengths, the minimum passing distances, and the path areas, i.e., the areas between the
straight paths from start to goal and the commanded trajectories. While the path length
and minimum distance already capture important path features, the area under the path
indicates how early the robot started the passing maneuver. Figure 5.11 presents the
properties of the paths from the path replay experiment. We further included the force
feedback paths from the second passing cycle on which the reward function was opti-
mized. We can see that the force feedback paths from the final passing cycle exhibit very
similar properties to the paths from the learned reward function. This indicates that the
reward function can capture important path properties and that the robot can learn sensible
reward function parameters to mimic the demonstrated behavior.

We can further see that both force feedback paths pass closer to the participants than
the joystick paths. Reachability constraints might cause this discrepancy: the participants
could not push the robot further away from where they were standing. However, we do
not think this is the reason in this scenario because we instructed the participants to step
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Figure 5.11: Properties of the final trajectories: path length, minimum distance between
the robot shell and the center of the person, and area under the path. The bar plots show
the mean property value and the standard deviation for the joystick feedback paths, the
force-adapted paths in the second passing cycle, the paths after the second IRL run, and
with obstacle avoidance (obs).

towards the robot if desired. From our observations, we instead think that the participants
tolerated slightly unpleasant behavior before they intervened, even if they would have
preferred the robot to behave differently. Some participants did not touch the robot at all
in the second passing cycle but later reported the resulting behavior as too close. We do,
however, acknowledge that the limited reach presents a drawback of our work. Future
work could include other cues for adapting the robot behavior to address this limitation,
such as a person’s gaze or her/his own evasive maneuvers.

Finally, to visualize the learned navigation behavior, we trained the reward function pa-
rameters on the last two force feedback passing trajectories of all participants. Figure 5.12
shows the propagated policy and the learned state reward.

5.5.5 Generalization to New Environments

To verify that the learned reward function generalizes to new navigation situations, we
employed it for two new navigation scenes depicted in Figure 5.13. In the first scene in
Figure 5.13 (top), the robot navigates in the same hallway as before, but two people are
present. As we can see from the propagated policy, the learned navigation function is
able to consider both people. The interaction distances are similar to those in the learned
combined model in Figure 5.12. In the second scenario, shown in Figure 5.13 (bottom),
we tested the navigation in a different part of the hallway with a large obstacle. This
time, the robot has to pass closer to the person because of the limited space. However,
the propagated policy stays as far away as possible from the person. In this navigation
situation, it might be more appropriate for the robot to wait next to the large obstacle
until the person has passed the narrow passage. While it is generally possible to teach



92 Chapter 5: Learning Social Navigation From Physical Interaction

start goal

10

0

Figure 5.12: Propagated policy from the learned combined model (top) and state reward
of the final model with the nominal direct path (bottom).

our robot Canny this type of behavior via force feedback, waiting would require the state
space representation to include the time dimension. Reasoning about the time dimension
would also be necessary for interaction with moving people, so this would be a sensible
and necessary next step for this work. The experiment still suggests that the learned
navigation function can represent and generalize to both new navigation scenes. However,
a more natural and considerate robot behavior could be achieved by reasoning about the
proximity to people with respect to time.

5.6 Conclusion

We introduced a novel approach for teaching robots social navigation behavior among
humans via physical interaction and inverse reinforcement learning. We introduced a
parametric, non-linear reward function to model the social navigation task. Through real-
world experiments with human test subjects, we demonstrated that controlling a mobile
robot via pushing is a viable means of communicating navigation preferences and that
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start
goal

start

goal

Figure 5.13: Propagated policy from the learned combined model, applied to two un-
known navigation scenes. The top image shows a navigation scene with two people in
the hallway, and the bottom image a scene with one person next to a large obstacle in a
different part of the hallway.

the robot can learn to adjust its behavior accordingly. Our results further suggest that the
method can generalize to more complex scenes with multiple people. Future work should
investigate additional cues like gaze or human path deviations for demonstrating preferred
trajectories for situations where the robot is not within a person’s reach. Furthermore, fu-
ture work should verify whether our current model is sufficient in new navigation contexts
or if multiple models are required for different scenarios. Finally, extending our approach
to handle dynamic situations with moving people would be worthwhile for more complex
navigation scenarios in populated spaces.





Chapter 6

Discussion

This thesis presented advanced perception and learning methods addressing three main
challenges that mobile robots face in human-centered environments. Firstly, robots in
populated spaces encounter people with different needs and requirements. To address this
challenge, we devised a novel people detection module that distinguishes people accord-
ing to the mobility aids they use. The second challenge is that many people in populated
spaces have very little experience with robots. We introduced force control as an in-
tuitive way to interact with a mobile robot and teach individual navigation preferences.
The unstructured, cluttered nature of populated environments is the third challenge we
addressed by enabling mobile robots to learn better environment models based on per-
ceived collisions with obstacles. We presented related works and thorough derivations for
all our methods and evaluated them in diverse experiments with a special focus on their
applicability in real-world scenarios.

We first presented a method for detecting people in images and classifying them based
on their mobility aids. Our approach uses a recent deep learning-based object detection
framework. In addition to detecting people in images, mobile robots require knowledge of
their positions in a world reference frame to interact with them. To this end, we extended
the object detection framework to predict the Cartesian positions of people. Previous ap-
proaches relied on depth data, e.g., from RGB-D cameras, to obtain people’s positions
in a world reference frame. In contrast, our approach can work on pure RGB data to
overcome the limited sensing range of depth sensors. Furthermore, we introduced a prob-
abilistic people tracker that estimates the position and velocity of a person and reasons
about the perceived mobility aids category over time to account for occlusions and false
detections. A set of experiments evaluated the performance of our detection and track-
ing modules. Furthermore, we presented a real-world experiment where a mobile robot
guided participants either to the elevator or to the stairs, depending on the perceived mo-
bility aids category. The experiment underlines how perceiving people’s mobility aids
can help mobile robots provide better assistance. Our novel mobility aids people detec-
tor enables robots to respond to the individual needs and requirements of the people that
service robots will encounter on a daily basis.

Next, we investigated a novel sensory concept that allows mobile robots to perceive
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collisions and interaction forces. Due to the unstructured and dynamic nature of popu-
lated environments, mobile robots cannot entirely avoid collisions with obstacles or with
people. Our sensory concept uses a 6-DoF force-torque sensor between the omnidirec-
tional robot base and the solid shell to perceive the magnitude, impact point, and direction
of a force acting on the shell. We further devised a learning-based filtering method to
distinguish the impact forces from disturbances caused by the motion of the robot and os-
cillations. With our sensory concept, mobile robots can perceive interaction forces during
autonomous motion. This sensing capability is useful for mobile robots in populated en-
vironments because they can appropriately react to contacts and collisions to avoid harm
and damage. Furthermore, physical interaction can provide an intuitive way to communi-
cate with a mobile robot.

The perception of impact forces during autonomous motion allows robots to react to
collisions with obstacles when they occur. However, collisions are still undesirable events
that the robot should try to avoid. Thus, we introduced a learning method that allows
robots to not only passively react to collisions with obstacles but to learn from collision
events so they can prevent them in the future. We focused on mobile robots with planar
laser rangefinders popular for indoor localization. Unfortunately, robots with such sensor
configurations typically miss parts of obstacles, e.g., they detect table and chair legs but
miss their tops. To address this issue, we presented a novel method that predicts where
collisions may occur in 2D occupancy maps from planar laser rangefinders. To this end,
we turned the collisions perceived with the force-sensitive robot shell into training exam-
ples and trained a neural network to classify occupancy map patches. The network can be
trained on single collision events and afterward efficiently segment full occupancy maps.
Our experiments confirm that our approach can predict collisions that are not visible in the
2D occupancy map, enabling our robot to avoid them and navigate safely. Furthermore,
our setup allows integrating further training examples after an initial training phase with
the onboard sensor, which is essential in changing environments. Our novel approach en-
ables robots with incomplete sensor information to learn improved environment models
over time, leading to safer and more reliable autonomous navigation.

After we explored learning from collision events, we investigated how the perception
of interaction forces can improve the interaction between humans and robots in populated
spaces. Robots that navigate among people need to consider their safety and also care for
their comfort by navigating in a socially compliant way. However, people’s navigation
preferences can vary depending on many factors like their culture, age, or the appearance
of the robot, and manually tuning the behavior for every robot and context is an elaborate
process. Instead, we presented a method where mobile robots learned socially compliant
navigation via physical interaction. In our method, the robot navigated autonomously and
people could teach the robot their preferred navigation behavior by pushing it along their
preferred trajectory. Based on the interaction, the robot updated its navigation reward
function via inverse reinforcement learning to adapt to a person’s preference. We tested
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our method in a user study and found that the robot could improve its behavior based on
force feedback. Most participants rated force feedback as easy and intuitive. As it does
not require an external control device, such as a joystick, everyone in reach of the robot
can interact with it. Also, the gesture of pushing the robot along is very intuitive, making
it well suited for people with little experience with robots.

The approaches presented in this thesis are pieces of the puzzle of service robots that
robustly and reliably operate in human-centered spaces. However, many additional steps
are required to achieve this ambitious goal. This thesis showcases and argues for the
importance of perceiving interaction forces and contacts with obstacles. While the 6-DoF
force-torque sensor used for the force-sensitive shell is a widely-used robot component,
it is likely too expensive for service robots for wide-area use. Furthermore, force-torque
sensors with strain gauges are sensitive to overload, and robots that come in contact with
people require very robust hardware. Especially children have been found to sometimes
physically attack service robots [17]. Thus, we need further research and development of
robust and cost-efficient force-sensitive mobile platforms.

In this thesis, the robot was able to learn from both accidental collisions with obstacles
and intended physical interaction. There are many other areas of applications for force-
sensitive mobile robots that are worthwhile to explore, such as a mobile robot platform
that can support elderly or disabled people while walking. Furthermore, a force-sensitive
mobile platform could be interesting for physiotherapy or rehabilitation.

In our work, the robot treated collisions and intended physical interaction differently.
However, we did not address how the robot would distinguish both types of contacts.
Other types of contacts, such as an unintended physical interaction where a person leans
onto the robot, should not even evoke a robot reaction. Future work should investigate
how different types of contact could be distinguished and define suitable reaction strate-
gies for them. We expect the ability to perceive the 3D impact point and direction of
interaction forces to play an important role here; Physical interaction likely happens in
reach of a person’s hand, while an accidental collision could impact anywhere on the
shell.

This thesis also showed how mobile robots that perceive a person’s mobility aids can
provide better assistance. We introduced a dataset with people using different kinds of
mobility aids. While the dataset includes color-encoded depth images recorded inside a
hospital, most images were collected in our robot hall and featured our colleagues using
props. The dataset is thus a good starting point, but more research is required to con-
firm that it sufficiently represents people of all ages, genders, and ethnicities. In a 2019
study, Obermeyer et al. [104] revealed a strong racial bias in algorithms for health care.
Additionally, Buolamwini and Gebru [18] identified significant discrepancies in image
classification performance, discriminating people from certain population groups. We
need to make sure that a service robot can provide the same level of assistance and care
to all people it encounters. Thus, we strongly advocate for more research in that direction
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and admit that diversification of our Mobility Aids dataset is likely necessary to achieve
an unbiased detection performance.

In our mobility aids research, we presented a scenario where the robot guided visitors
either to the stairs or to the elevator. People tracking further enabled the robot to adapt
its velocity to its followers. Our example was predefined, and we specified the navigation
goals and conditions by hand. An autonomous service robot will need a much richer
world model or the ability to reason flexibly about the limitations associated with the use
of mobility aids and the consequences for its navigation planning. Much more research
is needed to enable such flexible, context-aware adaptation. Other factors still limit the
use of elaborate perception techniques that require considerable GPU power, foremost
the extensive battery consumption. We need to address those challenges to enable robust,
flexible, inclusive, and truly autonomous operation of mobile robots in human-centered
environments.
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