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Abstract

Advanced high throughput sequencing of nucleic acid samples coupled with sophisticated analysis

algorithms has led to the discovery of a plethora of commonly non-coding but functional short

transcripts present in diverse prokaryotic genomes. These so called trans-acting small RNAs

fulfill their regulatory role by directly pairing with their targets via RNA-RNA interaction. Thus,

this type of regulation is termed post-transcriptional. The small RNAs can impose both up- and

down regulation of targets. While the discovery of thus far unknown transcripts has become a

standardized procedure, the recovery of their regulatory targets has remained challenging. For

this reason RNA-RNA interaction prediction algorithms that attempt target identification at the

genomic scale have been developed. Leading methods include a thermodynamic energy model and

incorporate interaction site accessibility for RNA duplex prediction. These methods are generally

successful at predicting the correct RNA duplex for two RNA molecules known to interact, but

fail at correctly predicting targets at the whole genome level due to high false positive prediction

rates. For this reason the methods presented in this thesis attempt to employ and extend the purely

thermodynamic predictors. Indeed, the inclusion of phylogenetic information, pathway analysis

and whole genome binding data for the RNA chaperone Hfq allow a significant reduction of

false positives in the in silico prediction lists. Systematic benchmarking revealed that the newly

developed algorithm CopraRNA not only outperforms other small RNA target predictors, but

also rivals microarray driven experimental target prediction. Next to the convincing benchmark

performance on already known RNA-RNA interactions, 23 novel, previously unreported and

promising target candidates from Escherichia coli were retrieved from the CopraRNA predictions

lists. Of these, 17 were experimentally confirmed in the wet-lab. This shows that the algorithm

is also able to produce qualitatively new insights. Follow up studies on the rhizobial AbcR1 and

EcpR1 small RNAs furthermore validate the applicability of CopraRNA beyond enterobacterial

species. The algorithm has been made available as an easy to use web server interface and is

being amply accessed by the research community. Finally, recent and currently unpublished results

indicate that an extended version of CopraRNA may be able to detect hot spots of evolutionary

diversity in post-transcriptional gene regulatory networks.
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Zusammenfassung

Fortschrittliche Hochdurchsatzmethoden zur Sequenzierung von Nukleinsäureseproben gekop-

pelt mit anspruchsvollen Analysealgorithmen haben zur Entdeckung einer Vielzahl kleiner, funk-

tionaler und nichtkodierender Transkripte in prokaryotischen Genomen geführt. Diese sogenannten

trans-agierenden kleinen RNAs vollziehen ihre regulatorischen Rollen indem sie über RNA-RNA

Interaktion direkt an ihre Ziel-RNAs binden, weshalb dieser Regulationsmechanismus als post-

transkriptionell bezeichnet wird. Die kleinen RNAs können auf ihre regulatorischen Ziele sowohl

einen aktivierenden als auch deaktivierenden Effekt ausüben. Während die Entdeckung von neuen

Transkripten mittlerweile standardisiert ist, gehört die Suche nach Ziel-RNAs nach wie vor zu den

anspruchsvollen Aufgaben in diesem Forschungsfeld. Aus diesem Grund sind in der Vergangenheit

Algorithmen entwickelt worden, die genomweite Zielvorhersagen ermöglichen. Führende Ansätze

verwenden dafür thermodynamische Energiemodelle und beinhalten des Weiteren eine Betrachtung

der Zugänglichkeit der RNA Interaktionsstellen. Für RNA Moleküle von denen bekannt ist, dass sie

interagieren, können diese Algorithmen meist die korrekte Interaktion vorhersagen. Problematischer

sind genomweite Vorhersagen, da der Anteil falsch positiver Vorhersagen nachwievor zu groß ist.

Aus diesem Grund versuchen die Methoden, die in dieser Arbeit vorgestellt werden, die eben

genannten thermodynamischen Ansätze anzuwenden und zu erweitern. In der Tat hat sich gezeigt,

dass die Verwendung von phylogenetischer Information, funktioneller Anreicherungsanalysen

und genomweiter Bindekarten des RNA Chaperons Hfq zu einer signifikanten Reduktion von

falsch positiven Vorhersagen führen kann. Systematische Benchmarkanalysen haben gezeigt, dass

der neu entwickelte CopraRNA Algorithmus nicht nur bisher führende Vorhersagealgorithmen

übertrifft, sondern auch mit experimentellen microarraybasierten Zielvorhersagen konkurrieren

kann. Neben den überzeugenden Benchmarkergebnissen für bekannte RNA-RNA Interaktionen,

wurden 23 weitere, von CopraRNA vorhergesagte, bisher unbekannte RNA-RNA Interaktionen

aus Escherichia coli im Labor untersucht. Von diesen konnten 17 verifiziert werden. Dies zeigt,

dass der Algorithmus auch qualitativ neue Erkenntnisse hervorbringen kann. Nachfolgestudien mit

den rhizobiellen RNAs AbcR1 und EcpR1 haben des Weiteren die Anwendbarkeit von CopraRNA

über Enterobakterien hinaus bestätigt. Für den Algorithmus ist ein Webserver Interface entwickelt

worden, welches rege Anwendung findet. Abschließend ist darauf hinzuweisen, dass vorläufige,

unpublizierte Ergebnisse aus der aktuellen Entwicklung und Forschung darauf hinweisen, dass eine

erweiterte Version von CopraRNA dazu im Stande sein könnte “hot spots” evolutionärer Diversität

in post-transkriptionellen regulatorischen Netzwerken vorherzusagen.
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1 Introduction

In traditional science, researchers would gen-

erally perform single, small scale experiments

to investigate their hypotheses. Modern tech-

nological and scientific advances have enabled

approaches in which millions of experiments

can be carried out simultaneously. These exper-

imental techniques have elevated life sciences

to a new level by yielding ever increasing vol-

umes of data that call for automated analysis

algorithms. This has led to the establishment

of the research field which is now referred to as

computational biology or alternatively bioinfor-

matics. Bioinformatics is an interdisciplinary

field that analyses data from many biological

subjects. Among others, it allows interpreta-

tion of genomic, transcriptomic, proteomic and

metabolomic data. Often, data from different

sources need to be connected to generate an inte-

grated understanding of the analyzed biological

system.

Transcriptomics, the term referring to high

throughput sequencing of transcribed RNA mo-

lecules, can be employed to retrieve a snapshot

of what cells’ transcriptomic output looks like

at a specified time point and condition. During

the last decade, transcriptomics studies have un-

veiled a plethora of previously unknown RNA-

based regulators of cellular physiology. Many of

these regulators perform their functional tasks

via direct RNA-RNA interactions. The impor-

tance of such RNA-RNA interaction driven reg-

ulation both in eukaryotes and prokaryotes has

thus become clear. While the experimental dis-

covery of new RNA-based regulators is now

readily possible, the retrieval of their regulatory

targets in the wet-lab remains laborious. For

this reason algorithms, which attempt in silico

target prediction at the genomic scale, have been

developed. Advanced algorithms employ ther-

modynamic energy models to perform their pre-

dictions, but still suffer from high false positives

rates. The work presented in this thesis focuses

on the development of methods that enhance the

thermodynamic models in order to significantly

reduce the amount of false positive predictions

in whole genome target predictions for prokary-

otic trans-acting small RNAs. The results show

that the newly introduced approaches represent a

real alternative and extension to purely wet-lab-

based predictions and are generically applicable

also beyond model Enterobacteriaceae.

1.1 Structure of the thesis

This thesis is composed of several parts. Firstly,

an introduction is provided, which outlines the

biological background and the algorithmic set-

ting. After the introductory part, the subsequent

chapters consist of a discussion and an outlook

on the future of the field. The final chapters

contain the research papers published during the

completion of this thesis.

1.2 DNA, RNA, proteins and the cen-
tral dogma of molecular biology

In the early 1950s, Rosalind Franklin produced

high quality X-ray diffraction photographs of

deoxyribonucleic acid1. Subsequently, these

images aided James Watson and Francis Crick

Page 1 of 169



in unveiling the double helical structure of this

macromolecule, now commonly referred to as

DNA2. DNA is a prevalently double stranded

anti-parallel molecule consisting of a sugar phos-

phate backbone with organic bases extending

towards the molecule’s central axis. The back-

bones of the two strands are oriented in a 5’

to 3’ direction for one of the DNA strands and

in a 3’ to 5’ direction for its partner. The 5’

and 3’ pinpoint positions on the backbone’s

ribose portion. In this notation, 5’ refers to

the 5’ phosphate group and 3’ refers to the 3’

hydroxyl moiety (see Figure 1). The DNA’s

bases are adenine (A), guanine (G), cytosine (C)

and thymine (T). The three components; phos-

phate, pentose and nucleobase make up a nu-

cleotide (see Figure 1). The forces holding the

two strands together are hydrogen bonds. These

bonds form between either A and T pairs, which

involve two hydrogen bonds, or between G and

C pairs, which are connected by three hydrogen

bonds and are thus more stable than the A-T

pairs. Hence, the strands are complementary

to each other, and the nucleotide sequence of

one strand infers the nucleotide sequence of its

anti-parallel counterpart. Taking this property

into account, Watson and Crick also elegantly

deduced DNA’s inherent ability to serve as a

template for its own replication2 (see Figure 2).

Over two decades after Watson and Crick pro-

posed their model for DNA’s chemical structure,

Frederick Sanger published a method to pre-

cisely and efficiently determine the nucleotide

sequence of DNA molecules3. This so called

chain-termination method was employed until

next generation sequencing (NGS) methods be-

came common place in the middle of the 2000s4.

One of the first NGS methods available is re-

ferred to as pyrosequencing. This method specif-

ically exploits the release of pyrophosphate dur-

ing the process of DNA polymerization5,6.

Figure 1. The image shows the chemical struc-

ture of the four possible DNA nucleotides and

one RNA nucleotide. A nucleotide is composed

of three central components. Firstly, the base

portion, which can be a pyrimidine or a purine.

The pyrimidines are cytosine (C), thymine (T)

and uracil (U). The purines are guanine (G) and

adenine (A). Secondly, the pentose which is

deoxyribose (DR) in DNA and ribose (R) in

RNA. The third component is the phosphate on

the left side of the structures. The numbering of

the carbon atoms on the ribose ring from 1’ to

5’ is indicated on the U containing nucleotide.

Currently, the most common NGS method is

referred to as Illumina sequencing. In contrast

to pyrosequencing, it does not utilize released

pyrophosphate, but rather employs fluorescently

tagged nucleotides to asses the sequence compo-

sition of a given DNA sample7. Both aforemen-

tioned NGS methods apply the general principle

of “sequencing by synthesis”4. These break-
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throughs in sequence identification marked the

advent of modern biological research, which

strongly focuses on the analysis of nucleic acid

sequences.

Next to the widely known DNA, ribonucleic

acid (RNA) is also a key player in biological

networks and takes a prime position in current

life science related research projects. In contrast

to DNA, RNA is made up of the basic building

blocks A, G, C and uracil (U) (see Figure 1)

instead of T, and is biologically produced from

a DNA template in a process known as tran-

scription (see Figure 2). Furthermore, its sugar

phosphate backbone differs slightly from that of

DNA in that it includes an additional hydroxyl

group at the 2’-position of the backbone’s pen-

tose ring (see Figure 1). This is also the reason

for the naming of the two molecules. DNA is

referred to as “deoxy” because it does not con-

tain this hydroxyl group in its backbone. In-

triguingly, and in contrast to the most common

current flow of genetic information (DNA →
RNA), it is assumed that RNA preceded DNA in

what is referred to as the “RNA world”8. In this

setting, RNA is believed to have performed cat-

alytic reactions independently of proteins until

RNA molecules evolved that permitted protein

synthesis via translation of RNA. While proteins

have taken over many catalytic tasks, some RNA

types are still catalysts for biochemical reactions.

These RNAs are referred to as ribozymes9. The

increasing complexity eventually led to today’s

world in which the central dogma of molecular

biology governs the transfer of genetic informa-

tion between the macromolecular classes DNA,

RNA and protein10 (see Figure 2) under appli-

cation of the mostly universal genetic code11.

For a long time, RNA was mainly consid-

ered as a messenger molecule (mRNA) between

DNA and proteins. Furthermore, only approx-

imately one percent of the human genome en-

codes for proteins12. This misled scientists into

proposing models in which the majority of ge-

nomic DNA had no function since large portions

of this DNA do not code for proteins. Employ-

ing the previously mentioned NGS methods, the

sequencing of RNA (RNA-seq) molecules at the

genomic scale has become possible13,14, and

many functional transcripts not coding for pro-

teins have since been identified and character-

ized, thus inferring functionality for most of the

genomic DNA15.

Figure 2. The scheme shows the directionality

of genetic information as dictated by the cen-

tral dogma of molecular biology. Reverse tran-

scription and RNA replication are processes per-

formed by some viruses16,17. Reverse transcrip-

tion can also be performed by telomerase18.

In this context, a complex RNA language has

been suggested19. Lately, RNA-seq has been

extended to single cell resolution, which allows
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more detailed investigations compared to the se-

quencing data retrieved from bulk samples20,21.

In the investigation of prokaryotic organ-

isms, RNAs encoded in genomic regions be-

tween protein coding genes have become the fo-

cus of considerable interest in recent times22–25.

Analysis of bacterial RNA sequencing data and

characterization of novel RNA-based regulators

mark the core of the research described in this

thesis.

1.3 Bacteria

Bacteria are a phylogenetically diverse subgroup

of prokaryotic organisms. For practical reasons,

they can be grouped into Gram-positive and

Gram-negative species. Gram-positive bacteria

have a thicker cell wall when compared to Gram-

negative cells. The Gram classification reflects

the different species’ reaction to the Gram stain-

ing protocol26. In this test, Gram-negative speci-

mens appear pink, while Gram-positive bacteria

are purple. Next to the cell wall, bacteria com-

monly feature several additional cellular struc-

tures. These are, the capsule, the plasma mem-

brane, the cytoplasm, ribosomes, flagella, pili,

plasmids and the nucleoid. Both, plasmids and

the chromosomal DNA in the nucleoid contain

the bacterial cell’s genetic information. They are

usually circular but linear structures also exist27.

Further cellular components such as gas vesi-

cles28 or storage grains have been reported29.

Different bacterial species exhibit countless

cellular morphologies and shapes30 and often

bacteria are observed as singular cells. Yet, sev-

eral examples of multicellular bacterial associ-

ations are documented31. A popular example

for multicellular bacteria are cyanobacteria of

the genus Anabaena, which form filaments of

connected cells that may even be differentiated

into distinct, specialized cell types called hete-

rocysts32,33.

The cell cycle is the central model for bacte-

rial reproduction and consists of several stages34.

It starts with a newly divided cell which begins

replicating its genetic material. After this repli-

cation phase, the replicons (i.e. chromosomes

and plasmids) start segregating to the cell poles.

Furthermore, FtsZ proteins start forming a ring

structure at the center of the cell, the so called

Z-ring35. The Z-ring serves as infrastructure for

the recruitment of other cell division factors36.

After the replicons have successfully segregated,

the bacterial cell constricts in the middle and

divides, thus restarting the cell cycle from the

beginning. The study presented in Chapter 7

outlines how a bacterial RNA-based regulator

(EcpR1) can influence cell cycle dynamics.

The cycle governs bacterial growth, which it-

self can also be subdivided into several phases37.

The first phase is the lag phase in which bacteria

adjust their metabolism to the environment. This

is followed by the log phase in which bacterial

cells proliferate exponentially. For this reason

it is also referred to as the exponential phase.

Upon onset of nutrient depletion, bacteria tran-

sition into the stationary phase, where the rate

of cell death equals the rate of newly spawned

cells and thus the population ceases to increase.

The final phase is the death phase, where the ma-

jority of bacteria start dying due to a lack of nu-
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trients. In order to overcome death due to such

nutrient depletion, certain species have evolved

to form endospores38. These endospores are

resilient to lack of nutrients, heat, radiation and

reactive chemicals39. Furthermore, it has been

claimed that endospores may be able to survive

for millions of years in this durable state40.

Bacteria can be considered as a strikingly im-

portant, successful and adaptive group of organ-

isms that has significant influence on all ecosys-

tems and hence detailed investigation of these

organisms is vital. Cyanobacteria for instance

play a central role in global primary production

and oxygen turnover41 and are also the origin

of chloroplasts which enable photosynthesis in

higher plants42. A recent study was even able to

identify a “cyanobacterial eye” which aids Syne-

chocystis sp. PCC 6803 in phototaxis43. More-

over, bacterial communities have been shown

to communicate using chemical signaling mole-

cules. This process, known as quorum sens-

ing44,45, is important for bacterial communities

to enable them to asses local population den-

sity and make collective metabolic decisions. If

the population density is low, it makes no sense

to produce exoenzymes or induce fluorescence.

On the other hand, dense populations of bacte-

rial cells favor the initiation of such cooperative

processes.

The adaptive nature of bacteria is best ex-

plained by considering the clinical setting where

they cause human disease and in severe cases

death. After the discovery46 and successful ap-

plication of penicillin, it was originally believed

that bacterial infections would no longer pose a

significant threat to human health. Regrettably,

modern pathogens have evolved multi-drug re-

sistant strains, which are immune to the majority

of available antibiotics47 and hence the chal-

lenge of fighting bacterial infection has been re-

instated, thus calling for further research. An ad-

ditional adaptive mechanism employed by bac-

teria is the recently discovered prokaryotic im-

mune system. This system is called CRISPR/Cas

and allows bacterial cells to acquire immunity

and adapt to invading bacteriophages48,49.

The rules set up for this domain of life can

mostly be considered universal. However, ex-

ceptions and variations to the rules are com-

mon27,50,51 and may represent one of the central

explanations for the overwhelming success of

this group of life forms.

1.3.1 Overview of analyzed organisms

In the following, a brief description of the pro-

karyotic organisms investigated in this thesis

will be provided. Two of them, Escherichia coli

and Salmonella enterica, belong to the family

of the Enterobacteriaceae while the other two,

Sinorhizobium meliloti and Agrobacterium tume-

faciens, are part of the Rhizobiaceae.

1.3.2 Escherichia coli

In human society, bacteria are mostly conceived

in a negative context as they are usually asso-

ciated with a lack of hygiene and disease. The

same notion holds for the Gram-negative rod

shaped bacterium E. coli (see Figure 3), which

tends to appear in popular public media only

when one of its pathotypes is causing malady or
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death. In 2011 for example, there was an epi-

demic in central Europe caused by sprouts con-

taminated with pathogenic E. coli bacteria52,53,

an occurrence that received significant media

coverage. In the last decades, similar outbreaks

have also been reported in the United States54.

Indeed, various types of pathogenic and danger-

ous E. coli strains are known55 and the inves-

tigation of their pathogenicity is an active and

important field of research56. However, the fact

that E. coli is a symbiont of paramount impor-

tance in gastrointestinal tracts of mammals is

often overlooked.

Figure 3. The photograph shows several E. coli

colonies (beige spots) growing on a lysogeny

broth57 (LB)-agar plate. The image was taken

and supplied courtesy of Dr. Stephan Klähn.

The non-pathogenic types of E. coli coexist with

their host and the association is mutually bene-

ficial58,59. Furthermore, E. coli has prevailed

as an ideal model organism for the study of

metabolic bacterial processes in general, and

thus its 4.64 megabase (Mb) long chromosome

was one of the early bacterial genomes to be

completely sequenced60. To date, E. coli as a

group represent one of the most in-depth stud-

ied and understood microorganisms. This is

emphasized by the sheer volume of information

in the EcoCyc database61. In EcoCyc, knowl-

edge from literature is manually assembled and

data are available for many E. coli genes. Re-

search on this bacterium has led to major break-

throughs in science, including bacterial conju-

gation62 and the operon model63. Maybe most

important, however, is the discovery that E. coli

can be used as a workhorse in modern molecu-

lar biological research and biotechnology where

it may serve as a system to express heterolo-

gous genetic material, not originally stemming

from E. coli itself64–66. In this capacity, E. coli

has been used in the production of insulin67,68,

potential vaccines69, and bio fuels70.

The possibility of employing E. coli as a

heterologous and genetically tractable system

is also highly valuable when assaying RNA-

RNA interactions in vivo. While an initial study

showed that the protocol is viable for certain

members of the Gammaproteobacteria71,72, fur-

ther studies validated the functionality of the pro-

cedure for Neisseria meningitidis73 and cyano-

bacterial74–76 RNA-RNA interactions.

For the work presented in this thesis, E. coli

represents an invaluable resource since the ma-

jority of small RNA-target pairs have been iden-

tified here77. This resource was employed for

the study presented in Chapter 4, to benchmark

the quality of small RNA target prediction algo-

rithms. Furthermore, the extensive annotation

for E. coli61 enables sound and highly informed

interpretations of prediction results.
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1.3.3 Salmonella enterica

It is common to frown upon un- or undercooked

food and unboiled water or unwashed vegetables

and fruit. This is due to the fact that food borne

pathogens can occur in and on all of these types

of nutrition and liquids. A widespread pathogen,

responsible for the contamination of food and

water, is the Gram-negative, rod shaped enter-

obacterium S. enterica (see Figure 4). World

wide, over 2500 different types of S. enterica

have been characterized78.

Figure 4. The image shows a single cell of

S. enterica SL134479 taken with an electron

microscope. The image was supplied courtesy

of Prof. Dr. Kai Papenfort.

For the year 2000, 21.65 million S. enterica

induced cases of typhoid fever were estimated.

Of these, 216,510 were fatal80. A less disease

and strain specific view estimates the annual

number of Salmonella infections to be between

200 million and 1.3 billion78. Hence, S. enter-

ica has developed to be a model organism for

the study of bacterial pathogenesis in general.

In the RNA field S. enterica has also become an

important model for the in depth investigation of

bacterial RNA-based regulators. Several RNAs

well conserved throughout the Enterobacteri-

aceae have been most thoroughly characterized

in S. enterica81–88. A widely investigated strain

is S. enterica serovar Typhimurium LT2 that

has a circular chromosome with 4.86 Mb and a

single plasmid with 94 kilobases (Kb)89.

Pathogenicity is strongly driven by the Sal-

monella pathogenicity islands (SPI). These SPIs

are stretches of genetic information that encode

factors important for a virulent lifestyle. Com-

monly, they are acquired by horizontal gene

transfer90. The acquisition of such SPIs can

rapidly accelerate the evolution of bacteria and

can swiftly transform non-pathogenic bacteria

to dangerous pathogens91. Two central SPIs

in S. enterica are SPI-1 and SPI-2, which me-

diate invasion92,93 of host cells and intracellu-

lar survival94,95, respectively. Accordingly, a

dual RNA sequencing study on human cells

infected by S. enterica was able to show that

SPI-1 genes connected to invasion were down

regulated after successful host invasion, while

SPI-2 genes important for survival within the

host cell were up regulated96. Furthermore, the

major post-transcriptional regulators Hfq and

CsrA show pronounced binding in both SPI-1

and SPI-2, thus underlining the potential impor-

tance of these proteins for pathogenicity. These

findings are outlined in more detail in Chapter 8.

1.3.4 Sinorhizobium meliloti

The majority of the earth’s atmosphere is made

up of molecular nitrogen (N2)97. Even though
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it thus appears to be a plentiful resource, plants

cannot directly tap into this vast reservoir be-

cause N2 is a highly stable and inert molecule.

Since nitrogen is a central component of bio-

logical macromolecules and many secondary

metabolites, a limitation in its availability can

severely impact a plant’s growth98. To this end,

leguminous plants have formed symbioses with

rhizobial bacteria that are able to fix N2 under

application of the nitrogenase enzyme99. Al-

though the majority of these unions indeed form

between legumes and rhizobia, exceptions also

exist100,101. In the symbiosis, plants internal-

ize the bacteria into so called root nodules (see

Figure 5). Here, the plant supplies energy and

a microoxygenic environment for the bacteria

who in turn focus on fixing N2, which is made

available to the plant as ammonium (NH4
+).

While recent research is focusing on unveiling

the molecular details of these symbioses, the

general knowledge about the benefit of growing

leguminous plants as fertilizer in crop rotation

has been known for millennia102, even though

the exact reasons for the added value must have

been unclear to the farmers at the time. One of

the most intensely researched organisms form-

ing such a symbiosis is the Gram-negative bac-

terium S. meliloti, that has a genome size of

3.65 Mb. It also includes the two mega plasmids

pSymA and pSymB that have lengths of 1.35

Mb and 1.68 Mb, respectively103,104. S. meliloti

lives independently in soil or may specifically as-

sociate with certain plants105 but not with others.

Species of the genus Medicago are the common

counterpart in the investigation of the symbi-

otic interaction of S. meliloti with leguminous

plants106.

For the successful interplay of S. meliloti

with its plant host, close physical proximity and

gene products from both organisms are required.

Physical adjacency can be achieved through bac-

terial chemotaxis towards chemical attractants

released by the plant107.

Figure 5. The photograph shows a Medicago

sativa (Alfalfa) root nodule (red outgrowth on

white root) formed through the symbiosis with

the N2-fixing rhizobium S. meliloti. The picture

was taken and supplied courtesy of Dr. Marta

Robledo.

When the partners are close, the infection begins

with the plant sequestering flavonoids, which

are sensed by the bacterial cells. Upon sens-

ing the plant’s flavonoids, the bacteria induce

the production of Nod factors108. After this

primary signal exchange, calcium levels in the

host plant’s root hairs start oscillating109 and

the root hairs curl up thus encasing bacterial

cells110. In order to reach their final position in

the plant’s inner cortex, Nod factors and symbi-
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otic exopolysaccharides from the bacteria work

in concert with host gene products to form an

infection thread that serves as a path for the bac-

terial cells through the outer cell layers of the

plant’s root111.

Upon arrival at the final position within the

plant’s root cells, bacteria are enclosed by a host

membrane, which gives rise to a structure that

is called a symbiosome106. However, before

the bacterial cells can shift their focus towards

fixing N2 they need to differentiate into a modi-

fied cell type referred to as a bacteroid. Several

bacterial112 and plant113–115 derived genes are

required for this differentiation.

A central property for an N2 fixing envi-

ronment is a strongly reduced oxygen content,

because the nitrogenase enzyme can not prop-

erly function at high oxygen concentrations116.

One of the factors that may facilitate the estab-

lishment of a low oxygen environment in root

nodules are plant produced leghaemoglobin pro-

teins117. These proteins give root nodules their

characteristic red color (see Figure 5). Once

the process of root nodulation is complete, S.

meliloti has the ideal environment to commence

N2 fixation.

The importance of research conducted on

such associations becomes apparent when con-

sidering that the soybean is also a legume, which

forms root nodules together with the rhizobial

species Bradyrhizobium japonicum. Soybean

plays a central role in agriculture118, and un-

derstanding the molecular details of its lifestyle

is thus important. To this end, investigating

S. meliloti’s association with plant symbionts

can provide general insights into the nature of

rhizobium-plant symbioses.

The investigation of bacterial small RNA

regulators has also penetrated this field of re-

search119,120 and a small RNA (EcpR1) partici-

pating in the regulation of the cell cycle within

S. meliloti has been characterized. The study

highlighting these findings is presented in Chap-

ter 7.

1.3.5 Agrobacterium tumefaciens

In 2001, two research groups concurrently pub-

lished the full genome sequence of the Gram-

negative, soil dwelling plant pathogen A. tume-

faciens121,122. Unusually, it contains both a cir-

cular and a linear chromosome. These chromo-

somes have lengths of 2.84 Mb and 2.08 Mb,

respectively. Importantly, A. tumefaciens also

contains two plasmids, one of which is referred

to as the tumor inducing or Ti plasmid. This

plasmid is vital for virulence since it contains

the vir-genes that coordinate infection of plant

tissue123.

The infection has several central stages and

commences with A. tumefaciens sensing and mi-

grating towards plant attractants. While wound-

ed plant tissue has been strongly implicated

as a primary infection target, infection of un-

harmed plants has also been demonstrated124.

The host recognition is mediated by sugars, low

pH levels, low phosphate levels and plant de-

rived phenols125. The bacterial recognition sys-

tem is encoded by the virA, virG and chvG

genes. Both virA and virG are located on the

Ti plasmid while chvG is chromosomally en-
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coded. Upon sensing attracting signals, the

membrane bound VirA protein is phosphory-

lated and thereafter transfers the phosphate to

the VirG protein, which resides in the cytoplasm.

The ChvE protein, which is located in the bacte-

rial periplasm, can sense a wide range of diverse

sugar molecules and interact with the VirA/VirG

system and sensitize it126.

Figure 6. The image shows slices (one centime-

ter in diameter and four millimeters thick) of

a potato (Solanum tuberosum) infected with A.

tumefaciens bacteria on a water agar plate127.

The white growths on the slices are tumors

caused by the infection. The green color re-

turns to the originally beige slices because they

are subjected to a day-night cycle in the exper-

imental setup, which causes the plant material

to start producing chlorophyll. The picture was

taken and supplied courtesy of AG Narberhaus.

The phosphorylated version of VirG is capa-

ble of activating the expression of further vir

genes128, which will finally cause the transfer of

genetic material from the bacteria into the host

plant’s genome. This transfer DNA (T-DNA) is

also encoded on the Ti plasmid. During infec-

tion, the T-DNA is excised from the Ti plasmid

under application of the enzymes encoded at the

virD locus. The single stranded, excised T-DNA

is then coated and thus protected by VirE2 pro-

teins129. Finally, the gene products of the virB

and virD4 locus form a type 4 secretion system,

which provides a channel by which the T-DNA

can pass the organismic barrier130. After arriv-

ing in the host, the T-DNA is incorporated into

the plant genome and causes the production of

opines, which can be metabolized by the bac-

teria128. Infected plant materials show obvious

tumoral growths (see Figure 6).

Unlike S. meliloti (see Section 1.3.4), A.

tumefaciens is pathogenic and has a wide range

of potential hosts131. This property makes it

not only hazardous to agricultural crops132 but

also useful as a molecular tool for the produc-

tion of transgenic plants133. In line with this,

transformations of important agricultural crop

species have been attempted. Among others,

successful transformations have been achieved

with maize134, barley135, rice136 and potato137.

ATP-binding cassette (ABC) transporters

play a vital role in the life cycle of prokary-

otes. They aid in the transport of a wide range

of molecules such as vitamins, sugars, amino

acids and peptides138. The same holds true

for A. tumefaciens, where several ABC trans-

porters are controlled by a small RNA called

ABC transporter regulator 1 (AbcR1)139,140. An

initial study was able to identify three targets of

AbcR1139. Chapter 5 contains a follow up study

that vastly expands the regulon of AbcR1.
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1.4 Prokaryotic cis- and
trans-acting RNAs

Assuming an approximate setting in which an E.

coli culture starts with a single bacterial cell and

grows exponentially without encountering nutri-

ent limitations, about 44 hours need to pass until

the culture rivals the entire earth’s weight141.

Even though the planet is indeed densely pop-

ulated by bacteria, they are not overgrowing it

and this is due to the simple fact that nutrient

availability is limiting their growth. To over-

come such cues, prokaryotes have developed in-

tricate regulatory networks that modify the cells’

metabolism to the surrounding environment.

For a long time, proteins were considered as

the central overseers of these networks. How-

ever, for more than a decade now, high through-

put sequencing 14,142,143 and bioinformatics me-

thods144,145 have aided in the identification of

a plethora of functional prokaryotic non-coding

RNA (ncRNA) based regulators that perform

tasks equally as important as protein-based reg-

ulators. For some prokaryotic organisms, the

fraction of active transcriptional start sites (TSS)

ascribed to ncRNAs may be 40% or higher146.

The regulation imposed by these ncRNAs

is often performed after transcription of their

targets and is hence termed post-transcriptional

regulation. The targets are commonly mRNAs

and the regulative effect can have an influence

on an mRNA’s translation and/or stability. Sev-

eral straight forward advantages of such RNA-

based regulation are apparent. Firstly, post-

transcriptional regulation constitutes an addi-

tional layer of control allowing a more sensitive

adjustment of cellular metabolism. Also, a post-

transcriptional regulator can encompass a regu-

lon that is not directly connected at the transcrip-

tional level81. Secondly, RNA-based regulators

can be produced faster than protein-based reg-

ulators147. Furthermore, a lag in response time

can be circumvented by post-transcriptional reg-

ulation, since direct repression of target tran-

scripts prevents continuous production of pro-

tein products that are no longer appropriate for

the changed environmental conditions. Low

metabolic cost of RNA-based regulation has also

been suggested as an advantage, but the impact

of this has been challenged25,148. Finally, it has

also become clear that RNA-based regulators

can help avoiding negative effects of leaky tran-

scriptional gene regulation149. Initial studies fo-

cused on E. coli150–153, and Salmonella154 but

numerous further prokaryotes have since under-

gone similar characterization120,142,146,155–163.

One class of RNA-based regulators are cis-

antisense RNAs (asRNAs). The first functional

asRNA mechanism was discovered on the bac-

terial ColE1 plasmid164. Since then, it has been

established that asRNAs also occur chromoso-

mally both in prokaryotes165 and eukaryotes166.

They are known as cis-asRNAs due to the fact

that they are encoded on the opposite DNA

strand but at the same locus as their target. Cis-

asRNAs are widely distributed in prokaryotic

organisms and have various functions such as

transcriptional termination or translational con-

trol165. These functions are performed through

the asRNAs’ interactions with their targets via

direct base pairing. An example of such an

Page 11 of 169



mRNA-asRNA interaction is the IsiA-IsrR pair

from Synechocystis sp. PCC 6803. If both

RNAs are present at the same time, an RNA du-

plex forms which is subsequently degraded167.

Cis-acting RNA elements must, however,

not necessarily be encoded on a different tran-

script. Riboswitches for instance are encoded

on the same mRNA that they regulate168,169.

Upon encountering specific metabolites, these

riboswitches can change their structure and thus

perform regulation. Depending on the ribo-

switch’s structure, translation of an mRNA may

be activated or deactivated. Similarly, RNA ther-

mometers can sense temperature by changing

their conformation in a temperature dependent

manner and adjust whether an mRNA is trans-

lated or not by forming structures that render

the ribosome binding site (RBS; also known as

Shine-Dalgarno sequence170) accessible or in-

accessible171–173.

Further important members of the prokary-

otic ncRNAs are trans-acting small RNAs (sR-

NAs)23,25. They can be considered as func-

tional analogs of eukaryotic microRNAs (miR-

NAs)174,175, and like their eukaryotic counter-

parts also use an initial seed base-pairing mech-

anism to mediate the interactions with their tar-

gets176,177. On an evolutionary scale, miRNAs

and sRNAs appear to have originated more re-

cently25,178. Prokaryotic sRNAs are between

50 and 500 nucleotides long and act by form-

ing imperfect RNA-RNA duplexes with their

target mRNAs. Many organisms employ the

RNA chaperone Hfq to facilitate RNA-RNA in-

teractions179 (see Section 1.5.1 for a detailed

description of this protein). Their targets are

usually encoded at different loci, which is why

this group of regulators is classified as trans-

acting in contrast to the previously mentioned

cis-acting elements.

Figure 7. The figure shows two modes of action

that have been reported for prokaryotic sRNAs

(orange). Figure a depicts the negative regula-

tion where an sRNA may bind to an mRNA’s

ribosome binding site (RBS, blue) and thus pre-

vents binding of the small ribosomal subunit

(30S). This inhibits translation initiation. In

some cases, subsequent degradation of the RNA-

RNA duplex by RNases (brown) follows in a

process termed coupled degradation. Figure b
shows how an sRNA can activate an mRNA tar-

get by breaking up intramolecular base pairs and

rendering the RBS accessible for the small ri-

bosomal subunit. The coding DNA sequences

(CDS) are colored in green and the 5’ and 3’

untranslated regions (UTR) are colored in black.

Start- and stop-codons are colored in blue.
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However, sRNAs acting on cis-encoded targets

as well as on trans-encoded targets have also

been reported180,181. The majority of sRNAs

studied to date are encoded in intergenic regions

of prokaryotic genomes and are transcribed as

individual units. This notion has since been ex-

tended by the results of a study investigating

Hfq bound transcripts. The authors were able to

show that 3’untranslated regions (3’UTR) can

also be the source of functional trans-acting

sRNAs182.

Canonically, sRNAs base pair with the 5’un-

translated region (5’UTR) of a target mRNA,

but sRNA binding deep within coding DNA

sequences (CDS) has also been observed183–185.

Furthermore, archaeal sRNAs have been shown

to exert their functions by binding to the 3’UTR

of their target mRNAs186. The more common

RNA-RNA interactions in the 5’UTR often oc-

cur in close proximity to the start codon or the

RBS, which is situated upstream of the start

codon (see Figure 7). Since both an accessible

start codon and RBS are pivotal for translational

initiation11 their occlusion impedes efficient pro-

tein synthesis from a target mRNA. In fact, it

has been shown that initiating ribosomes will

cover the mRNA from nucleotide -21 (± 2) to

+18 (± 1) with respect to the position of the start

codon187. Clearly, blockage of this area by other

factors such as sRNAs interferes with ribosome

binding. This process is known as translational

silencing. An sRNA driven inhibition of mRNA

translation can also be achieved by blockage of

ribosome standby sites188,189, translational en-

hancers81,190 or upstream open reading frames

(ORF)191. Furthermore, negative regulation of

targets may occur or be enhanced via sRNAs

flagging mRNAs for degradation by RNases192

similar to the previously discussed asRNA case

of IsiA-IsrR167 (see Figure 7a). The process

in which paired RNAs are digested, is called

coupled degradation193.

Less common but also prevalent are cases

in which sRNAs positively regulate target mR-

NAs194–196. Here, an mRNA may have formed

an intramolecular structure that renders the com-

ponents important for translational initiation in-

accessible. The interaction with the sRNA then

allows these structures to resolve and translation

can commence (see Figure 7b). A positive ef-

fect of sRNAs binding to their targets can also

be exercised by increasing a target RNA’s sta-

bility197,198, for instance by preventing RNase-

based cleavage.

Bacterial sRNAs can furthermore act as cel-

lular fishing-rods that sponge or trap target mo-

lecules by direct interaction. In this capacity,

the CsrB RNA can titrate CsrA proteins and

thus impose a regulatory effect199–201. The 6S

RNA is also a well studied, RNA-based trap

of the σ70 associated RNA polymerase holoen-

zyme202. By trapping σ70 linked RNA poly-

merases it represses the transcription from pro-

moters that have a preference for this σ -factor,

thus enhancing transcription from promoters

favoring σS 25,203–205. RNA-RNA interaction

based target titration has also been shown206–208.

While sRNAs are generally classified as non-

coding transcripts, there are also reports on dual

action sRNAs, which act by direct base pairing
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to target mRNAs and additionally contain an

ORF, which is translated into a protein209. Re-

cently, such RNAs that encode small proteins

are gaining increased attention210–213.

Prokaryotic trans-acting sRNAs are known

to regulate many molecular pathways includ-

ing virulence214,215 and often represent regu-

latory hubs for specific pathways such as cel-

lular amino acid metabolism81,87,216,217, sugar

metabolism149,218,219, iron homeostasis191,220

and photosynthesis75. Hence, their overall influ-

ence on cellular networking can be compared to

that of globally acting transcription factors (TF),

except that they act at the post-transcriptional

level, instead of directly influencing whether

RNA molecules are initially transcribed or not.

However, since many sRNAs have been shown

to post-transcriptionally regulate mRNAs that

code for TFs they can also indirectly affect tran-

scriptional regulation77,84,87,183,191,221–223. A re-

cent study was furthermore able to establish a

direct connection between sRNAs and transcrip-

tional antitermination224. The authors showed

that sRNAs are capable of stimulating full length

mRNA synthesis by specifically binding the

5’UTRs of target mRNAs, which directly in-

terferes with Rho-mediated225 transcriptional

termination.

In the following sections several specific en-

terobacterial sRNAs and their functions will

be discussed. These sRNAs represent a sub-

set of the input for the benchmark conducted

in Chapter 4 in which the performance of the

novel sRNA target prediction algorithm Copra-

RNA77,226 is compared to other approaches.

1.4.1 FnrS

The transition from aerobic to anaerobic life-

styles requires extensive rewiring of active cel-

lular production. For example, the products of

genes such as sodA, which is responsible for

the depletion of cellular levels of superoxide

(O2
-)227, can be reduced in anoxia since a signif-

icant amount of superoxide is mostly generated

when cells grow in oxygenic environments228.

On the transcriptional side, this restructuring

is in part performed by the fumarate nitrate

reductase (FNR) regulator229, which is able to

directly sense the local oxygen concentration230.

However, even though initial studies were able

to link FNR to the restructuring229,231,232, a reg-

ulation solely performed by FNR did not seem

to explain all aspects of the bigger picture233.

Light was shed into the dark by the discov-

ery and characterization of the FNR-regulated

sRNA (FnrS), which participates in reprogram-

ming of cellular protein biosynthesis during the

transition to anoxic conditions by exerting its

function on the post-transcriptional level233,234.

Indeed, as the name suggests, FnrS is transcrip-

tionally activated by FNR and only abundant

during anaerobic growth. This approximately

120 nucleotide long sRNA is well conserved

within enterobacteria and thus can be found in

species such as E. coli, S. enterica and Yersinia

pestis235. FnrS was first discovered, and origi-

nally named RydA, in a comparative genomics

study, where its expression could, however, not

be confirmed150, probably due to its anaerobic

expression pattern. Later studies proved its ex-

istence233 and direct association with the Hfq
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protein in vivo236. Two independent and simul-

taneous microarray and proteomics driven stud-

ies in E. coli described the first known direct

FnrS targets233,234 and thus helped in finding

the missing link between the FNR protein and

some of its indirect target RNAs.

1.4.2 GcvB

Amino acids play a central role for all living

organisms as building blocks for proteins. Thus,

a shortage of amino acids can lead to strongly

impaired growth of bacterial cells237. Further-

more, amino acids can be utilized as nitrogen

and carbon sources. However, when certain

prokaryotic cells enter exponential growth in

nutrient rich media, the uptake and production

of amino acid molecules is repressed190. On the

post-transcriptional level, this global regulation

of amino acid metabolism is performed by the

approximately 200 nucleotide long, Hfq depen-

dent glycine cleavage B (GcvB) sRNA, which is

widely distributed in gammaproteobacteria235.

Originally identified in E. coli and shown to be

regulated by the GcvA and GcvR proteins238,

the majority of RNA targets to date have been

confirmed in S. enterica81,87. However, many

of these GcvB target interactions are most likely

conserved and there are even examples of tar-

gets that have been experimentally confirmed

for both E. coli and S. enterica. These targets

are the sstT 87,217 and cycA87,216 mRNAs. On

the other hand, certain interactions like GcvB-

STM435181 appear to be more organism spe-

cific77. Early studies were able to identify an

accessible GU-rich linker region 1 (R1) as an

important domain for target repression. Using

this R1 domain, GcvB represses its targets by

either blocking Shine-Dalgarno or translational

enhancer sequences81,190. Follow up studies

extended the GcvB regulon to further mRNA

targets in S. enterica and E. coli87,190,239,240.

Among these targets are the transcription fac-

tor mRNAs encoded by the lrp87, phoP240 and

csgD239 genes. All studies combined make

GcvB the sRNA with the currently largest known

direct post-transcriptional network. Interestingly,

GcvB itself can be repressed by other RNAs via

an “anti-sRNA” pairing mechanism206,207. One

of these anti-sRNAs is SroC, which is encoded

between the gltI and gltJ genes and emerges

as a stable RNA fragment when mRNA from

the gltIJKL locus is degraded. SroC reduces the

half-lives of GcvB molecules to under 2 min-

utes241 in an RNase E dependent manner206.

Finally, GcvB represents the archetype of

an sRNA for which targets predictions are suc-

cessful, as can be seen in the benchmark perfor-

mance presented in Chapter 4.

1.4.3 RyhB

Iron is a vital cofactor for many proteins. For the

previously mentioned transcriptional regulator

FNR for instance (see Section 1.4.1), the abil-

ity to sense oxygen concentration strongly de-

pends on an iron-sulfur cluster associated with

the protein230. However, certain proteins are

more important than others and cells encounter-

ing iron scarcity need to repress the production

of less crucial iron-containing proteins to main-

tain appropriate levels of iron-binders that are
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essential for survival. On the other hand, ex-

cess iron can cause damage to the cell by aiding

in the formation of reactive oxygen species242.

Both situations serve to illustrate that cellular

iron levels need to be tightly regulated to pre-

vent toxic effects while also maintaining the

functionality of systems requiring iron. Tran-

scriptionally, the ferric uptake regulator (Fur)243

performs regulation of at least 90 genes in E.

coli244. Many Fur targets are repressed dur-

ing iron availability, by iron bound Fur directly

associating with so called Fur boxes in regu-

lated promoters. Binding of Fur subsequently

prevents transcription245. When iron becomes

scarce, iron is released from Fur and Fur driven

repression is lifted. Positive regulation by Fur

was also observed, but due to the absence of

Fur boxes in the promoters of these genes the

activation was deemed indirect or at least non-

canonical246,247.

Indeed, a 2002 study in E. coli discovered

that the Fur repressed, 90 nucleotide long sRNA

RyhB is a post-transcriptional regulator of iron

homeostasis and hence commenced to shed light

into the thus far puzzling Fur network248. The

authors of this study were able to show that

RyhB negatively regulates iron related genes

such as fumA249 or sodB250 during iron scarcity.

RyhB, which was originally found a year

earlier150 is well conserved within proteobac-

teria and requires Hfq for its activity248. In

the fifteen years since its discovery numerous

studies191,193,220,251–262 have contributed to the

ever expanding knowledge on the regulon of

this sRNA and have shown that RyhB is not

only capable of target repression but that it also

directly and indirectly activates195,220,254,261 tar-

gets that are important when iron needs to be

scavenged from the surrounding environment.

Of note, RyhB is also able to directly repress

its own repressor, Fur, by targeting an upstream

ORF191.

Given the previously explained importance

of tight iron availability regulation, it comes as

no surprise that other organisms have evolved

functional analogs of RyhB to regulate iron ho-

meostasis. Among these are the PrrF RNAs in

Pseudomonas aeruginosa263, the FsrA RNA in

Bacillus subtilis264,265 and the IsaR1 RNA in

Synechocystis sp. PCC 6803159.

1.4.4 Spot42

Catabolite repression is a text book example

for bacterial physiology and gene regulation. It

is the umbrella term for the process in which

cells regulate which carbon source to consume

first if confronted with several different options.

For example, the availability of glucose will re-

press the uptake of alternative sugars in E. coli,

since glucose is favorable266. Central players

in this circuitry are the small molecule cyclic

adenosine monophosphate (cAMP), the cAMP

receptor protein (CRP) and a roughly 110 nu-

cleotide long sRNA called Spot42 (see Figure 8)

which is transcribed from the spf (spot forty

two) locus. CRP, in concert with bound cAMP,

activates the expression of genes required for the

uptake of several non-preferred carbon sources.

Examples include xylF for the uptake of xy-

lose267 and mglB for the uptake of galactose268.

Page 16 of 169



Furthermore, transcription from the spf locus is

repressed by CRP-cAMP269. However, since

cAMP and CRP levels decrease in the pres-

ence of glucose270,271, the activation of loci for

the use of non-preferred carbon sources is abol-

ished and the repression of the spf locus is lifted.

Consequently, the Spot42 sRNA is amply tran-

scribed in the presence of glucose272. For a

long time the specific function of this widely

conserved, Hfq dependent218,235,273 sRNA re-

mained nebulous, and initial attempts to charac-

terize the transcript’s role naturally suggested

that it may encode a protein274.

Figure 8. The figure shows the structure of the

Spot42 sRNA of E. coli adapted from149,218. I,

II and III highlight the regions of Spot42 that

have been found to be important for target recog-

nition. Positional numbering within the sRNA

is also shown.

The first direct target of Spot42 identified

was the galK mRNA. Here, Spot42 prevents ri-

bosomes from binding to the Shine-Dalgarno se-

quence of the galK unit of the galETKM mRNA,

causing discoordinate expression of this poly-

cistronic mRNA218. This means that even though

the proteins encoded on the galETKM operon

are translated from the same mRNA they are not

produced in equal quantities. However, galK re-

mained the only known Spot42 target for nearly

a decade. A microarray driven study in 2011

changed this and vastly expanded the known

regulon of Spot42, thus cementing its role as a

global player in the regulation of carbon meta-

bolism149. The same study was also able to

show that Spot42 employs three of its acces-

sible regions (I, II and III) to bind target mR-

NAs (see Figure 8). The authors also found that

Spot42 is involved in a coherent, multi-output

feed-forward loop275 together with the previ-

ously mentioned CRP, since many targets re-

pressed by Spot42 are activated by CRP, and

CRP in turn also represses Spot42 transcription.

A follow up study employing computational tar-

get predictions was able to further extend the

known Spot42 regulon219.

Non-canonical target repression by the Spot-

42 sRNA has also been reported. In an ele-

gant experimental setup, which allowed a de-

tailed mechanistic dissection of the interaction

of Spot42 with the sdhC mRNA, Desnoyers and

Massé276 were able to show that the sRNA does

not cause target repression itself, but it is rather

involved in recruiting Hfq, the factor responsi-

ble for direct translational inhibition by blocking

the translational initiation region.

Next to the E. coli variant, a Spot42 homolog

that shares 84% identity with its E. coli counter-
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part has recently been investigated in Aliivibrio

salmonicida277. An additional Spot42 target,

the mglB mRNA, has been described in S. enter-

ica (see Chapter 8).

1.5 RNA binding proteins

The impact of RNA molecules beyond the func-

tion of mere messaging has been soundly es-

tablished in the scientific community278. How-

ever, due to the aim of classifying RNA-based

functions and networks in more detail, some

focus has again turned to specific proteins that

directly interact with RNA molecules. These

RNA binding proteins (RBP) directly bind target

RNAs to exert their functions279 and the abun-

dance and diversity of proteins with RNA bind-

ing capacity may be higher than currently as-

sumed280,281. The binding is mediated by RNA

motifs to which the proteins specifically attach.

These motifs can be sequence based, but may

also contain structural RNA components282,283.

RBPs have been functionally linked to processes

such as alternative splicing284, RNA-RNA inter-

action179,285, and RNA stability286.

The currently common wet-lab methods for

detecting RNA-protein interactions on the ge-

nomic scale are referred to as crosslinking im-

munoprecipitation (CLIP) techniques287–290. Ini-

tially applied in studies on eukaryotes, these

methods have now been extended to prokary-

otes201,207.

The following two sections provide a more

detailed description of the bacterial RNA bind-

ing proteins Hfq and CsrA, for which CLIP-

based genome wide binding maps were retrieved

and analyzed in the work presented in Chapter 8.

1.5.1 Hfq

Historically, the Hfq protein was identified as a

factor important for the infection of E. coli cells

by the RNA bacteriophage Qβ , and its nam-

ing – host factor Qβ – also originates from the

primary characterization291. In the many years

since this initial study from 1968, the knowledge

about the importance of the Hfq protein for E.

coli itself has been ever increasing, and its role

as a global player in post-transcriptional regula-

tory networks is now well-established179,201,292,

also beyond the context of E. coli.

Figure 9. Two angles (a, b) of the three di-

mensional crystal structure of the E. coli Hfq

protein293 retrieved from the RCSB Protein

Data Bank294,295 and visualized with JavaScript

Protein Viewer (PV)296. The proximal and the

distal face are indicated in b. The colors high-

light the individual domains of the protein.

Hence, bacteria that have lost their ability to

produce Hfq proteins, can show defects in motil-

ity, secondary metabolite production and their

response to stress. Virulent strains may even

show loss of pathogenicity297–300. In contrast,

the absence of Hfq does not show such obvious

effects in all species. In Staphylococcus aureus
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for instance, hfq null mutants appeared to be no

different from wild type301.

Several crystal structures of Hfq from dif-

ferent organisms have been published293,302–309,

all confirming a homohexameric protein that is

comparable to the shape of a dough nut (see

Figure 9) and exhibits similarity to eukaryotic

Sm310 (for Stephanie Smith311) and Sm-like312

RNA binding proteins313,314.

Hfq is a vital RNA chaperone that mediates

RNA-RNA interactions in many organisms179,

but interestingly shows little to no RNA affinity

in others and may thus fulfill different purposes

in distinct species309,315,316. Next to its role

as an RNA-RNA interaction mediator, Hfq has

been shown to have a function in the control of

RNA stability. In this context, Hfq can protect

RNA molecules from RNase degradation179, but

may conversely also enhance the RNase driven

degradation of specific RNA species193,317–319.

This function can also be exerted by Hfq de-

pendent recruitment of the poly(A) polymerase

enzyme to RNA targets for subsequent cleavage

via an exoribonuclease320.

For the Hfq variants with strong RNA affin-

ity, researchers were initially confronted with

a curious conundrum. Experiments analyzing

the half lives of Hfq-RNA complexes were able

to show that these complexes are stable and ex-

hibit low dissociation rates321–323. Furthermore,

the cellular pool of available Hfq proteins can

limit sRNA activity324. However, Hfq has been

shown to act as an in vivo facilitator of RNA-

RNA interactions in many cases197,219,325–328,

and the cellular responses to stress, mediated by

such RNA-RNA interactions are often fast193,329.

This seemingly contradictory experimental evi-

dence has since been resolved by the suggestion

of an experimentally supported model in which

RNA is actively cycled on Hfq330. In this model,

different RNA molecules compete for the bind-

ing sites on the Hfq protein, consequently dis-

placing each other and thus shifting the reaction

times to the appropriate temporal frame that is

important for the correct functionality of RNA-

RNA interaction networks in vivo.

The three binding faces of Hfq are referred

to as the distal, the proximal and the lateral

face, which is also known as the rim (see Fig-

ure 9). The distal face has a preference for A-

rich RNA sequences containing ARN (adenine,

purine, any nuleotide) motifs302, the proximal

face preferably binds Us307, and the lateral rim

of the protein has been shown to interact with

UA-rich RNA sequences331,332. Variants of the

Hfq protein in different species can include un-

structured regions of consecutive amino acids at

the carboxyl ends of the protein333–336. While

certain functional links have been established,

the exact global functions of these diverse C-

terminal tails in different species are still partly

elusive335,337–339.

Original studies aimed at finding RNA part-

ners of the Hfq protein used co-immunopreci-

pitation (coIP)182,236,340,341, which is, however,

not able to detect the precise interaction position

between RNA and Hfq on the transcript. More

recently, the application of CLIP to pathogenic

E. coli207 and S. enterica201 has circumvented

the limitations of plain coIP and is able to de-

Page 19 of 169



tect Hfq binding sites on target RNAs at single

nucleotide resolution (see Chapter 8).

1.5.2 CsrA

Like Hfq, the homodimeric carbon storage re-

gulator A (CsrA) is an RBP of global impor-

tance for prokaryotic organisms200,342,343. CsrA

is widespread in the prokaryotic phylum344,345

and next to the enterobacterial variants346,347,

homologs of this protein can also be found in

other genera such as Erwinia348,349 and Pseu-

domonas350,351 where they are referred to as

repressor of stationary-phase metabolites (Rsm)

proteins.

Similar to sRNAs, CsrA proteins canoni-

cally act as post-transcriptional regulators of

gene expression by directly binding to target

RNAs. Binding can occur in 5’UTRs, CDS

and 3’UTRs201,352. CsrA binds RNAs by rec-

ognizing sequence and structure motifs in its

targets. Specifically, it has been found that

CsrA has strong affinity for GGA-motifs. The

crucial role of the GGA-motif for CsrA target

recognition has been confirmed by SELEX353

(systematic evolution of ligands by exponential

enrichment)354 and genome wide CLIP exper-

iments (see Chapter 8). The aforementioned

studies were also able to establish a structural

motif. Both found that the GGA-motifs were

predominantly located within the loops of CsrA

bound hairpin structures.

When bound to a target RNA, CsrA can exert

positive and negative effects on the protein out-

put of specific mRNAs. Just like sRNAs, CsrA

commonly interferes with translation initiation.

It can bind and occlude the Shine-Dalgarno se-

quence of its target and thus interfere with ri-

bosome binding. Examples of such targets di-

rectly inhibited by CsrA are the E. coli cstA342,

glgC355, nhaR356, and hfq357 mRNAs as well

as the Salmonella hilD mRNA358. Interestingly,

CsrA negatively autoregulates the translation

of its own mRNA by the same mechanism359.

Furthermore, CsrA can destabilize its target mR-

NAs as reported for the pgaA transcript in E.

coli360. Not as common in the current litera-

ture but also studied and partially confirmed are

examples of direct, positive CsrA mediated reg-

ulation361–364.

The first investigations of the CsrA protein

in E. coli showed that it has a role in the regu-

lation of glycogen metabolism, which also led

to its naming346. Since this initial report on

CsrA, further functional roles in many different

organisms have become apparent. Among these

are regulation of pathogenesis in Salmonella358,

Helicobacter pylori365 and E. coli366, biofilm

formation in E. coli360, cell motility in B. sub-

tilis367, E. coli361 and Campylobacter jejuni368

and quorum sensing in the human pathogen Vib-

rio cholerae369, to name a few.

The function of E. coli CsrA is negatively

regulated by the sRNAs CsrB and CsrC, which

both contain multiple CsrA binding sites (eigh-

teen and nine, respectively), and are thus able to

effectively titrate CsrA proteins. Hence, overex-

pression of these sRNAs can activate pathways

which are usually down regulated by CsrA199,370.

CsrB and CsrC are in turn negatively regulated

by a protein called CsrD, which flags them for
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RNase E mediated degradation371. Furthermore,

a recent study has shown cAMP-CRP mediated

transcriptional repression of csrC in E. coli372.

Given its central role in pathogenicity373,

CsrA has been suggested as a potential target

for antimicrobial agents374.

1.6 RNA interactions

Analogous to DNA, RNA molecules also al-

low for base pairing when complementary nu-

cleotides are present. While T pairs with A

and G pairs with C in DNA, A pairs with U

and G can pair with C or U in RNA. Further

pairs with the Inosine nucleotide are possible in

vivo375–377, but they are not considered in the

work presented here. An RNA’s set of base pairs

defines its secondary structure. This structural

model is two dimensional. Extended comple-

mentarity leads to the formation of stacked base

pairs and thus to stable RNA duplexes. These

duplexes may form within a single molecule

of RNA or between distinct RNAs. The for-

mer are referred to as intramolecular interac-

tions. This type of interaction produces a struc-

tured RNA that is composed of a set of loops

as illustrated in Figure 10. These two dimen-

sional secondary structures alone do, however,

not completely represent the biologically active

three dimensional conformation of any given

RNA, since they do not consider factors such as

crossing base pairs (i.e. pseudoknots). Pseudo-

knots are often omitted in secondary structure

prediction due to the increased computational

cost attached to their inclusion. In fact, it has

been shown that consideration of pseudoknots in

RNA secondary structure prediction represents

an NP-hard problem378. However, the validity

of secondary structures without crossing base

pairs for biological modeling is widely accepted

and much easier to predict than the entire three

dimensional conformation379.

The first efficient algorithm to predict sec-

ondary structures of RNA molecules was intro-

duced by Ruth Nussinov and colleagues, and

performs a dynamic programming based maxi-

mization of base pairs in O(n3) time and O(n2)

space complexity, where n represents the num-

ber of nucleotides in the RNA sequence380.

Typically, this maximization strategy does

not give rise to structures that appropriately rep-

resent the in vivo or in vitro active conforma-

tion of an RNA. To this end, energy-based ap-

proaches have been developed, which are more

successful in predicting accurate secondary struc-

tures by utilizing the so called nearest neighbor

energy model. This model, scores the energy

contribution of a structural component based on

its immediate context. Specifically, base pair

stacks have a stabilizing effect and contribute

negative energy scores to an RNA’s secondary

structure. Conversely, stretches of unpaired nu-

cleotides within structured regions (e.g. hairpin

loops, bulges) cause destabilization and thus

contribute positive energy scores. In summary,

the overall energy of an RNA structure is the

sum of the energy contributions of its individ-

ual components. The energies for the different

structural components have been measured ex-

perimentally381–383. The unit of measure for the

energy values is kilocalories per mol (kcal/mol)
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where lower energies imply more stable struc-

tures. Given this background, an optimal RNA

secondary structure can be predicted algorith-

mically with dynamic programming that min-

imizes the overall energy and thus gives rise

to the minimum free energy (mfe) structure in

O(n2) space and O(n3) time complexity384.

Figure 10. The figure shows the loop types an

RNA’s secondary structure can be composed of

for an imaginary RNA sequence. Single exam-

ples of the possible loops are marked; a indi-

cates a bulge-loop; b indicates a multi-loop; c
pinpoints an interior-loop; d shows two stacked

base pairs; e indicates a hairpin loop.

RNA folding based on free energy minimiza-

tion has been implemented in programs such as

RNAfold385 and mfold / UNAFold386,387.

One of the most intensely studied structured

RNAs is transfer RNA (tRNA), that forms a

characteristic clover leaf-like secondary struc-

ture388,389. The structure is often vital for an

RNA’s correct functionality, as visible in the

tRNA clover leaf’s accessible anticodon, which

is important for correct codon recognition on the

mRNA during translation. Prokaryotic sRNAs

also fold into secondary structures, which ren-

der specific portions of the molecule accessible.

These unfolded regions can, like for tRNA, be

important for the correct recognition of target

RNAs (see accessible regions I, II and III of the

Spot42 sRNA in Figure 8).

Such intermolecular or RNA-RNA interac-

tions will be the focus of the following para-

graphs, where an outline of central points and

different types of algorithms that attempt in sil-

ico RNA-RNA interaction prediction will be

given.

1.6.1 Central aspects in RNA-RNA
interactions

As outlined earlier (see Section 1.2), two strands

of complementary DNA can form anti-parallel

duplexes, which run from 5’ to 3’ on one strand

and from 3’ to 5’ on the other. The same logic

holds for RNA molecules and hence the as-

sumption that base pair complementarity is the

only factor ruling whether RNA molecules can

interact seems initially reasonable. However,

while such complementarity is the foundation

for every RNA-RNA interaction it is not the

only vital component. One of the additional

components are the previously mentioned in-

tramolecular structures that are established be-

fore the distinct interacting RNAs come into

close contact with each other. A simple exam-

ple employing the hypothetical RNA sequence

5’-CCCCCCCCCCGGGGGGGGGG-3’ a read-

ily serves to outline how neglecting or consid-

ering intramolecular base pairing can lead to

strongly differing duplex predictions. Without

aBy definition, RNA sequences are written in 5’ to 3’

direction.
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Figure 11. The figure shows RNA-RNA du-

plexes produced by two types of predictors

for a pair of RNAs with the sequence 5’-

CCCCCCCCCCGGGGGGGGGG-3’; a repre-

sents the duplex prediction returned by the

RNAhybrid webserver390; b shows the duplex

as predicted by the IntaRNA webserver226 ex-

tended by potentially present intramolecular in-

teractions. The black pipe characters indicate in-

termolecular base pairs, while the colored brack-

ets represent intramolecular interactions. The

two respective RNA molecules are colored or-

ange and blue.

consideration of intramolecular folding a per-

fect duplex can be predicted. This scenario is

depicted in Figure 11a. However, the assump-

tion that an RNA molecule of this sequence does

not fold is highly implausible. It is more likely

to assume that a small hairpin structure with

a stable G-C stem (arcs in Figure 11b) and a

small accessible loop has developed before two

RNAs of this type start interacting. In line with

this, a more realistic model will only predict

the accessible nucleotides to interact, as shown

in Figure 11b. Algorithms for RNA-RNA in-

teraction prediction are divided into two major

classes based on whether they account or do not

account for intramolecular base pairs. In vivo,

additional factors such as temperature, chemi-

cal environment, small ligands168,169 and RNA

binding proteins391,392 may influence an RNA’s

structure. Chapter 8 outlines how RNA binding

protein data for the enterobacterial Hfq protein

can be utilized to improve genome wide target

prediction for bacterial sRNAs.

1.6.2 RNA-RNA interaction prediction
without accessibility consideration

Many of the early approaches that attempted

to predict RNA-RNA duplexes, neglected in-

tramolecular base pairs. However, even in this

class of predictors a line needs to be drawn

between purely sequence-based and structure-

based approaches. The sequence-based mod-

els search solely for complementarity. To find

stretches of consecutive complementary bases

the basic local alignment search tool (BLAST)393

algorithm is a good initial approximator. BLAST

is, however, limited to the standard Watson-

Crick base pairs between G-C and A-U and

will not consider the G-U wobble pair. This

limitation is circumvented by the GUUGle algo-

rithm394. Since these solutions basically repre-

sent local alignments they naturally inherit the

possibility to asses the statistical significance

of a predicted interaction395. Yet, the lack of a

thermodynamic energy model limits the appli-

cability of these solutions when looking for a

biologically relevant RNA-RNA duplex. Never-

theless, sequence-based approaches can be use-
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ful by reducing the search space for more com-

plex algorithms. TargetRNA is an algorithm that

includes both a sequence-based and an energy-

based model396. The sequence-based model ap-

plies a scoring scheme that is comparable to that

used by Smith and Waterman for local align-

ments397. TargetRNA’s sequence-based scor-

ing scheme furthermore favors Watson-Crick

pairs and penalizes loops within the predicted

interaction site. In the energy-based model of

TargetRNA the scoring attempts to minimize

the free energy of the RNA-RNA interaction.

RNAhybrid390,398, an approach that was devel-

oped to predict eukaryotic miRNA targets and

is also applied in duplex prediction for bacte-

rial sRNAs399, also uses energy-based scoring.

The prediction strategy follows the same rules

that have been established for intramolecular

structure prediction (see Section 1.6) and the

basic components that need to be considered

are also the different loop types (see Figure 10).

Likewise, energy is measured in kcal/mol and

the individual energy contributions stem from

the same database381–383. Also, lower inter-

action energies reflect more stable RNA-RNA

interactions. Long interior loops can signifi-

cantly increase the computational complexity

for RNA-RNA interaction predictions and hence

TargetRNA and RNAhybrid both restrict the

maximum length for these structural elements.

RNAplex400 also uses energy-based scoring for

RNA-RNA interaction prediction but differs from

the two previously mentioned approaches in its

handling of long internal loops and bulges. In-

stead of setting a fixed threshold for the length

of internal loops, it employs an affine function to

score them. A central limitation of approaches

not considering the intramolecular structures of

the interaction partners are disproportionately

long duplex predictions. RNAplex attempts to

tackle this problem by introducing a penalty for

every nucleotide in the interaction.

In summary, the approaches neglecting in-

tramolecular RNA structures represent a sensi-

ble initial approximation of in vivo RNA-RNA

interactions. Especially the variants that include

a thermodynamic model can certainly be re-

garded as a step towards a more realistic sce-

nario, since they allow the consideration of tem-

perature. In vivo, the temperature of the en-

vironment can play an important role for cel-

lular dynamics and molecular structure. This

is apparent for RNA thermometers171–173, bio-

membranes401 and for proteins402. RNA-RNA

interactions follow the same principle and du-

plex predictions may have to be performed at

high temperatures for organisms like thermo-

philes, which live in hot environments403, to

return meaningful results.

1.6.3 RNA-RNA interaction prediction con-
sidering intramolecular base pairing

Even though the previously mentioned RNAplex

algorithm includes a penalty for every nucleotide

in the interaction, and thus attempts to prevent

overestimation of RNA-RNA duplex lengths,

it does not specifically address intramolecular

structures of the putatively interacting RNAs.

The example in Figure 12 shows how neglecting

the accessibility of RNAs within the predictive
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Figure 12. The figure shows three conceivable

RNA-RNA duplexes for the GcvB sRNA (blue)

and its target argT/STM2355 (orange); a shows

the experimentally confirmed in vivo interac-

tion81; b depicts a putative duplex that may have

been predicted without considering the accessi-

bility of GcvB and argT; c shows the interaction

as predicted by the accessibility-based IntaRNA

webserver226. The black pipe characters indi-

cate intermolecular base pairs. The figure is in

part adapted from Backofen, 2014404.

model can lead to overly long and consequently

wrong duplex predictions when compared to

experimental data from the wet-lab. For this

reason, state of the art predictions consider how

accessible the putatively interacting RNA re-

gions are, and penalize interaction predictions

between regions that appear to be entangled in

intramolecular structures144.

The following sections cover two common

accessibility-based approaches. These are based

either on concatenation or specific calculation of

the accessibilities for the supposedly interacting

RNAs.

1.6.4 Concatenation-based approaches

A plausible solution towards consideration of in-

tramolecular structures within RNA-RNA inter-

action prediction are concatenation approaches.

These algorithms predict interactions by first ar-

tificially fusing the RNAs to a single sequence

under application of a spacer, which is referred

to as the linker. After the RNA sequences have

been concatenated RNA folding in a single mo-

lecule manner can be applied. From this ap-

proach it is already intuitively clear that intra-

molecular structures, which lead to a more sta-

ble secondary structure of the concatemer will

be favored over intermolecular base pairs and

hence the accessibility is embedded in the model.

On the other hand, base pairs that represent sta-

ble intermolecular structures can be considered

at the same time, thus allowing prediction of

putative RNA-RNA duplexes.

Figure 13. The figure shows a potential RNA-

RNA interaction predicted by a concatenation-

based approach. Pipe and dash characters indi-

cate inter- and intramolecular base pairs. The

two RNAs are colored in orange and blue, re-

spectively. The linker is depicted in red.
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RNAcofold405, NUPACK406 and PairFold407

are examples of such concatenation-based pre-

dictors. Given that the linker is artificially in-

troduced these algorithms need to extend tradi-

tional RNA folding to handle its presence. They

do this by remembering its location and adjust-

ing the energy calculation for the recursive cases

that include the linker sequence. An example of

this can be seen in Figure 13. Here the linker

is part of an energetically unfavorable bulge

loop. However, this bulge is artificial and should

rather be treated as a dangling end. Hence, the

penalty imposed for this structural element must

be appropriately adjusted.

Figure 14. The figure shows a potential inter-

action predicted by a concatenation-based ap-

proach that includes a multi-loop in the RNA-

RNA interaction region. Pipe and dash charac-

ters indicate inter- and intramolecular base pairs.

The two RNAs are colored in orange and blue,

respectively. The linker is depicted in red.

A major upside of concatenation approaches

is that they natively inherit the properties of

individual RNA folding. Hence, the partition

function and base pair probabilities may also be

calculated by application of McCaskill’s algo-

rithm408. Additionally, RNA-RNA interactions

that form a multi-loop structure can be captured

in the duplex predictions (see Figure 14). Since

traditional RNA folding does, however, not al-

low pseudoknots, concatenation approaches are

unable to predict interactions between RNAs

that involve kissing hairpins (see Figure 15).

This is a significant pitfall because such kiss-

ing hairpin interactions are known to be func-

tional in vivo. The enterobacterial sRNA OxyS

for instance targets the fhlA mRNA via kiss-

ing hairpins409,410. The interaction of the enter-

obacterial sRNA RyhB with the sodB mRNA251

also represents a pseudoknot in the concatena-

tion model and the S. aureus RNAIII similarly

uses a loop-loop interaction mode to bind its

targets411,412.

1.6.5 Accessibility-based approaches

The inherent inability of concatenation-based

approaches to predict pseudoknots is a central

limitation, which can be circumvented by acces-

sibility-based approaches such as IntaRNA176

and RNAup413. Both algorithms are able to pre-

dict structures like the commonly occurring kiss-

ing hairpins (see Figure 15). Instead of merging

the RNA sequences and folding the concatemer,

accessibility-based solutions address the struc-

turedness of the potentially interacting RNAs

individually. Predicted interactions between re-

gions that exhibit pronounced secondary struc-

tures are hence penalized, which in turn favors

interactions between regions such as accessible
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RNA hairpin loops. Like for the approaches not

considering the accessibility of the predicted du-

plex, accessibility-based solutions also compute

the hybridization energy (Ehyb) for the duplex.

However, they extend this model by comput-

ing the unfolding energies (EDR1
, EDR2

) for the

interacting RNAs (R1, R2). The unfolding ener-

gies represent the energy necessary to transform

intramolecular double stranded regions into sin-

gle stranded ones. The hybrid energy for the

duplex can be calculated under application of

the previously mentioned strategy employed in

RNAhybrid. The unfolding energies can be com-

puted using a partition function based approach.

Specifically, the partition function (ZS) for all po-

tential topologies (S) of a given RNA sequence

is defined as:

ZS = ∑
P∈S

e−
E(P)
RT . (1)

Here, E(P) represents the free energy of a spe-

cific structure P ∈ S that an RNA can give rise

to. Furthermore, the gas constant is represented

by R while T denotes the temperature. From

this, the ensemble energy (Eens) of all potential

structures S for a given RNA can be computed

with:

Eens(S) =−RT ln ( ZS ). (2)

Based on this, the EDR value for a specific RNA

(R), which represents the energy needed to make

a range of bases starting at position i and end-

ing at position j unpaired, can be calculated by

subtracting the ensemble energy Eens of all po-

tential structures S from the ensemble energy of

all structures with (i, j) unpaired S unpaired
(i,j) .

EDR
(i, j) = Eens(S unpaired

(i,j) )−Eens(S) (3)

Both the energy of the entire ensemble and the

energy of subsets of the ensemble can be com-

puted with McCaskill’s algorithm408. Since the

resulting EDR value is positive it can be consid-

ered as a penalty because lower energies rep-

resent more stable structures. Given the ED

values (EDR1
, EDR2

) for the two potentially in-

teracting RNAs (R1, R2) the hybridization en-

ergy (Ehyb) can be adjusted to account for in-

tramolecular structures by adding the ED values

to the hybridization energy. This yields the final

extended hybridization energy (Eext) for a pre-

dicted interaction between the positions i, j on

R1 and k, l on R2.

Eext
(i, j,k,l) = Ehyb

(i, j,k,l)+EDR1

(i, j)+EDR2

(k,l) (4)

IntaRNA furthermore extends this solution by

enforcing a seed constraint. Commonly, the

seed is a stretch of six to eight consecutive com-

plementary base pairs. This extension enhances

the predictive performance176 and is biologi-

cally warranted for eukaryotic miRNAs414 and

prokaryotic sRNAs25. Even though accessibility-

based solutions are currently the most success-

ful approaches towards in silico prediction of

in vivo RNA-RNA hybrids, they also have their

limitations. Firstly, and in contrast to concatena-

tion-based approaches, current implementations
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of accessibility-based algorithms are not able

to predict interactions that involve a multi-loop

structure.

Figure 15. The figure shows two hypothetical

RNA molecules forming an RNA-RNA duplex

via loop-loop interaction. Pipe and dash charac-

ters indicate inter- and intramolecular base pairs.

The two RNAs are colored in orange and blue,

respectively.

Figure 14 shows an example of such a case.

For two interacting RNAs of this type it may

be possible to form such a duplex; however,

accessibility-based implementations are only

able to predict the duplexes independently. A

non-artificial example of an RNA that may be

able to act by such a pairing mechanism is the

sRNA Spot42 which could use both of its un-

structured regions I and III simultaneously (see

Figure 8) to pair with its targets218. The second

unpredictable interaction types are double kiss-

ing hairpins such as the previously mentioned

interaction between OxyS and its target encoded

by the fhlA gene409,410. General joint struc-

ture prediction approaches such as IRIS415 and

biRNA416 attempt to predict these more com-

plex interactions.

1.6.6 Comparative RNA-RNA interaction
prediction

An issue that all RNA-RNA interaction predic-

tion methods still have in common is their high

false positive rate when attempting to predict

sRNA targets on the genomic scale417. Specif-

ically, this means most predictive approaches

tend to fail in identifying an sRNA’s correct reg-

ulon when the entire pool of mRNAs is consid-

ered in the target prediction. S. enterica for in-

stance encodes over 4500 protein coding genes,

which must all be considered within the target

prediction89. One reason for the high false pos-

itive rate is the lack of knowledge about the in

vivo setting. This can lead to somewhat arti-

ficial predictions based on an inferred in vitro

system that only considers the two putatively

interacting RNAs. Even though the assumptions

made for the predictive system are sound, ne-

glecting additional factors can lead to spurious

results. An example of such a scenario is de-

picted in Figure 16. Here, the accessibility of

an RNA molecule is compared with and without

cofactors that bind to the RNA. Proteins, other

RNAs and small ligands are conceivable cofac-

tors. Without cofactors the blue RNA stretch

between x and y appears to be highly accessible,

while the green stretch between x’ and y’ is en-

tangled within an intramolecular stem. Hence,

an accessibility-based predictor will favor inter-

actions with other RNAs that employ the blue

region. However, when the cofactors are bound,

the second stem is unfolded and the green re-

gion is unstructured. Furthermore, the blue re-

gion is masked by one of the cofactors, which
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makes it inaccessible. While this example may

be extreme, it clearly outlines the challenges

that prediction algorithms are confronted with.

Figure 16. The figure shows two possible sec-

ondary structures of an RNA molecule (black).

The left side depicts the topology when no cofac-

tors a and b (gray) are involved, while the right

side shows the structure with bound cofactors.

The positions x, y (blue) and x’, y’ (green) pin-

point specific regions of the structure for which

the accessibility significantly changes when the

RNA is bound by the two cofactors.

A popular remedy for high false positive

rates in predictive computational biology is the

use of comparative systems398,418–421. The ra-

tionale behind this approach is that conservation

can be an indicator of functionality. In essence,

such comparative approaches extend the predic-

tions beyond the single organism context and

assess whether the predictions hold for related

species. Examples of comparative RNA-RNA

interaction prediction algorithms are ripalign422

and PETcofold423. Both predict the interactions

based on alignments of the interaction partners.

The original description of the RNAhybrid398

algorithm also introduced a comparative scor-

ing for miRNA target prediction. For this, the

first step consists of transforming the duplex

energies for the individual target predictions

into p-values. This is important because duplex

energies are not comparable when investigat-

ing distinct organisms. This is true for both

eukaryotes and prokaryotes. An example how

strongly the distributions of duplex energies can

differ between organisms is shown in Figure 17.

Here, the densities of duplex energies for whole

genome target predictions of the GcvB sRNA

(see Section 1.4.2) are compared across three

different species. Clearly, all three organisms

exhibit different distributions, which serves to

demonstrate that duplex energies are not an ap-

propriate measure for comparing RNA-RNA in-

teractions in distinct organisms. Reasons for

the heterogeneity in the distributions are differ-

ing GC-contents and dinucleotide frequencies

in individual organisms.

Figure 17. The plot shows the densities (y-axis)

of the absolute IntaRNA176 energy scores (x-

axis) for GcvB sRNA (see Section 1.4.2) whole

genome target predictions in the organisms Pho-

torhabdus luminescens (NC 005126)424, Ed-

wardsiella piscicida (NC 020796)425 and Es-

cherichia fergusonii (NC 011740, NC 011743).

The densities and the plot were calculated and

produced using the density, plot and lines func-

tions in the R statistics software426.
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The p-values can be obtained from raw sco-

res by fitting an extreme value distribution to

a background of energy scores, which can be

produced by performing duplex predictions on

dinucleotide shuffled (i.e. randomized) RNA se-

quences. The p-value itself represents the prob-

ability of returning a prediction of a specific

quality or better given the background model.

In other words, it contains information on how

likely it is to get a certain prediction or better

purely by chance. Since p-values are uniformly

distributed between 0 and 1 p-value distributions

for different organisms are comparable, while

extreme value distributions of energy scores are

not. Hence, transformation of raw energy scores

to p-values represents a normalization. Given

the now comparable individual p-values an ap-

propriate combination strategy needs to be em-

ployed. One solution towards p-value combina-

tion was suggested by Ronald Aylmer Fisher427.

X2
2k ∼−2

k

∑
i=1

ln(pi) (5)

Here, k independent p-values (pi) are combined

and the resulting joined p-value can be retrieved

from a chi-squared distribution with 2k degrees

of freedom (X2
2k). However, the individual p-

values need to be independent and in the given

case, where related species are compared, com-

plete statistical autonomy is intuitively not sat-

isfied. The reason for this is that all species are

descended from a common ancestor, which auto-

matically implicates a certain degree of mutual

dependence.

Thus, the comparative solution in RNAhy-

brid398 rather suggest a strategy for p-value com-

bination that joins p-values of homologous puta-

tive targets to a joint p-value (p joint) by selecting

the highest p-value (p) in the set and raising it to

the power of k, which is the number of species

used in the comparative prediction.

p joint = (max{p1, ... , pk})k (6)

As previously stated, the individual p-values

cannot be assumed to be independent, which is

why the authors of RNAhybrid continue to point

out that the effective number of organisms (ke f f )

needs to be calculated. The value for ke f f can

be estimated between 1 and k.

1≤ ke f f ≤ k (7)

Specifically, ke f f can be assessed by dinucleotide

shuffling the homologous miRNA sequences

and performing subsequent duplex predictions

for homologous targets. This gives rise to a

background distribution of duplex energies, from

which p-values can be derived. These p-values

can be joined according to equation 6 by testing

several k’ values for k. The range for k’ is be-

tween 1 and k. The k’ that returns the straightest

line in the empirical cumulative density func-

tion of the joint p-values is then chosen as ke f f .

A smaller dependence infers bigger ke f f values

and vice versa. A ke f f value of 1 would thus

mean there is no benefit in performing a com-

parative prediction.

One pitfall of this and other comparative

RNA-RNA interaction prediction approaches is
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that they tend to be overly restrictive. Specifi-

cally, the idea presented by RNAhybrid398 only

considers the largest (i.e. the worst) p-value for

the calculation of p joint . This means, only a sin-

gle organism in the set of homologous targets

needs to return a poor individual prediction to

degrade the joint prediction for the entire cluster.

While this strategy certainly reduces the num-

ber of false positive predictions it will also pro-

duce false negatives alongside. A less restrictive

approach to genome wide comparative RNA-

RNA interaction prediction, the CopraRNA al-

gorithm, is presented in Chapter 4. Importantly,

CopraRNA employs a p-value combination strat-

egy introduced by Joachim Hartung that allows

not only for the correction of individual p-value

dependence (ρ) but also includes the possibility

to assign individual weights (λ ) to the single

p-values during combination428. This is impor-

tant because the organisms participating in a

comparative prediction cannot be assumed to be

evolutionarily equidistant. For this reason sub-

groups of organisms in the prediction that are

more strongly related than others need to receive

lower individual weights. For the combination

the n individual p-values are first transformed to

probits (t) and then combined with:

N(0,1)∼ ∑
n
i=1 λiti√

(1−ρ)∑
n
i=1 λ 2

i +ρ(∑n
i=1 λi)2

(8)

The final combined p-value can then be derived

from a standard normal distribution with a mean

of 0 and a variance of 1.

1.7 Differential expression analysis

Instead of only performing in silico predictions

scientists can also investigate the functional roles

of cellular components or influence of exter-

nal factors by performing experiments in the

wet-lab. In classic genetics researchers investi-

gated phenotypic differences between individ-

uals and how these are passed on to the next

generations. Modern genetics extend the tradi-

tional methods in order to uncover the molec-

ular basis for the observed variations. For this,

researchers often attempt to switch off a gene

of interest429. Conversely, a gene of interest

may also be overexpressed to unveil its func-

tion430. Resultant mutants are then compared

to non-mutants, which are referred to as wild

types (WT). The detailed molecular differences

between mutants and WT can be investigated

by sequencing and analyzing their transcrip-

tomes13,14. The comparison of sequencing li-

braries is made possible by differential expres-

sion (DE) analysis methods. These techniques

search for statistically significant, differentially

abundant features in the transcriptomes431,432.

Before the DE analysis can commence, the

RNA-seq reads – that are nucleic acid fragments

returned by the sequencer – need to be aligned

to a reference. This task can be performed by

so called mapping tools433–436. Then, because

DE analysis techniques require count tables as

input, the mapped reads need to be assigned

to genomic features such as annotated mRNAs

or ncRNAs. Methods performing these assign-

ments count how many reads overlap with the

features the researcher is interested in examin-
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ing437–439.

It is conceivable that two NGS libraries will

not yield exactly the same number of reads440.

This also influences the abundance of counts

per feature in different libraries. In an extreme

example one may assume that the sequencing

depth in two libraries of exactly the same type

differs by a factor of three or more. Without

correcting for library specific read count abun-

dance one might conclude that all features in the

two libraries are differentially expressed for a

biological reason. However, the true explana-

tion for the difference in abundance is purely

technical. For this reason read counts per fea-

ture need to be appropriately adjusted for library

specific size differences prior to DE analysis.

One of the original approaches used to normal-

ize RNA-seq data introduced reads per kilobase

per million (RPKM), which normalize counts

for a given feature based both on sequencing

depth and feature length13. RPKM normaliza-

tion of counts for one library achieves this by

first dividing the sum of all counts for the li-

brary by one million. All individual counts are

then divided by this scaling factor followed by

a further division by a feature’s length in Kb. A

variant of RPKM normalization is fragments per

kilobase per million (FPKM) normalization441,

which adjusts RPKM to appropriately deal with

paired-end sequencing datab. An inherent issue

with this type of normalization is that changes in

highly expressed genes will affect the normaliza-

bPaired-end sequencing is a method that can produce

two reads per sequenced nucleic acid fragment, while

single-end sequencing will only produce one4.

tion of counts for lowly expressed genes inappro-

priately, which can lead to faulty conclusions432.

For this reason, more recent approaches such

as DESeq442,443 or edgeR444 have introduced

more appropriate normalization techniques that

are based on the assumption that the majority of

genes are not differentially expressed.

Figure 18. The plot shows a graphical represen-

tation of how DESeq selects the library specific

size factor after the list of pseudo size factors

has been computed (see text). The x-axis repre-

sents the indices of the pseudo size factors while

the y-axis shows the magnitude of size factors.

The data for the plot stems from the Hfq datasets

analyzed in Chapter 8. The specific size factor

that is indicated by the dashed line and the cross

is the size factor calculated to adjust the counts

for the first crosslinked Hfq library. The plot

was generated employing the plot, points, abline

and text functions in the R statistics software426.

DESeq calculates a size factor to correct individ-

ual read counts by first computing a geometric

mean of raw read counts for each feature over all

libraries in the analysis. Then, it divides the raw

counts for each feature by the geometric mean

calculated for this feature. For every library this

gives rise to a list of pseudo size factors that is

of the same length as the list of features itself.

Then, for each library individually, the median
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of its pseudo size factors is selected as actual

size factor. This is graphically presented in Fig-

ure 18. The sigmoid curve shows the pseudo

size factors and the median is indicated by the

dashed line and cross. The adjustment of raw

read counts is performed by dividing each raw

count in a specific library by that library’s size

factor. Overall, this procedure eliminates the

strong influence that outliers can have in more

traditional methods.

Currently, leading methods for DE analysis

model the count data with negative binomial

(NB) distributions instead of Poisson distribu-

tions, which were employed in earlier analyses

of DE445. This is owed to the fact that NB dis-

tributions include the two variable parameters

mean and variance to model count data from bi-

ological replicates. They are thus more accurate

than Poisson distributions for which the variance

equals the mean, which can cause an underes-

timation of the true variance (i.e. overdisper-

sion)442,443. The DESeq2 algorithm also uses

a NB model for which it firstly defines the pa-

rameters of the distribution and then computes

p-values under application of a Wald test443. For

the work presented in this thesis, DESeq2 was

employed to compare signal and background

libraries of the Hfq and CsrA CLIP experiments

in order to remove non-specific noise from the

CLIP data and return the real protein binding

sites (see Chapter 8).

1.8 Functional enrichments and
pathway analyses

Often, biological experiments will return can-

didate lists that are difficult to evaluate as a

whole, especially if the lists are long. Such

experiments can be in vivo or in vitro based, or

may come from predictive in silico algorithms.

Common wet-lab approaches that return such

lists are microarray or RNA-seq experiments

for cells that have been subjected to different

treatments or are of a different type446. In this

context, for instance, a researcher may be com-

paring gene expression for WT cells and cells

in which a specific gene has been knocked out

or overexpressed. Upon knock out or overex-

pression it can be assumed that a subset of the

genome is differentially expressed if the gene of

interest is of any importance (see Section 1.7).

In many cases this subset will contain an un-

derlying pattern. However, without prior per-

sonal knowledge, it is initially challenging to

tap into the information contained in the list.

Here, functional enrichment and pathway anal-

yses have proven to be valuable scientific as-

sets. Among others the Gene Ontology (GO)447

or Kyoto Encyclopedia of Genes and Genomes

(KEGG)448 databases are central hubs for the

collection of gene functions and relationships.

Such databases are the foundation for functional

enrichment algorithms, which assess if there is

a statistically significant over representation of

specific functional terms in the list of interest as

compared to a background (usually the whole

genome). The over representation of terms may

hint at what type of regulon a knocked out or
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overexpressed gene is serving. Computational

approaches yielding ranked lists may be predic-

tive algorithms such as the previously mentioned

genome wide sRNA target predictions144 or pre-

dictions for the binding sites of RBPs282. Here,

functional enrichment analysis of the top pre-

dicted candidates can strongly aid in reducing

the amount of false positive predictions. For

sRNAs specifically, it has been shown that they

often bind a set of mRNA targets that are con-

nected via common functional terms such as

amino acid metabolism, iron or carbohydrate

transport (see Sections 1.4.2, 1.4.3, 1.4.4). If

the algorithmic prediction succeeds in placing

enough of the correct targets in the top list that

is above a user defined score cutoff, subsequent

functional enrichment of these top candidates

can aid in reducing the overall number of in-

teresting candidates (see Figure 19). Further-

more, similar functionally enriched terms re-

trieved from independent experiments on the

same gene of interest can be a compelling source

of scientific evidence75.

Currently, at least 68 methods for this kind

of analysis have been published. They can be

subdivided into gene set enrichment analysis

(GSEA), singular enrichment analysis (SEA)

and modular enrichment analysis (MEA) meth-

ods449. While some of the implementations

comprise only one of these classes, others be-

long to two.

GSEA was first introduced in 2003 by a

study on human diabetes450. The major benefit

of GSEA is that it does not need a predefined

sublist of interest. This means arbitrarily set

significance thresholds can be avoided and the

entire list of genes that are considered in the

experiment is used for enrichment analysis449.

For this the list of genes needs to be sorted, for

instance based on fold change of a signal versus

control library. Then all gene sets or functional

term lists are permuted and a running sum is cal-

culated over all genes in the sorted experimental

list for every term. A functional term itself is

comprised of a list that contains entries of genes

that are known to belong to this term. The run-

ning sum for an individual functional term is

calculated by a scoring scheme that rewards an

entry in the gene list if it belongs to the current

functional term and penalizes an entry if it does

not. In the end this gives rise to a running sum

for every functional term that is being tested.

The maximum of every running sum is then se-

lected. This maximum value for a specific term

is referred to as a term’s enrichment score (ES).

The maximum ES (MES) from all ES is then se-

lected. To asses the statistical significance of the

MES, a p-value can be calculated for it by shuf-

fling the original gene list and calculating MES

for the resulting randomized lists. This permu-

tation and MES calculation has to be repeated

an appropriate number of times (≈1000) after

which it gives rise to a plentiful distribution of

background MES. The significance of the MES

from the real data can then be assessed by cal-

culating the fraction of MES in the background

data that are larger than the real data MES, and

the total number of background MES450.

SEA methods, in contrast to GSEA approach-

es, work by first selecting a gene list of interest
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e.g., a set of differentially expressed genes in

two experiments. For the candidates in this list a

set of functional terms retrieved from a database

can be permuted. While iterating over the indi-

vidual terms, Fisher’s exact test can be applied

to calculate p-values and check if candidates of

a specific term are statistically over represented

in the gene list of interest when compared to

the background gene list. Hence, a p-value is

assigned to every functional term in the analy-

sis and the functional terms with significant p-

values can be reported and further investigated.

The statistical basis for MEA methods is the

same as for SEA methods; however, they con-

nect the terms used in SEA methods to larger

more general groups, which can aid in a bet-

ter understanding of the larger biological pic-

ture454,455. For example, a regulator may re-

press a set of enzymes that associate with a mix-

ture of metals such as iron, zinc, copper and

manganese. After an SEA analysis, all of these

metals may show up as functionally enriched

terms. While reporting these terms individually

is not wrong, highlighting the universal term

that joins these enzymes – metal binding – is

more informative with respect to the regulator’s

overall function.

Clearly, the quality of every pathway or en-

richment analysis is centrally dependent on the

abundance of knowledge and annotation for an

organism of interest, limiting such analyses to

well understood species and pathways. This

notwithstanding, the introduction of analysis

platforms such as DAVID451,452 and GSEA456,

which allow automated, holistic interpretation

Figure 19. The figure shows a graphical rep-

resentation of a functional enrichment analy-

sis returned from DAVID-WS451 using a Co-

praRNA77,226 prediction list for the sRNA

PrrF1263 as input. Columns represent func-

tional terms and rows represent genes. Different

colors indicate different groups of functional

terms. The DAVID enrichment score is indi-

cated after the group number. A score of 1.3

or higher is considered to be statistically signif-

icant452. The identifiers on the left are locus

tags and gene names from Pseudomonas aerug-

inosa PAO1 (NC 002516)453. Colored squares

indicate genes that are connected to a functional

term. White squares indicate the opposite. The

color opacity of a specific square indicates the

CopraRNA p-value. The functional terms re-

lated to the column numbers are shown at the

bottom. The number before the term name indi-

cates the terms’ fold enrichment.
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of experimental lists, represents a quantum leap

in life science research.

2 Discussion

The most advanced state-of-the-art RNA-RNA

interaction prediction algorithms, such as In-

taRNA176 and RNAup413, available at the be-

ginning of this thesis employ a thermodynamic

energy model that also considers interaction site

accessibility to predict hybrids between differ-

ent RNA molecules. While this model is sound

and readily able to predict the correct hybrids

for pairs of RNA molecules known to interact, it

often fails in predicting sRNA targets at the ge-

nomic scale due to a large number of false posi-

tive predictions clouding the pool of real targets.

This serves to show that standard approaches

in the field of RNA interaction prediction are

not capable of sufficiently condensing the group

of putative interaction partners for prokaryotic

trans-acting sRNAs. As previously pointed out

(see Section 1.6.6), predictive approaches can

suffer from a lack of information on the entirety

of crucial properties of in vivo systems, which

can cause them to make predictions that at first

glance infer an in vivo interaction that is actually

not real.

Comparative prediction approaches with ho-

mologous sequences from distinct organisms are

a common solution, but appear to be excessively

restrictive and thus reduce the false positive rate

at the cost of an inappropriately high increase

of false negatives. This behavior may be at-

tributed to the observation that sRNA target sites

are not consistently conserved457. To this end,

the development of the CopraRNA algorithm

(see Chapter 4) aimed at reducing false positives

without enforcing consensus rules too strict to

model the majority of conceivable RNA-RNA

interactions. Interestingly, the most successful

strategy appears to be the most unrestrictive one

possible. Specifically, CopraRNA only requires

an interaction to be present anywhere on the

homologous putative targets and does not score

how conserved a particular interaction itself is.

This means that the interactions predicted for

the organisms participating in a CopraRNA anal-

ysis could be scattered over the full length of

the putative target region, without being penal-

ized for this. In practice, however, this extreme

scattering can usually not be observed for con-

firmed interactions. A systematic comparison

of CopraRNA with other leading sRNA target

prediction tools176,396,458 and microarray-based

target prediction clearly showed that the newly

developed algorithm represents the new in silico

state-of-the-art with respect to prediction accu-

racy. This result was later confirmed by an inde-

pendently conducted and comprehensive bench-

mark study on presently available sRNA target

prediction algorithms417. In line with these re-

sults, CopraRNA should be a standard method

employed at the beginning of every sRNA char-

acterization study given that homologs of the

sRNA of interest are available. In some cases it

is apparent that CopraRNA coupled with func-

tional enrichment analysis is capable of deter-

mining the correct regulon for certain sRNAs

without any additional wet-lab-based data. One
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of many examples of this is depicted in Fig-

ure 19. Clearly, this is not always the case and

even the most compelling predictions need to be

followed up and confirmed with experimental

data from the wet-lab.

It should be stated that the run times of Co-

praRNA predictions can be significantly higher

than those of the single organism competitor al-

gorithms. This is especially true if long sRNA

sequences are used in target predictions includ-

ing many organisms. In these cases CopraRNA

predictions can take over 24 hours. While this is

a downside of the algorithm, the compensation

provided by the increased accuracy is signifi-

cantly more important and the longer run time

is thus justified.

The time period after the release of the Co-

praRNA algorithm showed its extended useful-

ness in internal projects that investigated sR-

NAs in species outside of the Enterobacteri-

aceae. This reinforces the results from the orig-

inal CopraRNA study (see Chapter 4), which

suggested that CopraRNA is not limited to En-

terobacteriaceae alone. Thus, CopraRNA has

been a valuable asset in the functional charac-

terization of the sRNAs AbcR1 from A. tume-

faciens (see Chapter 5), EcpR1 from S. meliloti

(see Chapter 7), PsrR175 and NsiR476 both from

Synechocystis sp. PCC 6803. Furthermore, sev-

eral external projects have been successfully us-

ing CopraRNA459–464. These studies show that

the algorithm has been actively adopted by the

research community.

Because the improvement achieved by the

original CopraRNA algorithm was so striking,

it did not initially seem to call for any imme-

diate improvements. This notwithstanding, the

overall false positive rate of raw CopraRNA pre-

dictions (i.e. without automatic or manual post

processing), as judged by currently confirmed

sRNA-mRNA interactions, is still high. This led

to the question, how including evidence from

an additional factor – Hfq – important for RNA-

RNA interaction mediation may be able to aid in

further minimizing this issue. To this end, exper-

imental transcriptome wide binding profiles for

Hfq in Salmonella were determined and com-

bined with CopraRNA target predictions. The

results presented in Chapter 8 are indeed able

to show that including experimental data from

Hfq CLIP experiments can significantly reduce

the false positive rate of CopraRNA, and hence

lead to more informed selection of candidates

for wet-lab-based confirmation of RNA-RNA in-

teraction partners. Thus the putative interaction

between the Spot42 sRNA and the mglB mRNA

was selected as a promising, yet unknown can-

didate and subsequently confirmed experimen-

tally. Even though this method allows for the

selection of such high quality candidates for ver-

ification, it suffers from two pitfalls. Firstly,

it is only viable for the investigation of RNA-

RNA interactions that employ Hfq. Secondly,

like microarray-based target prediction, it can

only capture interactions between RNAs that are

actively expressed in the applied experimental

conditions. These two points show that adding

organism and expression specific information to

the predictive system can cause a loss of gen-

erality. While these pitfalls must be acknowl-
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edged, they do not invalidate the usefulness of

extending target predictions with information

from further sources. Rather, they show that

such extensions to a generic prediction algo-

rithm have to be individually tailored to fit the

investigated situation.

Internal and external research projects con-

ducted since the original release of CopraRNA

have led to further, currently unpublished obser-

vations, extensions and results. Firstly, studies

reported that several sRNA molecules of the

same type can bind multiple sites within a sin-

gle target mRNA183,327. These reports led to the

proposition of including binding site multiplic-

ity into the predictions, which did however not

yield striking results and has since been aban-

doned.

Secondly, it has become apparent that includ-

ing homologous sRNA sequences from more

organisms (30 or more; the original benchmarks

were conducted with a maximum of eight organ-

isms) well distributed along the phylogenetic

tree will return more robust predictions with

more real targets and promising target candi-

dates in the top lists.

Finally, certain interactions only appear to

be conserved in a subset of organisms partici-

pating in the comparative analysis. An exam-

ple is the FnrS-metE RNA pair, which judg-

ing by the interaction predictions is not con-

served throughout the entire enterobacterial fam-

ily77,233. This also means that standard com-

parative methods, including CopraRNA, will

fail to report such interactions. Recent internal

advances, in part, remedy this problem by re-

moving single organism predictions with poor

p-values before p-value combination. A sec-

ond, currently unpublished approach to reduce

this issue has been termed auxiliary enrichment

analysis. This method compares the functional

enrichment returned for the CopraRNA predic-

tion with the functional terms in the top list

of an individual whole genome IntaRNA pre-

diction for the same sRNA. Candidates in the

IntaRNA top list that fit functionally enriched

terms in the CopraRNA prediction, but are not

present in the CopraRNA top list are then re-

ported as promising, non-conserved candidates.

Both aforementioned approaches can lead to

less conserved RNA-RNA interactions being el-

evated to higher ranks and push them into the

spotlight of post-processing analyses. Next to

the sole fact that relevant, less conserved inter-

actions can be shifted into focus, this type of

analysis also pinpoints putative hot spots for

evolutionary diversity. Future studies should

focus on the investigation of such putative hot

spots. This may provide insights into the de-

velopment of differences in sRNA regulatory

networks in diverse species.

3 Outlook

At the beginning of this thesis many research

projects in the sRNA field were still focusing

on in depth characterization of individual sRNA

regulators that had been discovered in RNA-

seq driven studies on diverse organisms. While

many such studies are still ongoing, the area

is more recently transitioning away from these
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one by one investigations. A special focus are

sRNAs that may rather code for short peptides

instead of acting by directly pairing with target

RNAs. Some of these candidates may also act as

dual action sRNAs like the already characterized

sRNA SgrS. Furthermore, scientists are turning

to the investigation of RNA binding proteins

that impact post-transcriptional networks465,466.

Maybe most important are the current efforts to

retrieve experimental RNA-RNA interactomes

at the genomic scale in the wet-lab. Recent ad-

vances in this field have been made for both

eukaryotes467,468 and prokaryotes208,469. Once

entirely harnessed and standardized, such meth-

ods should be able to supply comprehensive

overviews of RNA-RNA interaction regulatory

networks, thus relieving the necessity for inves-

tigating RNA regulators individually.

At first glance, the current development of

wet-lab methods for the discovery of RNA-RNA

interactomes poses the question of how useful

and relevant genome wide target prediction will

be in future. Clearly, the overall relevance of

such approaches in the big picture will be re-

duced. However, just like for all other wet-lab

methods, RNA-RNA interactomes will only be

able to capture what is actively expressed. This

means certain RNA-RNA interactions that are

important in non-standard or not tested condi-

tions will be lost. In line with this, experimental

RNA-RNA interactomes can be used to discover

the regulons of RNA-RNA interaction based reg-

ulators and genome wide target predictions can

be employed alongside to extend the wet-lab

results. Selection of promising candidates from

the prediction lists will also be greatly facili-

tated if the general schemes for the regulated

targets of specific sRNAs can be deduced from

the interactome. Importantly, targets exclusively

detected in the in silico prediction may be able to

aid in the design of additional interesting phys-

iological conditions for the retrieval of exper-

imental interactomes. Furthermore, the previ-

ously outlined prediction and investigation of

evolutionary differences between RNA-RNA in-

teractions in different species will most likely

remain an in silico domain for the time being.
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Small RNAs (sRNAs) constitute a large and heterogeneous class of
bacterial gene expression regulators. Much like eukaryotic micro-
RNAs, these sRNAs typically target multiple mRNAs through short
seed pairing, thereby acting as global posttranscriptional regula-
tors. In some bacteria, evidence for hundreds to possibly more
than 1,000 different sRNAs has been obtained by transcriptome
sequencing. However, the experimental identification of possible
targets and, therefore, their confirmation as functional regulators
of gene expression has remained laborious. Here, we present
a strategy that integrates phylogenetic information to predict
sRNA targets at the genomic scale and reconstructs regulatory
networks upon functional enrichment and network analysis
(CopraRNA, for Comparative Prediction Algorithm for sRNA Tar-
gets). Furthermore, CopraRNA precisely predicts the sRNA domains
for target recognition and interaction. When applied to several
model sRNAs, CopraRNA revealed additional targets and functions
for the sRNAs CyaR, FnrS, RybB, RyhB, SgrS, and Spot42. Moreover,
the mRNAs gdhA, lrp, marA, nagZ, ptsI, sdhA, and yobF-cspC were
suggested as regulatory hubs targeted by up to seven different
sRNAs. The verification of many previously undetected targets by
CopraRNA, even for extensively investigated sRNAs, demonstrates
its advantages and shows that CopraRNA-based analyses can com-
pete with experimental target prediction approaches. A Web in-
terface allows high-confidence target prediction and efficient
classification of bacterial sRNAs.

regulatory RNA | E. coli | RNA–RNA interaction

Small RNAs (sRNAs) are ubiquitous and important regulators
of gene expression in bacteria. The most common and best

investigated trans-acting sRNAs regulate their targets post-
transcriptionally by RNA–RNA interactions, often depending on
the RNA chaperone Hfq (1). Individual functions of model
sRNAs have been discovered primarily through extensive ex-
perimental work and may be assigned to many different stress
responses and signal transduction pathways, covering virtually all
aspects of bacterial growth (1, 2) and virulence (3). One of the
most intriguing conceptual advances has been the identification
of sRNAs as posttranscriptional regulators that act globally
within complex regulatory networks. Examples for such sRNAs
are GcvB, which is a major regulator of amino acid metabolism
and directly controls ∼1% of all Salmonella enterica mRNAs (4);
MicA and RybB, which together constitute the repressor arm of
the Sigma E response (5); and Spot42, a global regulator of
catabolite repression (6). With the advent of high-throughput
sequencing and comprehensive transcriptome analysis techni-
ques, increasing numbers of new sRNAs have been detected in
bacteria belonging to diverse taxa (7, 8). However, the experi-
mental testing and verification of sRNA targets is costly, labor
intensive, and may be challenging, even in model organisms.
Moreover, for most environmentally and biotechnologically rel-
evant microbes, experimental verification is hindered further by
the lack of systems for their genetic manipulation.
The reliable computational prediction of sRNA targets pro-

mises a great reduction of required wet-laboratory analyses while

enabling large-scale sRNA–mRNA network analyses in geneti-
cally intractable species. However, reliable in silico prediction of
mRNA targets has been challenging because of the extreme
heterogeneity of sRNAs in size, structure, and the typically short
and imperfect sRNA–target complementarity (9). The existing
tools for the genome-scale prediction of sRNA targets evaluate
the strength of a particular sRNA–target interaction by either
base pair complementarity (10) or thermodynamic models (11–
13). The latter are built on the observed exponential correlation
between repression strength and hybridization free energy (14),
which can be corrected by an energy term that reflects the ac-
cessibility of the interaction sites (11, 12). However, despite
continuous improvement of target prediction methods (15), even
the most accurate methods integrating interaction site accessi-
bility scoring and additional features, such as seed regions,
produce many false positives and, thus, compromise the selec-
tion of putative targets for subsequent experimental investi-
gation (16, 17).
Furthermore, the implementation of seed sequence conser-

vation to improve sRNA target prediction has been difficult to
achieve for bacterial systems because of the great flexibility of
the interaction patterns (16). It is conceivable that the in-
teraction is preserved while the actual interaction site is not.
Therefore, to predict conserved interactions, it is necessary to
combine evidence for interactions in different species without
resorting to a consensus interaction-based approach.
Here, we introduce a computational approach that uses phy-

logenetic information from an extended model of sRNA–target
evolution (CopraRNA, for Comparative Prediction Algorithm
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for sRNA Targets). CopraRNA depends solely on the conser-
vation of target genes (i.e., conservation of target regulation) and
does not require conservation of specific interaction sequences
(SI Appendix, Figs. S1 and S2).
By introducing a generic approach combining predictions for

homologous targets in distinct organisms, we reduced the hitherto
existing high false positive rate (FPR) of single-organism target
prediction. Using this strategy, CopraRNA matches microarray-
based experimental sRNA target prediction with respect to the
number of correctly identified direct targets (Fig. 1B and Table 1)
and the characterization of physiological functions of these
sRNAs. Thus, it constitutes a significant improvement of in silico
sRNA target prediction and enables competitive and functional
large-scale initial screening for sRNA targets without experi-
mental effort and costs. Application of CopraRNA to previously
characterized sRNAs proposed and partially verified additional
targets and functions for the sRNAs cyclic AMP activated sRNA
(CyaR), FNR regulated sRNA (FnrS), RybB, RyhB, sugar
transport-related sRNA (SgrS), and Spot42. Also, it suggested the

gdhA, lrp, marA, nagZ, ptsI, sdhA, and yobF-cspC mRNAs as
hubs targeted by up to seven different sRNAs. A Web interface
for CopraRNA has been set up under http://rna.informatik.uni-
freiburg.de/CopraRNA/.

Results
Prediction Strategy.CopraRNA begins with a genome-wide target
prediction (12) for each considered organism, as summarized in
Fig. 1A. The interaction energies are fitted to a general extreme
value distribution and transformed into P values to normalize for
organism-specific GC-content and dinucleotide frequency. These
P values are combined for orthologous genes into a single P value
per conserved interaction. Orthologous genes are determined
based on the respective amino acid sequences (25); genes that are
present in less than 50% of the investigated genomes are dis-
carded. Two aspects require specific normalization. First,
CopraRNA normalizes for the degree of overall dependency to
account for the nonindependent P values that result from the

Fig. 1. (A) Schematic overview of the CopraRNA pipeline. (B) Comparison of CopraRNA predictions with microarray results and other target prediction methods.
Genome-wide target predictions for 18 sRNAs in E. coli and S. entericawith 101 experimentally verified targets from the literature. The plot shows the number of
correctly predicted targets (true positive predictions, y axis) vs. the number of target predictions per sRNA (x axis) for our comparative method CopraRNA and the
existing single-organism–based methods IntaRNA, TargetRNA, and RNApredator. The results, including the verifications from this study, are shown with solid
lines, and the results based on the benchmark set only are demarcated with a dashed line. (Inset) total numbers of independently verified targets detected by
either CopraRNA (46 targets) or microarray experiments (49 targets) for the sRNAs CyaR, FnrS, GcvB, MicF, RyhB, SgrS, and Spot42; 25 targets were identified by
both methods. The numbers refer to our benchmark dataset (SI Appendix, Table S1) and to the table comparing CopraRNAwith different microarray experiments
(Table 1). Visualization of the predicted interaction domains in GcvB (C) and the predicted mRNA targets of GcvB (D). The density plots at the top give the relative
frequency of a specific sRNA or mRNA nucleotide position in the predicted sRNA–target interactions. The plots combine all predictions with a P value ≤0.01 in all
included homologs. Local maxima indicate distinct interaction domains and are marked with upright lines. The schematic alignment of homologous sRNAs and
targets at the bottom show the predicted interaction domains. The aligned regions are displayed in gray, gaps in white, and predicted interaction regions in color
(color differences are for contrast only). The locus tag and gene name (if available) of a representative cluster member are given on the right.
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general sequence conservation between related organisms. Sec-
ond, the individual dependencies have to be calculated because,
in most cases, the considered organisms will not be equidistant
from each other. Thus, we additionally used species-specific
weights that were calculated based on 16S rDNA-based phylo-
genetic trees. The combination of the P values used a modified
z-transform method, which permits adjustment for dependency in
the data and a weighting based on the phylogenetic relationship
(26). We defined significance thresholds either on CopraRNA
P values or on q-values (27); the latter provide correction for
multiple testing by controlling the false discovery rate (FDR).
Both methods have proven useful for the analysis of the bench-
mark dataset. The chosen P value threshold of 0.01 allows for the
detection of approximately half of all verified benchmark targets
(SI Appendix, Fig. S3A) and was applied for the functional en-
richment and network analysis. The q-value gives a measure of
how many false positive predictions are expected in the group of
targets called significant. True positives are all experimentally
verified targets (with regard to our benchmark dataset in SI Ap-
pendix, Table S1) within the positive predictions, whereas false
positives are all positive predictions that are no real targets, i.e.,
in our case, those that have not been verified experimentally.
Positive predictions (also called candidates below) are all targets
that match the respective threshold criterion (e.g., a P value ≤0.01
or a given rank); they consist of true positive and false positive
predictions (statistical terms are defined also in SI Appendix). A
reliable bioinformatic prediction tool for sRNA targets should
not predict more than ∼50% of false positive targets; therefore,
we chose a q-value threshold of 0.5. The validity of this approach
for CopraRNA was tested with the prediction for GcvB. We as-
sume that GcvB, with its 22 verified targets, is so far the most
thoroughly investigated sRNA (4). In the CopraRNA prediction
of GcvB, 37 targets are predicted with a q-value ≤0.5. Of these, 35
have homologs in Escherichia coli or S. enterica, 11 of which have
been verified. Fifteen of the 35 homologs are involved in amino
acid metabolism or transport, i.e., they fit to the known biological
function of GcvB. This corresponds to an FDR of 69% or 57%,
respectively, with regard to currently known targets and is not
very far from the statistical estimate of 50%. In general, the
number of significant predictions with a q-value ≤0.5 is a rough
approximation of the expected number of targets and the pre-

diction quality of the tested sRNA. A detailed description of the
CopraRNA procedure is provided in SI Appendix.

Benchmark with Experimentally Verified Targets. To evaluate the
accuracy of CopraRNA, we performed a benchmarking test on
a set of 18 conserved enterobacterial sRNAs and their 101 ex-
perimentally verified mRNA targets (modified from ref. 16) us-
ing homologous sequences from three to eight organisms (SI
Appendix, Fig. S4). Compared with predictions by the existing
approaches IntaRNA (12), TargetRNA (10), and RNApredator
(11) (Fig. 1B), CopraRNA showed a clear improvement in the
sensitivity or true positive rate (sensitivity = # true positives

# positives ) and

positive predictive value (PPV ¼ # true positives
# positive predictions). Based on published

data, CopraRNA’s top 1 target predictions were correct for 8
of 18 sRNAs (PPV: 44%), compared with 5 (PPV: 28%) for
IntaRNA, 2 (PPV: 11%) for TargetRNA, and 1 (PPV: 6%) for
RNApredator. When considering the top 5 and top 15 target
predictions per sRNA, CopraRNA correctly detected 23 and 32,
respectively, of all 101 targets (true positive rate: 23% and 32%,
respectively), which constitutes a twofold increase in sensitivity
compared with IntaRNA and a 2.9-fold and fourfold improve-
ment compared with TargetRNA and RNApredator, respectively
(SI Appendix, Table S2). In addition, our experimental verifica-
tion (below) demonstrated that the existing lists of known targets
are still incomplete, implying an underestimation of the true
positive rate (Fig. 1B).
In many cases, the comparative approach resolved the prob-

lem of false negatives (i.e., verified targets missed in the pre-
diction) in single-organism–based methods. Prominent examples
are the GcvB targets lrp (4), oppA (4), and stm3903 (4); the RybB
target ompN (28); and the Spot42 target gltA (6). The ranking of
these targets improved from rank 95 to 3, rank 164 to 14, rank
1,297 to 40, rank 69 to 3, and rank 392 to 2, respectively (E. coli-
or S. enterica-specific prediction vs. CopraRNA prediction). The
benchmark dataset and the complete ranked list of all pre-
dictions are given in SI Appendix, Table S1 and Table S3.

Prediction of Interaction Domains. In addition to the ranked list of
predicted targets, CopraRNA provides comparative information
on the putative interaction sites of the sRNA and its mRNA

Table 1. Comparison of CopraRNA predictions and published microarray studies

CopraRNA Microarray

sRNA

No. of
candidates
(P ≤ 0.01)

No. of
candidates after
postprocessing*

No.
verified†

No. sig. diff.
expr. genes‡

No.
verified† Ref.

No. overlap§

verified/
unverified Overlap genes¶

CyaR 69 55 1 + 3k 24 genes 4 18 1/1 fepA, ompX
1 gene 1 19 1/0 ompX

FnrS 67 41 3 + 4k 16 genes/11 operons 6 + 1k 20 3/0 marA, sodB, yobA
31 genes 7 + 1k 21 4/2 adhP, marA, sfcA/maeA,

sodB, ydhD/grxD, yobA
GcvB 60 34 14 54 genes 16 4 10/3 argT, aroP, brnQ, cycA, dppA,

gdhA, gltI, lrp, oppA, serA,
sstT, trpE, yifK

MicF 50 30 4 5 genes 4 22 2/0 lrp, ompF
RyhB 70 37 2 + 5k 56 genes/18 operons 3 + 1k 23 3/3 frdA, fumA, msrB, sdhA,

sdhD, sodB
SgrS 66 35 2 + 1k 6 genes 4 24 2/0 ptsG, yigL
Spot42 85 48 4 + 3k 16 genes 7 6 3/0 galk, gltA, xylF

The candidates after postprocessing for these sRNAs are given in Table S5.
*Top 15 targets + automatically and manually functionally enriched.
†Verified targets after postprocessing regarding the benchmark list (SI Appendix, Table S1), published data, and this study.
‡Significantly differentially expressed genes with regard to the respective publications.
§Genes detected by prediction and microarray (independently verified/unverified).
¶Independently verified targets are in boldface.
kVerified in this study.
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targets. These data are summarized in two density plots com-
bining all predictions with a P value ≤0.01 for a specific sRNA
(Fig. 1 C and D shows the GcvB example). Based on multiple
sequence alignments, these plots visualize the frequency of single
residues participating in the predicted sRNA–mRNA inter-
actions. The plots are complemented by a series of schematic
alignments for both sRNAs and mRNAs that highlight organism-
specific predicted interactions. From these plots, the interaction
domains of the sRNA can be inferred, as they provide the
combined information of accessibility, complementarity, and
phylogenetic conservation.
This visualization immediately highlights the two previously

described interaction regions of GcvB (4) (Fig. 1C), the three
different interaction regions of Spot42 (6), and the single 5′ lo-
cated region of RybB (9) (SI Appendix, Fig. S5). In agreement
with the published data for Spot42, gltA is targeted by the first
single-stranded region (6) centered at position 6 in the multiple-
sequence alignment (SI Appendix, Figs. S5 and S6). The newly
identified targets sucC and gdhA base pair with the second and
third interaction region of Spot42, respectively. For galK, all
three regions are predicted to be involved in the interaction for
four of the eight investigated organisms (SI Appendix, Fig. S5).
As previously described (4), GcvB targets lrp and cycA via region
“R2” of the sRNA (Fig. 1C), whereas most targets (e.g., dppA
and oppA) interact with region “R1.” In the case of RprA, the
full-length form appears to have two interaction domains, and
only the distal site is retained after processing (29) (SI Appendix,
Fig. S5), leading to a significant shift in the list of predicted
targets. The mRNA plots are useful to obtain a rapid overview
on the predicted interaction sites regarding their relative position
and their phylogenetic conservation. The density plot also

reveals the predominant interaction regions when using target
sequences of the same length. For GcvB targets, there is a clear
tendency toward the region near the start codon (Fig. 1D).

Functional Enrichment of Predicted Targets. Many well-studied
sRNAs control sets of functionally related genes [e.g., RyhB,
nonessential iron-binding proteins (30), GcvB, amino acid bio-
synthesis genes (4)]. Therefore, we analyzed the top-ranked
targets of all benchmark sRNAs for functional relationships
based on automated functional enrichment using the database
for annotation, visualization, and integrated discovery (DA-
VID) (31). A combination of CopraRNA and functional enrich-
ment provided very clear results for several sRNAs and suggested
their potential involvement in diverse cellular networks
(Tables S4 and S5). The DAVID Web server clusters related
terms and calculates a combined enrichment score. Table 2 shows
representative terms for the most strongly enriched clusters of
selected sRNAs. The accuracy of this approach is demonstrated
exemplarily for GcvB: this sRNA has a broad set of 22 verified
target mRNAs (4) and a clearly defined function as a regulator of
amino acid metabolism and transport (4). GcvB has 60 positive
predictions (P value ≤0.01, E. coli). Seven experimentally verified
targets are in the top 10 list, which supports the prediction accu-
racy of our algorithm and represents a PPV of 70%. Among the 60
candidate targets, 19 were annotated with the term “cellular
amino acid biosynthetic process” and were significantly enriched
(enrichment score ∼6.65) over background (i.e., all genes included
in the prediction output). In summary, 26 of the 60 predictions
were grouped as amino acid related, including genes for 11
amino acid biosynthesis proteins, 9 amino acid transporters,
and 4 peptide transporters. These results are complementary

Table 2. Results of the functional enrichment analysis using the DAVID Web server (31)

sRNA No. predicted Enrichment score Category Term No.

CyaR 69 4.95 UP_SEQ_FEATURE Topological domain:Periplasmic 26
3.45 SP_PIR_KEYWORDS Cell inner membrane 32
2.15 GOTERM_BP_FAT GO:0005976∼polysaccharide metabolic process 11

FnrS 67 2.43 SP_PIR_KEYWORDS Flavoprotein 6
1.44 GOTERM_MF_FAT GO:0005506∼iron ion binding 9
1.41 GOTERM_MF_FAT GO:0046872∼metal ion binding 19

GcvB 60 6.65 GOTERM_BP_FAT GO:0008652∼cellular amino acid biosynthetic process 19
4.12 GOTERM_BP_FAT GO:0006865∼amino acid transport 9
2.78 GOTERM_MF_FAT GO:0015171∼amino acid transmembrane transporter activity 5

MicA 46 1.97 GOTERM_CC_FAT GO:0009279∼cell outer membrane 6
1.12 GOTERM_BP_FAT GO:0000271∼polysaccharide biosynthetic process 6

MicF 50 2.36 GOTERM_CC_FAT GO:0044462∼external encapsulating structure part 7
2.14 GOTERM_CC_FAT GO:0030312∼external encapsulating structure 16
1.28 SP_PIR_KEYWORDS Lipoprotein 5

RyhB 70 3.41 GOTERM_MF_FAT GO:0005506∼iron ion binding 13
2.86 GOTERM_MF_FAT GO:0046872∼metal ion binding 22
2.59 GOTERM_MF_FAT GO:0051536∼iron-sulfur cluster binding 9

SgrS 66 1.62 KEGG_PATHWAY 02060: phosphotransferase system (PTS) 5
1.36 GOTERM_MF_FAT GO:0046872∼metal ion binding 17
1.35 GOTERM_BP_FAT GO:0051188∼cofactor biosynthetic process 7

Spot42 85 2.96 GOTERM_BP_FAT GO:0046356∼acetyl-CoA catabolic process 7
2.53 GOTERM_BP_FAT GO:0006732∼coenzyme metabolic process 12
1.83 KEGG_PATHWAY 00020:Citrate cycle, tricarboxylic acid cycle (TCA cycle) 5

FsrA 54 4.77 GOTERM_MF_FAT GO:0051536∼iron-sulfur cluster binding 8
3.81 GOTERM_BP_FAT GO:0022900∼electron transport chain 6
3.69 UP_SEQ_FEATURE domain:4Fe-4S ferredoxin-type 2 4

PrrF 103 4.47 GOTERM_MF_FAT GO:0051536∼iron-sulfur cluster binding 12
4.88 GOTERM_MF_FAT GO:0005506∼iron ion binding 20
3.81 SP_PIR_KEYWORDS electron transport 7

SR1 50 1.88 GOTERM_BP_FAT GO:0030435∼sporulation resulting in formation of a cellular spore 8

The top 3 significantly enriched terms (DAVID enrichment score ≥1.1) for 11 tested sRNAs are shown. For each sRNA, the number of predicted targets with
a P value ≤0.01 (column 2), the score of the enriched functional cluster (column 3), the name and source of a representative term of this cluster (columns 4
and 5), and the number of unique genes in this cluster (column 6) are given. Individual gene members of the enriched terms are given in Table S5.
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to the existing experimental findings and add several plausible
candidates.
The known functions of GcvB were predicted almost com-

pletely by CopraRNA and the subsequent functional enrichment.
The top 15 predictions and functionally enriched target candi-
dates are shown in Fig. 2A.
CopraRNA also returned the correct functional character-

ization for several other sRNAs. The predicted targets of MicA
(Table 2 and SI Appendix, Fig. S7) and MicF were strongly en-
riched for outer membrane proteins, whereas the most strongly
enriched cluster of RyhB targets consists of iron-binding proteins
(Table 2 and Fig. 2 B and C).

Network Analysis of Predicted Targets. Certain genes serve as
regulatory hubs and are targeted by several sRNAs. For example,
the mRNA encoding the alternative sigma factor RpoS is tar-
geted directly by at least three sRNAs, the Arc-associated sRNA

Z (ArcZ), DsrA, and the RpoS regulator RNA (RprA) (1),
whereas the csgD mRNA is regulated by five different sRNAs,
i.e., GcvB (32), the multicellular adhesive sRNA (McaS) (32,
33), the OmpR-regulated sRNA A/B (OmrA/B) (34), and RprA
(35). Computational target prediction by CopraRNA allows the
analysis of a high number of sRNAs, and the results can be com-
bined to infer the gene regulatory network for a given organism.
Indeed, our global network analysis based on the benchmark
dataset predicted known and potential hotspots of sRNA-based
regulation. In total, 15 mRNAs were predicted to be targeted by
four or more sRNAs and ∼50 mRNAs by three or more sRNAs
(Table S6). A striking example of an mRNA with multiple po-
tential sRNA regulators encodes Lrp (leucine-responsive regu-
latory protein) and is predicted to be regulated by 7 of the 18
investigated sRNAs, including the previously identified regu-
lators MicF (22, 36) and GcvB (4). The mRNA encoding the
succinate dehydrogenase subunit SdhA has six predicted sRNA

Fig. 2. Visualization of the functional enrichment analysis. All top 15 target predictions are shown plus predictions with a CopraRNA P value ≤0.01 that are
functionally enriched (selected enriched terms). The edges connecting the sRNAs and targets are color coded according to the CopraRNA prediction P value,
a darker color indicates a statistically more significant prediction. Previously experimentally verified targets from the literature [with regard to our benchmark
list (SI Appendix, Table S1)] are marked with a black square, verifications from this study with a red square, and targets detected by microarrays with a blue
square. Functionally enriched targets are color coded with respect to the enriched term. Results for (A) GcvB, (B) MicF, and (C) RyhB.
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regulators, three of which were verified in this study (see below).
We also detected multiple regulators of csgD and rpoS mRNAs.
In addition to OmrA/B (34) and RprA (35), we predicted ChiX as
a potential regulator of csgD. Another interesting example is the
yobF-cspC dicistron with four potential regulators (CyaR, OmrA/
B, and OxyS). From these, OxyS was previously shown to nega-
tively regulate the yobF-cspC mRNA (10). The network obtained
for 18 sRNAs and their previously verified and new targets is
presented in Fig. 3A. In total, when using a P value threshold of
0.01, CopraRNA predicted 52 of the 101 benchmark targets.
Furthermore, we verified 17 as yet unknown targets, uncovering
connections between the regulatory networks of GcvB and
Spot42, CyaR, RyhB and FnrS, and CyaR and SgrS. FnrS and
RyhB share a dense overlapping regulon of at least four targets
(Fig. 3A). Additionally, several operons were predicted to be
influenced by multiple sRNAs: the sdhCDAB-sucABCD operon is
targeted by five sRNAs at three different positions (Fig. 3B);
Spot42 and RyhB each regulate two genes in the operon, sdhC
(37) and sucC, as well as sdhD (37) and sdhA, respectively. In
addition, the iscRUAB operon is regulated by both FnrS and
RyhB (38) (Fig. 3C).

Experimental Verification of Predicted Targets. Based on the
benchmark results, we restricted the final set of target candidates
for each sRNA to the top 15 predictions plus candidates that

belong to the functional-enriched terms (Table S5). This ap-
proach provides a reasonable balance between sensitivity and
specificity because it uses the high positive predictive value in the
topmost predictions (SI Appendix, Fig. S3B) while allowing in-
vestigation of an extended target set. We selected 23 previously
uncharacterized potential targets (SI Appendix, Table S7) for
experimental testing using a GFP reporter system tailored to
investigate posttranscriptional regulation (22). We verified 17
additional targets, which equals a success rate of ∼74%, and
exemplarily proved the predicted interaction sites of yobF-CyaR,
iscR-FnrS, nirB-RyhB, and gdhA-Spot42 through the intro-
duction of compensatory mutations and for marA-FnrS, erpA-
RyhB, marA-RyhB, and sucC-Spot42 by point mutations in
their respective 5′UTRs (Fig. 4 A and B and SI Appendix, Fig.
S8). Interestingly, the point mutations in the marA*1 construct
resulted in an increased repression by wild-type RyhB, which
indicates an improved RNA–RNA hybrid formation. Post-
transcriptional repression of the remaining predicted targets was
tested by flow cytometry (Fig. 4C) or Western blots (SI Appendix,
Fig. S9). An overview of the constructs used and the respective
mean fluorescence intensities is given in SI Appendix, Figs. S9
and S10. Most of the predicted interactions resemble the classic
binding proximal to the translational start site. However, the
binding sites for Spot42 in gdhA and icd align with positions +80
and +75 downstream from the start codon, deeply within the

Fig. 3. (A) Network of verified targets for the 18
sRNAs of the benchmark dataset. Visualization of the
(B) sdhCDABsucABCD and (C) iscRSUAB operon with
verified interaction sites; the promoters are anno-
tated according to EcoCyc (52).
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coding region. A direct inhibition of translation seems unlikely
for these targets; rather, we assume a mechanism that reduces
the half-life of the mRNAs, as shown for the ompD–MicC in-
teraction in S. enterica (39, 40).

Performance of CopraRNA for sRNAs from Nonenterobacterial Species.
To evaluate the performance of CopraRNA for sRNAs that are not
conserved in E. coli or S. enterica, we extended our benchmark
dataset by five additional sRNAs from a wide range of bacterial
families and phyla—the Fur-regulated sRNA A (FsrA) and
SR1 (Firmicutes, Bacillaceae), LhrA (Firmicutes, Listeriaceae),
the inhibitor of hctA translation (IhtA) (Chlamydiae), and PrrF
(Proteobacteria, Pseudomonadaceae)—with a total of 17 experi-
mentally verified targets (SI Appendix, Table S8). CopraRNA
detects 11 of the 17 verified targets in the top 35 predictions,
which resembles a true positive rate of ∼65% and a PPV of ∼6.3%.
Again, this is at least ∼3.7 times better than the single-organism–
specific methods (SI Appendix, Fig. S11). We also obtained
intriguing functional enrichments for FsrA and PrrF (Table 2
and Table S5). The topmost enriched term for the predicted

FsrA and PrrF targets is “GO:0051536∼iron-sulfur cluster
binding” followed by other iron-related terms. This is in agree-
ment with the known roles of these sRNAs in the iron stress
response (30) and may hint at additional yet-unknown target
genes of those sRNAs. The complete prediction dataset is given
in Table S9.

Discussion
Comparison with Other Target Identification Strategies. In this
study, we present a comparative method for sRNA target iden-
tification in bacteria. The method is superior to existing bioin-
formatics tools (Fig. 1B) and works for a wide range of bacterial
organisms. For seven tested benchmark sRNAs, CopraRNA can
compete with microarray-based experiments for target detection
(Table 1). CopraRNA is available as an easy-to-use Web inter-
face (http://rna.informatik.uni-freiburg.de/CopraRNA/). True
positive predictions are enriched by the downstream refinement
of the prediction results through integration of existing data.
Using CopraRNA, we detected 17 as yet unknown targets

for six sRNAs (Fig. 4 and SI Appendix, Fig S9). For the sRNAs

Fig. 4. Verification of sRNA target candidates.
Translational repression of 5′ UTR–gfp fusions when
overexpressing the sRNA. The fold repression is the
ratio of the GFP fluorescence of the respective
translational 5′ UTR–GFP fusion in the presence of
the control plasmid pJV300 and a plasmid for the
overexpression of the respective sRNA, after sub-
traction of the background fluorescence. Compen-
satory point mutations in the UTR and sRNA are
indicated with an asterisk. (A) Verification of the
yobF–CyaR, nirB–RyhB, gdhA–Spot42, and iscR–FnrS
interactions with compensatory point mutations. (B)
Verification of the erpA–RyhB, marA–RyhB, marA–
FnrS, and sucC–Spot42 interactions with point muta-
tions in the 5′UTR. (C) Verification of the ptsI–CyaR,
sdhA–CyaR, nagZ–RyhB, sdhA–RyhB, ptsI–SgrS, icd–
Spot42, nagZ–FnrS, and sdhA–FnrS interactions
without point mutations.
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FnrS, FsrA, GcvB, MicA, MicF, PrrF, RyhB, SgrS, and
Spot42, bona fide physiological functions could be predicted
accurately on our in silico results (Table 2). Compared with
microarrays, CopraRNA has an advantage in that genetic modi-
fications and time-consuming, expensive wet-laboratory experi-
ments are not required for initial target screening. Additionally,
CopraRNA is not biased by secondary effects, which might be
picked up by experimental screening, and allows detection of
targets not expressed under the tested conditions. Consequently,
the predicted targets verify but also extend the existing micro-
array data.
However, CopraRNA also comes with certain limitations. The

primary limitation of bioinformatic target prediction methods is
that most predictions correspond to false positive predictions.
The comparative approach of CopraRNA reduces this problem
to the extent that further experimental analysis becomes much
more reasonable than with existing tools, but it does not solve
this problem completely. In our benchmark assay, half of the 101
known targets are detected with a P value threshold of 0.01 (SI
Appendix, Fig S3A). At this threshold, an average of 65 targets is
predicted for each sRNA and the FPR is ∼95% (SI Appendix,
Fig S3B). Thus, a reasonable sensitivity of 50% comes with a low
specificity of 5%. In fact, this is a strong improvement, as the
other tools tested reach a maximum sensitivity of 25%
(IntaRNA) at 65 predictions per sRNA, and e.g., IntaRNA
needs 226 predictions per sRNA to reach a sensitivity of 50%.
Nevertheless, a low specificity challenges investigators to
follow up on the predictions. For that reason, we do not stick to
the P value threshold strictly, but focus on the top 15 list and on
the predictions (P ≤ 0.01) suggested by further postprocessing
steps. These steps may include automatic and manual func-
tional enrichment (Fig. 2), network analysis (Fig. 3), overlaps
with transcription factor regulons (Fig. 5 and SI Appendix, Fig

S13), or correlation patterns coming from microarray data (41,
42). This combined strategy was very successful in retaining
sensitivity while enhancing specificity. We demonstrated this
by the experimental verification of 73% of the selected 23
predicted targets that were not characterized previously. These
results also show that the FPR is at least slightly over-
estimated because of previously unknown targets (SI Appen-
dix, Fig S3B; compare dashed and solid blue lines). Another
challenge is a prediction without a meaningful postprocessing
result, caused, e.g., by the lack of additional data or lower
prediction quality. For these cases, we control the FDR sta-
tistically by calculating a q-value. The average q-value at pre-
diction rank 65 is ∼0.54 and therefore judged by the current
benchmark data, rather too optimistic. Nevertheless, the q-
value distribution is valuable to roughly estimate the general
prediction quality for a given sRNA. For example, we could not
predict known targets for ArcZ. This less informative prediction
is accompanied correctly by a rapidly growing q-value and only
10 predictions with q ≤ 0.5. On the other side, the good pre-
diction for GcvB has 38 predictions with q ≤ 0.5, and as de-
scribed above, the q-value fits well to the benchmark dataset.
CopraRNA generally requires the conservation of an sRNA and
also a substantial level of target conservation in the selected
species. Therefore, single-organism–specific targets are likely
to be missed, as are interactions that generally are not predict-
able by the underlying IntaRNA algorithm (e.g., double-kissing
hairpin complexes). For example, the metE–FnrS interaction
[verified in E. coli (20)] seems to be conserved or detectable only
in three of the eight included species (SI Appendix, Fig. S12).
This results in a high combined P value of 0.54 and a rank of
1,969 in the combined prediction and shows the importance of
carefully selecting species. A small evolutionary distance favors
sensitivity, and a large distance favors specificity. The downstream

Fig. 5. Partial regulatory network around FNR, ArcA, and FnrS. The figure shows verified FnrS targets, as well as predicted targets (CopraRNA P value ≤0.01)
regulated by FNR or ArcA. For the transcription factors, only selected targets are displayed.
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functional enrichment analysis relies on the availability of the
organism in the DAVID database (31), and the results depend
on the annotation quality of the genome of interest. Of note,
CopraRNA is a target prediction tool for sRNAs that are ex-
pected to act in trans; it is not suitable for the differentiation of
a trans-acting RNA from other types of transcripts. However, the
functional enrichment analysis, the conservation plots, and the
q-value distribution provided by CopraRNA might provide a hint
as to whether a given conserved RNA is a functional trans-
acting sRNA.

Additional Targets and Functions of Previously Characterized sRNAs.
The inspection of the benchmark dataset revealed additional
targets and functions, even for sRNAs extensively characterized
in the past. For the cAMP receptor protein (CRP)-regulated
sRNA CyaR (18, 19), we detected as yet unidentified targets
in primary metabolism (sdhA) and the phosphotransferase
system (ptsI), constituting previously unreported links of the
CyaR regulon to carbon metabolism. Furthermore, with regard
to the yobF-cspC operon, we found a potential explanation for
the indirect negative effect of CyaR on the rpoS mRNA, which
was detected in a screen with 26 sRNAs (43). The yobF gene is
organized together with cspC in a dicistronic operon, and the
RNA chaperone CspC is a posttranscriptional stabilizer of the
rpoS message (44).
FnrS is involved in gene regulation after the shift from aerobic

to anaerobic conditions, and its expression is activated by the
transcription factors FNR and ArcA (20, 21). The combination
of existing information (45) with our predictions and verifications
for FnrS results in a remarkable complex regulatory network
(Fig. 5): (i) FnrS transduces the signal to several non-FNR and
-ArcA targets. These include the target nagZ and the two tran-
scription factor mRNAs iscR and marA. (ii) The prediction also
revealed several target candidates, which are controlled simul-
taneously by FNR and ArcA, which would establish multi-output
feed-forward loops. Although the transcription factor MarA is
not directly regulated by FNR or ArcA, four genes that are ac-
tivated by MarA (acnA, fumC, sodA, zwf) are repressed by ArcA
and/or FNR. These four genes are involved in the resistance to
superoxide (46) and provide a reasonable explanation for the
repression of marA by FnrS at anaerobic conditions. The re-
pression of the transcription factor IscR may be part of the
observed O2-dependent expression of the iscR regulon (47).
FnrS shares three targets with RyhB. Both sRNAs regulate the

mRNA encoding MarA, which is involved in the response to
antimicrobial compounds and oxidative stress (46), and of the
mRNA for the β-N-acetylglucosaminidase NagZ, which permits
resistance to β-lactams in Pseudomonas aeruginosa (48). In-
terestingly, both MarA and NagZ are not obviously involved in
iron homeostasis. For the iron stress-induced sRNA RyhB, we
predicted mRNAs for 13 iron-containing proteins as targets and
verified the posttranscriptional regulation of erpA, the mRNA of
an A-type carrier (ATC) protein involved in iron–sulfur cluster
biogenesis (49), and of nirB, which codes for a subunit of
nitrite reductase.
Regarding the dual-function RNA SgrS, we predicted inter-

actions with mRNAs of additional components of the phos-
photransferase system (chhB, cmtB and fruA) and verified the
posttranscriptional regulation of ptsI (Fig. 4), which codes for the
non–sugar-specific enzyme I component of the PTS. Further-
more, we detected the recently described positive regulated sugar
phosphatase mRNA yigL (50) as a direct target.
We also predicted and verified targets for the CRP-repressed

Spot42 sRNA which is involved in catabolite repression and con-
trols a range of genes in central and secondary metabolism and
sugar transport (6). Our predictions show a large, 18-gene overlap
with the CRP regulon and point to an even broader regulatory
role for Spot42 in primary metabolism involving the citrate cycle
and acetyl-CoA–dependent processes (Table 2, Tables S4
and S5, and SI Appendix, Fig. S13). Our successful experimental

validation of the targets gdhA, icd, and sucC proves the accuracy
of our predictions.
In sum, CopraRNA allows for an efficient screening of large

numbers of sRNAs and has proven superior compared with
existing methods. Using this tool, we obtained compelling evi-
dence that sRNAs are global regulators of large sets of mRNAs,
comparable to protein transcription factors and eukaryotic
microRNAs. We also show that it is a common concept that
mRNAs are targeted by multiple sRNAs and correctly predicted
the regulatory hubs csgD and rpoS. Furthermore, we proposed
and partially verified gdhA, lrp,marA, nagZ, ptsI, sdhA, and yobF-
cspC as hubs targeted by up to seven different sRNAs. Finally,
we present examples for complex posttranscriptional events at
the operon level, including multiple targeting by the same, as
well as different, sRNAs.

Methods
Experimental Methods. Bacterial strains and growth. Cells were grown in Luria–
Bertani (LB) broth or on LB plates at 37 °C. Antibiotics (where appropriate)
were applied at the following concentrations: 100 mg·mL−1 ampicillin and
25 mg·mL−1 chloramphenicol.
Plasmid construction. The plasmids for the overexpression of FnrS and CyaR and
those for the translational superfolder–GFP fusions were constructed as
described previously (22).
Oligonucleotides and plasmids. Oligonucleotides and plasmids are listed in SI
Appendix, Tables S10 and S11.
Fluorescence measurements. Overnight cultures were used to inoculate (1:100)
fresh cultures, and cultivation was continued to OD600 = 2.0. Culture samples
equivalent to 1 OD were harvested by centrifugation and resuspended in
PBS. Aliquots of 100 μL were transferred to a 96-well microtiter plate, and
relative GFP levels were measured in a Victor3 fluorimeter (Perkin-Elmer). A
wild-type strain was measured in parallel to subtract autofluorescence levels.
All samples were measured in biological triplicates. This method was used to
analyze the RyhB–nirB and the CyaR–yobF interactions.
Flow cytometry-based fluorescence measurements. Single bacterial colonies were
inoculated in 200 μL LB medium in 96-well microtiter plates containing
ampicillin and chloramphenicol and grown at 37 °C, 100 rpm for 12–15 h.
Cells were diluted 1/5 in LB and fixed with formaldehyde (Roti-Histofix 10%;
Carl Roth GmbH) to an final concentration of 1% (wt/vol) and measured
directly on an Accuri C6 flow cytometer (BD Biosciences). The mean fluo-
rescence of 50,000 events was averaged for 6–12 independent biological
replicates. The fold repression was calculated as the ratio of the mean GFP
fluorescence of the respective translational UTR–GFP fusion in the presence
of the control plasmid pJV300 and a plasmid for the overexpression of the
respective sRNA, after subtraction of the background fluorescence. Back-
ground fluorescence was measured with the control plasmids pXG-0 and
pJV300 (22):

Foldrep ¼ Fluorescence UTRpJV300 − pXG � 0pJV300
Fluorescence UTRsRNA − pXG � 0pJV300

:

The respective mean fluorescences after subtraction of the background
fluorescence are shown in SI Appendix, Fig. S9. Western blots were per-
formed as described in ref. 9.

Theoretical Methods. Benchmark analysis. For the benchmark analysis, we
conducted whole-genome target predictions for E. coli (NC_000913) and
S. enterica (NC_003197, NC_003277) based on the sequences 200 nt upstream
and 100 nt downstream of the annotated start codons as the input (the first
nucleotide of the start codon corresponds to position 201). The Web server
of RNApredator used the whole gene for target prediction. Otherwise, all
the tools were used with the given standard parameters. The P value
threshold of TargetRNA was set to 0.99 to obtain the top 100 predictions.
The benchmark dataset included 18 sRNAs and a total of 101 previously
published targets (SI Appendix, Table S1). Some targets were verified in both
E. coli and S. enterica; the total number of verified sRNA–target pairs is 113,
but we used only the nonredundant dataset. We included only targets for
which a direct posttranscriptional regulation by an sRNA was verified ex-
perimentally. Targets detected only by RT-PCR, microarrays, or Northern
blots and not verified further were excluded.
Functional enrichment. Functional enrichments (functional annotation clus-
tering) were performed on the DAVID Web server (31) for all benchmark
sRNA predictions. For each sRNA, the target candidates (P ≤ 0.01) were
tested against all the genes on the list as background. Obvious artifacts,
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i.e., predicted interactions with the complementary strand of the genomic
coding region of the respective sRNA, were excluded. Enrichments were
performed for E. coli. The standard parameters were changed to a “Similarity
Threshold” of 0.85 and an “Initial Group Membership” and “Final Group
Membership” of 2. Our threshold for a functional-enriched term was
a DAVID enrichment score of ≥1.1. Networks were visualized using Cyto-
scape (51).
CopraRNA algorithm. To reduce the number of false positive hits in the in-
teraction predictions, we searched for interactions that are conserved in
various species. However, for several reasons, it is conceivable that the
interaction is preserved whereas the actual interaction site is not. To be able
to still predict conserved interactions, it is necessary to combine the evidence

for interactions in the different species without resorting to a consensus-
based approach. In addition to the Web server version, a stand-alone version
of CopraRNA is available (www.bioinf.uni-freiburg.de/Software/). A more
detailed description of CopraRNA, with a focus on the calculation of P val-
ues, may be found in SI Appendix.
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Introduction

Within the last decade it has become increasingly clear that 
small RNAs (sRNAs) are equally efficient and versatile regula-
tors of gene expression as protein-based transcription factors. 
Most trans-encoded sRNAs act at the post-transcriptional level 
by base-pairing to target mRNAs and can have a positive or 
negative effect on gene expression by affecting translation and/
or RNA decay.1,2 Small RNAs typically offer only limited com-
plementarity to their targets. A segment of only seven contigu-
ous bases, the so-called seed region, can be sufficient to confer 
specificity.3-5 Therefore, sRNAs are well suited for regulation of 
multiple mRNAs. Another level of complexity is reached when a 
single mRNA is subject to regulation by several sRNAs.6 Overall, 
this can lead to large sRNA-based regulatory networks that sense 
and respond to the nutritional status of the cell.7,8

The fundamental importance of sRNAs is reflected by their 
involvement in numerous cellular processes, like cell division 
(DicF), transcription (6S RNA), photosynthesis (PcrZ), stress 
adaption (OxyS), virulence, quorum sensing (Qrr), carbon 

storage (CsrBC), and phosphosugar metabolism.9-21 A class of 
genes frequently controlled by sRNAs codes for periplasmic sub-
strate binding proteins of bacterial ABC transporters.7,22-26 This 
transporter superfamily uses periplasmic solute-binding proteins 
to take up a wide range of substrates (sugars, amino acids and 
their derivatives, as well as proteins and drugs).27-29

Most of our knowledge on sRNAs derives from studies with 
Escherichia coli and Salmonella. However, deep sequencing-
assisted approaches have revealed numerous sRNAs in any given 
bacterium or archaeon.30 Experimental evidence for a regulatory 
function of these small-sized RNAs has been provided in a lim-
ited number of cases, for example, in Bacillus subtilis and other 
Gram-positives, in cyanobacteria, archaea, Rhodobacter, and 
Xanthomonas.11,31-35

Genome-wide surveys have recently revealed hundreds of 
sRNAs in the plant pathogen Agrobacterium tumefaciens.36,37 This 
bacterium is able to induce tumors (crown galls) upon transfer of 
a DNA fragment (T-DNA) from its tumor-inducing (Ti) plasmid 
to the nuclear genome of the host plant.38,39 In the transformed 
plant cells, expression of T-DNA encoded growth factor genes 
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The small RNA AbcR1 regulates the expression of ABc transporters in the plant pathogen Agrobacterium tumefaciens, 
the plant symbiont Sinorhizobium meliloti, and the human pathogen Brucella abortus. A combination of proteomic and 
bioinformatic approaches suggested dozens of AbcR1 targets in A. tumefaciens. several of these newly discovered targets 
are involved in the uptake of amino acids, their derivatives, and sugars. Among the latter is the periplasmic sugar-binding 
protein chve, a component of the virulence signal transduction system. We examined 16 targets and their interaction 
with AbcR1 in close detail. In addition to the previously described mRNA interaction site of AbcR1 (M1), the copraRNA 
program predicted a second functional module (M2) as target-binding site. Both M1 and M2 contain single-stranded 
anti-sD motifs. Using mutated AbcR1 variants, we systematically tested by band shift experiments, which sRNA region is 
responsible for mRNA binding and gene regulation. On the target site, we find that AbcR1 interacts with some mRNAs in 
the translation initiation region and with others far into their coding sequence. Our data show that AbcR1 is a versatile 
master regulator of nutrient uptake systems in A. tumefaciens and related bacteria.
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results in cell proliferation and tumor formation. Additionally, 
plant metabolism is re-programmed to produce opines serving 
as carbon and nitrogen source for A. tumefaciens.40,41 Perception 
of plant-derived signals involves several bacterial factors, includ-
ing the two-component system VirA/VirG, which mediates the 
activation of the virulence cascade, and ChvE, a periplasmic sub-
strate binding protein that binds host-derived sugars and plays 
a role in activation of the virulence cascade (ChvE).42-45 Other 
putative substrate-binding proteins are involved in attachment 
(AttC), host defense (Atu2422 and Atu4243), and agrocinopine 
uptake.46-49 In addition to these specialized functions in plant-
microbe interaction, ABC transport systems are required for reg-
ular nutrient acquisition in A. tumefaciens like in other free-living 
bacteria.50

At least three ABC transporters in A. tumefaciens are under 
negative control of the sRNA AbcR1 (ABC transporter regulator 
1).26 Among the targets is atu2422 encoding the binding protein 
for GABA (γ-amino butyric acid), a plant-derived defense mol-
ecule that interferes with quorum sensing in Agrobacterium.47,51 
AbcR1 is encoded in an intergenic region in tandem with the 
related sRNA AbcR2.26 Both are maximally expressed in the late 
exponential phase. Currently, there is no evidence that AbcR2 
plays a regulatory role in A. tumefaciens.

Like Agrobacterium, various Rhizobium species encode numer-
ous sRNAs, including homologs of AbcR1 and AbcR2.52-56 In 
contrast to Agrobacterium, AbcR1 and AbcR2 in Sinorhizobium 
are divergently expressed, namely the first is present in exponen-
tial phase whereas the second accumulates in stationary phase 
suggesting that they operate at different conditions.57 The amino 
acid binding protein LivK was found to be controlled by AbcR1 
but not AbcR2.57 Two other ABC transporter genes are nega-
tively regulated by AbcR1 and AbcR2.58 In Brucella abortus, both 
AbcR1 and AbcR2 seem to have at least some redundant func-
tion.59 Microarray analysis revealed about 25 elevated transcripts, 
several coding for ABC transporters, in the double mutant. At 
least three of these transcripts can be controlled by AbcR1 or 
AbcR2 alone. Moreover, only the double mutant but neither 
single mutant was attenuated in macrophages and in mice. The 
commonalities and differences in AbcR1-mediated gene regula-
tion in these model organisms certainly warrants further studies 
to understand the role of this conserved sRNA in a plant patho-
gen, a plant symbiont, and a human pathogen.

AbcR1 belongs to the large group of Hfq-associated 
sRNAs.55,59-61 Hfq is an RNA chaperone that facilitates base-
pairing between sRNAs and their targets.62,63 About 10 ABC 
transporter proteins were found to accumulate in an A. tumefa-
ciens Δhfq mutant and we wondered whether more than the pre-
viously identified three targets atu2422, atu1879, and frcC were 
controlled by AbcR1.26,61 We used a combination of proteomics 
and bioinformatics approaches to identify numerous new targets 
of AbcR1. RNA–RNA interactions studies revealed that AbcR1 
uses two separate regions to address mRNAs either in the trans-
lation initiation region (TIR) or far downstream in the coding 
region. Our results support the function of AbcR1 as versatile 
master regulator to control Agrobacterium physiology.

Results

AbcR1 regulates periplasmic binding proteins of several ABC 
transporters

To identify new targets of AbcR1, we compared the proteomes 
of the marker-less AbcR1 mutant (ΔAbcR1) and the wild-type 
(WT) strain by two-dimensional PAGE. Cultures were grown 
to stationary phase (OD600 of 1.5) when AbcR1 is maximally 
expressed.26 Total protein extracts from three biological replicates 
were subjected to two-dimensional PAGE and the relative pro-
tein abundance was visualized by dual-channel images (Fig. S1). 
Proteins equally abundant in the WT and mutant appear as yel-
low spots, whereas proteins overrepresented in WT or ΔAbcR1 
are green or red, respectively. Overall, 68 proteins were affected 
by the presence of AbcR1, indicating potential targets of AbcR1 
(Table S1). Twenty-five were up and 43 downregulated. Twenty 
candidates were extracted from the gel, digested with trypsin, and 
subjected to mass spectrometry (Table 1). The presence of the 
known targets Atu2422 and Atu1879 among them validated this 
approach. Northern blot experiments revealed that the increased 
protein levels in the ΔAbcR1 mutant correlated with increased 
mRNA levels of atu2422 and atu1879 in stationary phase (Fig. 1A 
and B).

Validation of eight new AbcR1 targets
The 18 other AbcR1-dependent proteins were so-far-unknown 

candidates (Table S1). To recapitulate AbcR1-mediated regula-
tion at the mRNA level, eight of the new candidates were chosen 
for northern blot analysis with Agrobacterium WT and ΔAbcR1 
mutant grown to exponential (OD600 of 0.5) and stationary 
(OD600 of 1.5) phase. The mRNAs of five periplasmic binding 
proteins of ABC transporters (Atu4577, MalE, Atu4046, Atu4678, 
and DppA) showed clear AbcR1-dependent regulation consistent 
with elevated protein levels in the ΔAbcR1 strain (Fig. 2A–E). The 
same was true for Atu0857, an annotated oxidoreductase (Fig. 2F). 
The frcB transcript appears to be downregulated by AbcR1 in the 
exponential growth phase but, consistent with 2D PAGE, upregu-
lated in stationary phase (Fig. 2G). Reduced transcript levels of 
atpH in ΔAbcR1 in exponential growth supported positive regula-
tion by AbcR1 as seen on the protein level (Fig. 2H). Transcripts 
of atpH and dppA (Fig. 2B) were only detectable in exponential 
growth phase suggesting that they undergo a rapid turnover in 
later growth phases.

Overlap between AbcR1- and Hfq-dependent mRNAs
The AbcR1-dependent genes malE, atu4678, and dppA have 

recently been shown to be affected by Hfq.61 In that study, several 
proteins overrepresented in the A. tumefaciens hfq mutant were iso-
lated from 1D SDS-PAGE gels and identified as ABC transporters. 
This led us to assume that a more comprehensive profile of the Δhfq 
proteome might reveal additional AbcR1 targets. Upon separa-
tion by 2D-SDS-PAGE, 31 putative Hfq-dependent proteins were 
selected and identified by mass spectrometry (Fig. 3A). Among 
them were many periplasmic binding proteins of ABC transporters 
(Table S2) and 10 proteins identified as AbcR1 targets were also 
affected by the absence of Hfq (Fig. 3B) indicating that AbcR1 
acts through Hfq as previously shown for the target Atu2422.61
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Validation of six more AbcR1 targets
Northern blot experiments with probes against the two Hfq 

targets atu4431 (Fig. 3) and atu4259 confirmed regulation 
by AbcR1 as their mRNAs accumulated in the sRNA mutant 

(Fig. 4A and B; note that migration of the 
very abundant 16S rRNA to a similar posi-
tion in the gel interferes with detection of 
the mRNAs and results in two bands).61 
One particularly interesting protein affected 
by Hfq was ChvE, a periplasmic sugar-
binding protein involved in host sensing of 
A. tumefaciens.43,45,64 Its regulatory pattern 
resembles that of FrcB. Both proteins were 
less abundant in the hfq deletion strain than 
in the WT (Fig. 3A; Table S2). In contrast 
to most other AbcR1 targets, but like the 
frcB transcript (Fig. 2G), the chvE mRNA 
was slightly downregulated in the absence 
of AbcR1 in exponential phase but clearly 
upregulated in stationary phase (Fig. 4C) 
suggesting growth phase-dependent regu-
lation by AbcR1. Regulation of ChvE by 
AbcR1 raised our interest in NocT and 
AttC, substrate binding proteins of puta-
tive virulence-related ABC transporters 

required for the uptake of plant-synthesized nopaline (NocT) 
or for the transport spermidine and putrescine (AttC).46 They 
were not detected by 2D PAGE analysis. However, northern 

Table 1. Potential AbcR1 targets in A. tumefaciens identified by 2D proteomics

Protein Locus tag Product ΔAbcR1/WT

Atu4577 atu4577 ABc transporter substrate binding protein 66,90

PykA atu3762 pyruvate kinase 36,86

RbsB atu3821 ABc transporter substrate-binding protein (ribose) 25,64

Atu0857 atu0857 oxidoreductase 13,45

Atu2188 atu2188 oxidoreductase 9,42

Male atu2601 ABc transporter, substrate binding protein (maltose) 8,05

Pgi atu0404 glucose-6-phosphate isomerase 6,64

Atu4046 atu4046 ABc transporter substrate-binding protein (glycine betaine) 6,22

Mure atu2099 UDP-N-acetylmuramoylalanyl-D-glutamate-2,6- diaminopimelate ligase 5,87

Atu1879 atu1879 ABc transporter, substrate binding protein (amino acid) 4,50

Atu0157 atu0157 ABc transporter, substrate binding protein 3,87

Atu4678 atu4678 ABc transporter substrate-binding protein (amino acid) 3,85

Atu2422 atu2422 ABc transporter, substrate binding protein (amino acid GABA) 3,66

FrcB atu0063 ABc transporter, substrate binding protein (sugar) 2,13

DppA atu4113 ABc transporter substrate-binding protein (dipeptide) 2,07

Atu3259 atu3259 dehydrogenase 0,20

RplI atu1088 50s ribosomal protein L9 0,18

Atph atu2625 ATP synthase delta chain 0,16

MurB atu2092 UDP-N-acetylenolpyruvoylglucosamine reductase 0,08

RplY atu2227 50s ribosomal protein L25 0,05

List of proteins with altered abundance in three replicates of the ΔAbcR1 strain in comparison to the WT (fold changes < 0.5 or > 2, respectively). 
Quantitative proteomics was performed by two-dimensional PAGe with total protein samples from stationary growth phase (OD600: 1.5) of the A. tume-
faciens wild-type (WT) and the AbcR1 deletion mutant (ΔAbcR1) followed by MALDI-TOF analysis. The entire list of all proteins significantly accumulated 

in WT or in ΔAbcR1 can be found in Figure S1.

Figure 1. Identification of known AbcR1 targets by 2D-PAGe. subsections of 2D gels showing 
Atu2422 (A) and Atu1879 (B) from A. tumefaciens WT (closed black circle) and ΔAbcR1 deletion 
mutant (dotted black circle) and northern blot analyses of atu2422 (B) and atu1879 (C) transcripts 
in different growth phases. The WT and the ΔAbcR1 deletion mutant (ΔR1) were grown to expo-
nential (OD600: 0.5) or stationary phase (OD600: 1.5) in YeB medium. eight µg of total RNA were 
separated on 1.2% denaturing agarose gels. ethidiumbromide-stained 16s rRNAs were used as 
loading control.
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blot analysis revealed that they clearly are 
AbcR1 targets. nocT is a typical negatively 
controlled AbcR1 target (Fig. 4D) whereas 
regulation of attC varies depending on 
the growth condition (Fig. 4E). The final 
potential AbcR1 target was predicted by 
the CopraRNA algorithm (Comparative 
Prediction Algorithm for sRNA Targets, 
see below).8 Atu3114 was not identified by 
our proteomics approaches but northern 
blot analysis showed AbcR1-dependent 
regulation (Fig. 4F).

CopraRNA predicts two functional 
AbcR1 modules and variable target-bind-
ing regions

Having identified at least 16 AbcR1-
dependent genes, we wondered whether 
they are all regulated by base pairing of the 
RBS with the first exposed loop of AbcR1 
as documented for atu2422 and S. meliloti 
livK.26,57 To computationally predict inter-
action regions between AbcR1 and its tar-
get mRNAs, we made use of the recently 
established CopraRNA program.8 It inte-
grates phylogenetic information to predict 
sRNA–mRNA interactions on the genomic 
scale. An alignment of orthologous AbcR1 
sequences from A. tumefaciens C58, 
Agrobacterium radiobacter K84, Rhizobium 
etli CFN42, Rhizobium leguminosarum bv. 
vicae, Rhizobium etli 652, Sinorhizobium 
meliloti 1021, and Sinorhizobium medicae 
WSM419 revealed long almost identical 
sequence stretches (Fig. 5A). The second-
ary structures were compared using the 
ClustalW2 program prior to calculation of 
a consensus structure with the RNAalifold 
webserver.65,66 Regions highly conserved in 
sequence are equally conserved in structure 
(Fig. 5B). Like the experimentally mapped 
structure of A. tumefaciens AbcR1, the 
sRNAs fold into three hairpins.26 Apart 
from the atu2422 interaction site (mod-
ule 1 = M1), a second conserved single-
stranded region (M2) was found between 
the first and second hairpin. Both regions 
contain a UCCC motif potentially able to 
interact with SD-like sequences (Fig. 5A 
and B). A domain prediction of putatively 
interacting sites between AbcR1 and 15 of 
the target mRNAs validated in this study 

Figure 2. Validation of new AbcR1 targets. subsections of 2D gels showing Atu4577 (A), Male (B), Atu4046 (C), Atu4678 (D), DppA (E), Atu0857 (F), 
FrcB (G), and Atph (H) from A. tumefaciens wild-type (closed black circles) and ΔAbcR1 mutant (dotted black circles) and corresponding northern blot 
analyses of target mRNAs in different growth phases. The wild-type (WT) and the ΔAbcR1 deletion mutant (ΔR1) were grown and treated as in Figure 1.
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Figure 3. For figure legend, see page 629.
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(note that atu4577 could not be used because it is not a conserved 
gene) suggested that both M1 and M2 are involved in target rec-
ognition (Fig. 5C, for visualization of detailed AbcR1 M1- and 
M2-target mRNA interactions in A. tumefaciens see Table S3). 
The predicted mRNA interaction sites preferentially lie around 
the SD sequence but several sites are located far into the coding 
region (Fig. 5D; Table S3).

AbcR1 discriminates between target mRNAs through two 
target-binding regions

A series of band shift experiments was used to experimentally 
validate the algorithmically predicted RNA–RNA interactions. 
Four different in vitro synthesized AbcR1 RNAs were used: the 
WT RNA, Mut1 with a UCC-AAA exchange in M1, Mut2 with 
a UCCC-AAAA exchange in M2, and the combined Mut1+2 
exchange (Fig. 6A). Band shift experiments were performed 
to verify interactions between AbcR1 variants and their target 
mRNAs. In the first round, the 32P-labeled AbcR1 variants were 
incubated with increasing concentrations of four different targets 
predicted to be addressed around the TIR. The target RNAs con-
sisted of 100 to 150 nucleotides containing the predicted interac-
tion region. As expected, band shifts with AbcR1 and AbcR1 
Mut2 but not with the Mut1 and Mut1+2 RNAs confirmed 
complex formation between the TIRs of atu2422 and frcB with 
AbcR1 region M1 (Fig. 6B). Conversely, the atu4678 and chvE 
TIRs were shown to interact with AbcR1 region M2 (Fig. 6C).

Underrepresentation of AtpH protein and atpH mRNA in the 
absence of AbcR1 (Fig. 2H) suggested positive regulation by the 
sRNA. CopraRNA predicted an interaction between the TIR 
of atpH and AbcR1 region M2 including the adjacent hairpin 2 

(Figs. 5C and D). In agreement with this prediction, mutations 
in M1 or M2 alone and even in both M1 and M2 were not suf-
ficient to fully abrogate AbcR1–atpH interaction suggesting an 
extended interaction (Fig. 6D). The sRNA–mRNA interaction 
was lost in the simultaneous presence of a mutation in M2 of 
AbcR1 and in the atpH TIR (atpH-5U; Fig. 6D).

In a second round of experiments, three mRNAs predicted 
to interact with AbcR1 in their CDS were tested. One hundred 
and fifty nt-long RNAs containing the predicted interaction 
region were incubated with the radiolabeled AbcR1 variants. 
Interaction of M1-containing AbcR1 in the CDS of atu1879 
(Fig. 7A) explains why the TIR of atu1879 could not be shifted in 
our previous study.26 Region M1 also interacts with the CDS of 
atu3114. Extending the CopraRNA prediction, the CDS region 
of malE was not only able to interact with module M1 but also 
retarded the M2 RNA (Fig. 7B) suggesting that both modules 
are able to initiate seed pairing. Consistent with this assumption, 
the Mut1+2 RNA was unable to shift the malE fragment.

In vivo verification of target binding by AbcR1 modules M1 
and M2

To validate the in vitro results on the interaction of AbcR1 
with its target mRNAs in vivo, we used an A. tumefaciens 
ΔAbcR1/2 double mutant complemented with the empty vec-
tor (+v in Fig. 8) or a plasmid constitutively expressing one of 
the four AbcR1 variants (+AbcR1, +Mut1, +Mut2, or +Mut1+2). 
Production of the AbcR1 transcripts was confirmed by northern 
blot analysis (Fig. 8A). The mRNA levels of four different AbcR1 
targets were determined by northern blot analysis. Consistent 
with the band shift experiments (Figs. 6 and 7), region M1 was 

Figure 3 (See opposite page page). Altered protein synthesis in the Δhfq mutant reveals new putative AbcR1 targets. (A) Total protein samples from 
stationary growth phase (OD600: 1.0) of A. tumefaciens WT and the hfq deletion mutant (Δhfq) were subjected to two-dimensional gel electrophoresis. 
Proteins overrepresented in WT or in Δhfq preparations are shown in green or red, respectively. Proteins present in equal amounts in both preparations 
appear in yellow. six (green spots) and 22 (red spots) proteins significantly accumulated equally in three replicates of WT (closed white circles) or in Δhfq 
(dotted white circles) were analyzed via MALDI-TOF. Altered proteins that were not identified by MALDI-TOF are marked with numbers. #, proteins were 
identified in multiple spots. (B) Venn diagram comparing altered proteins from different proteomic approaches (Δhfq 1D-gel, Δhfq 2D-gel, and ΔAbcR1 
2D-gel) in A. tumefaciens. ABc transporter components are underlined. (+) or (-) indicate over- or underrepresentation of proteins in deletion mutants.

Figure 4. Verification of additional AbcR1 targets. Northern blot analyses of atu4413 (A), atu4259 (B), chvE (C), nocT (D), attC (E), and atu3114 (F) mRNAs 
in different growth phases. The wild-type and the ΔAbcR1 deletion mutant (ΔR1) were grown to exponential (OD600: 0.5) or stationary phase (OD600: 
1.5) in YeB medium. eight µg of total RNA were separated on 1.2% denaturing agarose gels. ethidiumbromide-stained 16s rRNAs were used as loading 
control.
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Figure 5. For figure legend, see page 631.
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responsible for regulation of atu2422 and atu3114 (Fig. 8B and 
D). In accordance with the band shift results (Fig. 6C), atu4678 
was predominantly controlled via M2 (Fig. 8C). The same was 
true for atu4431, which was predicted to bind the M2 region 
AbcR1 in in its coding sequence (Fig. 8E).

Binding sites of AbcR1 in the CDS contain SD-like 
sequences

To precisely map the AbcR1-binding positions in the CDS 
of selected target mRNAs, we used an in vitro reverse tran-
scription approach. The principle is illustrated in Figure 9A. 
Target mRNA fragments of 100 or 150 nt length were annealed 
to end-labeled primers complementary to regions upstream of 
the predicted interaction region followed by cDNA synthesis. 
Truncated products upon addition of two different concentra-
tions of AbcR1 prior to reverse transcription were mapped in ref-
erence to a sequence reaction run on the same gel. In a control 
experiment (Fig. 9B), the mapped atu2422–AbcR1 interaction 
site corresponded to the previously reported site overlapping the 
SD sequence of the mRNA.26 As an example for an mRNA tar-
geted far within the CDS, atu3114 was used. The CopraRNA-
predicted region around 516 nt in the open reading frame was 
found to interact with AbcR1, thus resulting in prematurely 
terminated cDNA fragments (Fig. 9C). With the malE RNA, 
the presence of AbcR1 led to truncated cDNA products corre-
sponding to a CDS region around +207 (Fig. 9D). The mapped 
interactions sites show that AbcR1 addresses SD-like UGGGAG 
motifs (see sequence to the left of Fig. 9B–D) regardless of their 
position in the mRNA.

AbcR1 promotes degradation of target mRNAs when bound 
to the TIR or CDS

The previously identified target mRNAs of atu2422 and 
atu1879 were significantly stabilized in the absence of AbcR1 in 
vivo.26 This provided evidence that interaction of M1 with the 
TIR (atu2422) or CDS (atu1879) accelerates mRNA turnover 
and led us to study the effect of AbcR1 on the stability of vari-
ous target mRNAs. We selected one example each for M1-TIR, 
M2-TIR, M1-CDS, M2-TIR, and M1/M2-CDS interactions 
and determined mRNA degradation in the presence or absence of 
AbcR1 after transcription was stopped by addition of rifampicin.

Interaction of AbcR1 with the TIR via M1 ( frcB, Fig. 10A) or 
M2 (atu4678, Fig. 10B) destabilizes the target mRNAs as shown 
by their elevated stability in the absence of the sRNA. The same 

is true when the CDS is bound by AbcR1 either by M1 (atu3114, 
Fig. 10C), M2 (atu4431, Fig. 10D), or M1 or M2 (malE, 
Fig. 10E) suggesting that negative regulation by AbcR1 involves 
RNA degradation regardless of whether the TIR or CDS is tar-
geted. Contrary to these negatively regulated transcripts, stability 
of the positively regulated atpH transcripts was not influenced by 
AbcR1 (Fig. 10F).

Discussion

Global approaches like proteomics or microarrays and bioin-
formatic predictions are commonly used for sRNA target identi-
fication.2,8,67 In this study, we employed a combination of global 
proteomics and comparative biocomputational predictions for 
identifying targets of AbcR1 in the plant-pathogen A. tumefa-
ciens. Validation of 14 targets via northern blot hybridization 
enlarged the set of currently known AbcR1 targets to 16 mRNAs. 
Although several target mRNAs of AbcR1 have been reported in 
Brucella and Sinorhizobium, the mode of action of this conserved 
sRNA has not yet been studied.57,59 Our study uncovered two 
distinct target-binding sites in AbcR1 and variable interacting 
loci in the controlled transcripts.

AbcR1 targets different sites of mRNAs through two func-
tional modules

Many Hfq-associated sRNAs contain one single-stranded 
domain able to interact with multiple target mRNAs.5,14,68-71 
Other sRNAs have several functional domains that base pair 
with different sets of target mRNAs in E. coli, Salmonella, and 
Vibrio harveyi.7,16,72,73

Previously, only one conserved target-binding region strategi-
cally positioned in the first exposed hairpin loop of AbcR1 has 
been reported.26,59 Here, we exploited the recently established 
comparative target prediction tool CopraRNA, which has been 
previously used to predict the two and three interaction regions 
of GcvB and Spot42, respectively.7,8,73 Strikingly, the two com-
putationally predicted and experimentally verified modules M1 
and M2 are highly conserved among Rhizobiaceae suggesting 
that the two functional modules are not limited to AbcR1 in 
A. tumefaciens. The more distantly related AbcR1 sequence from 
Brucella was not included in the CopraRNA predictions because 
it exhibits less sequence identity to A. tumefaciens AbcR1 than 

Figure 5 (see opposite page). comparative computational predictions suggest two functional AbcR1 modules. sequence alignment (A) and consensus 
structure (B) of AbcR1 in A. tumefaciens c58 (A.t.), A. radiobacter K84 (A.r.), R. etli cFN42 (R.e.), R. leguminosarum bv. vicae (R.l.), R. etli 652 (R.e.652) S. meliloti 
1021 (S.m.), and S. medicae WsM419 (S.md.). sequence conservation is given in bold letters. Nucleotides highly conserved in structure are marked in red. 
The calculated structure is given in dot-bracket notation above the alignment. Grey shaded boxes (A) or gray marked nucleotides (B) represent regions 
M1 and M2. Visualization of the predicted binding regions in AbcR1 (C) and the experimentally verified targets of AbcR1 (D). The density plots at the top 
indicate the relative frequency of sRNA or mRNA nucleotide positions in the predicted AbcR1–target mRNA interactions. The density plots combine all 
optimal predictions for the 15 conserved verified targets in all included homologs of AbcR1 (C) or target mRNAs (D). Distinct interaction domains are 
indicated by local maxima marked with upright lines. Below the density plots, schematic alignments of the AbcR1 homologs (C) and the targets (D) are 
drawn to visualize the predicted optimal and suboptimal interactions for each organism. each alignment contains eight lines, one for each organism 
included in the copraRNA prediction. The order of the organisms in the alignment from top to bottom is: A. tumefaciens c58 (A.t.), A. radiobacter K84 
(A.r.), R. etli cFN42 (R.e.), R. leguminosarum bv. vicae (R.l.), R. etli 652 (R.e.652) S. meliloti 1021 (S.m.), and S. medicae WsM419 (S.md.). The aligned regions are 
colored in gray and the optimal predicted interaction regions are given in different colors (for contrast only). The respective best suboptimal interaction 
site predictions are additionally shown by gray lines. White regions indicate gaps inside the AbcR1 alignment. Locus tag and gene name (if available) 
of target mRNAs are given on the right. A vertical gray line indicates the start codon. Numbering of bases in mRNA alignments is given relative to the 
start codon (D). For detailed visualization of optimal and suboptimal interactions for AbcR1 and its verified target mRNAs in A. tumefaciens, see Table S3.
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Figure 6. For figure legend, see page 633.
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Figure 7. Binding of target mRNAs in the coding sequence by AbcR1. (Top) secondary structures of AbcR1 wild-type, the variants Mut1, Mut2, and 
Mut1+2. Band shift experiments with AbcR1 variants and atu1879 (A), atu3114 (A), and malE (B) mRNA fragments (~150 nt). Predicted IntaRNA duplexes 
formed by AbcR1 and target mRNAs are shown to the left. Numbering of mRNA nucleotides is given relative to the start codon. 32P-labeled AbcR1 vari-
ants (< 0.05 pmol) were incubated with increasing concentrations of unlabeled target RNAs at 30 °c for 20 min. Final concentrations of unlabeled RNA 
were added in 100 (lanes 2), 200 (lanes 3) and 400 (lanes 4) fold excess. samples from lanes 1 were incubated with water (control).

Figure 6 (See opposite page). Binding of target mRNAs at the translation initiation region by two distinct functional modules. (A) secondary structures 
of WT AbcR1 and the variants Mut1, Mut2, and Mut1+2. Band shift experiments with AbcR1 variants and atu2422 (B), frcB (B), atu4678 (C), chvE (C), and 
atpH (D) mRNA fragments (~-50/+100 nt relative to the AUG start codon). Predicted IntaRNA duplexes formed by AbcR1 and target mRNAs are shown to 
the left. Numbering of mRNA nucleotides is given relative to the AUG/GUG start codon. 32P-labeled AbcR1 variants (< 0.05 pmol) were incubated with 
increasing concentrations of unlabeled target RNAs at 30 °c for 20 min. Final concentrations of unlabeled RNA were added in 100 (lanes 2), 200 (lanes 3), 
and 400 (lanes 4) fold excess. samples shown in lanes 1 were incubated with water (control).
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the homologs from Sinorhizobium and Rhizobium species. The 
existence of two single-stranded M1- and M2-like regions in the 
predicted secondary structure of B. abortus AbcR1, however, sug-
gests that two functional AbcR1 modules are not restricted to 
plant-associated bacteria.59

On the target site, our study revealed that AbcR1 binding 
regions are scattered throughout the TIR and CDS. Although 
interference with translation by mRNA binding around the SD 
sequence is considered the most common control mechanism 
of sRNAs, targeting of coding sequences has been described in 
enterobacteria, for example, MicC and ompD, ArcZ-tpx, RybB-
fadL, SgrS-manX, and SdsR-ompD.14,71,74-76 Two exposed UC-rich 
interaction regions in AbcR1 and the potential to interact with 
SD-like regions in the TIR or CDS allows pervasive gene regula-
tion by this sRNA in A. tumefaciens.

AbcR1: A conserved master regulator of ABC transporters
There is increasing evidence that sRNAs are more than single 

target regulators, but rather act on multiple trans-encoded tar-
gets and rewire entire transcriptional networks.2,77,78 Many well-
studied sRNAs in enterobacteria control large sets of functionally 
related target mRNAs; for example, RyhB regulates mRNAs 
encoding iron-binding proteins involved in iron homeostasis, 
OmrA/OmrB regulate mRNAs encoding proteins for outer 
membrane protein synthesis, and GcvB controls genes for amino 
acid biosynthesis and transport.7,22-24,69,70,79-83

Homologs of AbcR1 from S. meliloti, R. etli, and B. abortus 
are similar in sequence and structure.52-54,56,59,84 A functional clas-
sification of target mRNAs (ABC transport system) was initially 
described for the AbcR sRNAs in A. tumefaciens and B. abor-
tus 2308.26,59 The experimental verification of 14 AbcR1 targets 
encoding periplasmic transport proteins carrying sugars, amino 
acids, and opines supports the function of AbcR1 as a key regula-
tor for these transport systems (Fig. 11).

Our previous study described a potential role of AbcR1 in 
plant defense, quorum sensing, and virulence of A. tumefaciens 
because the AbcR1 target atu2422 codes for binding protein 
of an importer of GABA, a plant defense molecule.26,85-88 We 
now find that AbcR1 also silences synthesis of ChvE (Fig. 4C), 
a regulator in sugar-dependent activation of the virulence cas-
cade as well as other virulence-related ABC transporters (NocT 
and AttC).43,45 This strengthens the hypothesis that AbcR1 is 
involved in plant–microbe interactions and post-infection nutri-
ent acquisition.

Although most currently known sRNAs block translation 
of target mRNAs by interfering with ribosome binding, several 
sRNAs can activate gene expression.89 They can, for example, 
bind upstream of the TIR and remodel an intrinsic inhibitory 
mRNA structure such that the sequestered ribosome binding 
site is liberated (DsrA and RprA).90-92 Recently, new translation-
independent pathways of mRNA activations have been reported 
for cfa through RydC and for yigL through SgrS in Salmonella.19,93 
In enterobacteria, well-characterized sRNAs like RyhB and ArcZ 
repress some target mRNAs, but activate translation of shiA 
(RyhB) and rpoS (ArcZ).69,74,79,80,94 In addition to the many nega-
tively controlled AbcR1 targets in A. tumefaciens we found atpH 
as positively regulated gene. It is predicted to encode the delta 
subunit of the ATP synthase. In E. coli, this subunit plays a key 
role in the assembly of the H+-translocating F

0
F

1
 ATP synthase.95 

Although it remains unknown how AbcR1 controls atpH expres-
sion, for instance, AbcR1 does not alter atpH mRNA stability 

Figure 8. In vivo validation of AbcR1 modules 1 and 2. Northern blot 
analyses of AbcR1 (A), atu2422 (B), atu4678 (C), atu3114 (D), and atu4431 
(E) transcripts from cultures of the A. tumefaciens wild-type (WT) or 
the ΔAbcR1/2 deletion mutant (ΔR1/2) complemented with a plasmid 
expressing different AbcR1 variants (+R1, +Mut1, +Mut2, +Mut1+2). The 
strains were grown in YeB medium. +v: control strains harboring the 
empty vector. eight μg of total RNA were separated on 1.2% denaturing 
agarose gels. ethidiumbromide-stained tRNAs or 16s rRNAs were used 
as loading control.
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directly, the extensive interaction region between AbcR1 
M2 and the TIR of atpH is indicative of a direct mecha-
nism. Control of multiple ABC transporters and the ATP 
synthase suggests that AbcR1 coordinates nutrient acqui-
sition and energy conversion in A. tumefaciens.

Experimental Procedures

Bacterial growth conditions
Bacterial strains and antibiotics used in this study 

are listed in Table S5. E. coli was grown in LB medium 
at 37 °C. A. tumefaciens strains were cultivated in YEB 
medium at 30 °C.

Strain and vector constructions
The ΔAbcR1 and Δhfq mutant strains were con-

structed in previous studies.26,61 Runoff plasmids as 
templates for in vitro transcription of AbcR1 or target 
mRNA fragments were flanked by the T7-promoter 
sequence (GAAATTAATA CGACTCACTA TAGGG) 
and an EcoRV site PCR-amplified with primers listed in 
Table S4 and subcloned into pUC18.96 AbcR1 variants 
were constructed via site-directed mutagenesis using the 
primers listed in Table S4.

Protein preparation
Cells of A. tumefaciens wild-type, ΔAbcR1, and 

Δhfq were grown in 30 ml YEB medium at 30 °C to an 
OD600 of 1.5. Culture volumes of 30 ml were harvested, 
washed three times in 30 ml of TE-buffer (100 mM Tris 
and 1 mM EDTA), and finally resuspended in 4 ml of 
TE-buffer with 1.39 mM PMSF and 0.2 mM DTT. 
Cells were disrupted by three passes through a chilled 
French press. The lysates were centrifuged at 10 000 × g 
for 30 min to remove the cell debris. Protein concentra-
tions were determined by Bradford assays.97

Two-dimensional PAGE and Mass Spectrometry
Total proteins extracts of A. tumefaciens wild-type, 

ΔAbcR1, and Δhfq cells were concentrated by chlo-
roform/methanol precipitation up to 600 μg μl-1.98 
Isoelectric focusing and SDS-PAGE were performed as 
described previously.99 Protein solutions were loaded on 
Immobiline DryStrip pH 4–7, 24 cm (GE Healthcare). 
After isoelectric focusing, proteins were subjected to 
12.5% SDS-PAGE, and the spots were visualized using 
RuBPS (C

72
H

42
N

6
Na

4
O

18
RuS

6
) staining. Protein spots 

were scanned using a Typhoon TRIO (GE Healthcare) 
and were quantified with the Delta two-dimensional 
software (version 4.0, Decodon). Selected protein spots 
were excised from the gel, and protein identification 

Figure 9. Precise mapping of AbcR1 binding sites in target mRNAs. (A) Principle of AbcR1 binding-site mapping by toeprinting analysis. -AbcR1, without 
AbcR1; reverse transcription (RT) starting from a primer complementary to the target mRNA sequence transcribes a full-length product. +AbcR1, pairing 
of AbcR1 with the target sequence terminates reverse transcription (truncated product). AbcR1 binding-site mapping on atu2422 (B), atu3114 (C), and 
malE (D) RNA fragments was performed as described in Experimental procedures. The position of truncated products is indicated to the right. mRNA 
nucleotides involved in M1 binding are shown to the left. concentrations of AbcR1 RNAs were 1.5 pmol µl-1 (lane 2) and 2.5 pmol µl-1 (lane 3).
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Figure 10. AbcR1 M1 and M2 target mRNAs in the TIR and the cDs for degradation. Northern blot analyses of frcB (A), atu4678 (B), atu3114 (C), atu4431 
(D), malE (E), and atpH (F) transcripts from cultures treated with rifampicin. cultures of the A. tumefaciens wild-type (WT) or the ΔAbcR1 deletion mutant 
(ΔR1) were grown to exponential or stationary (in case of frcB) growth phase in YeB medium and treated with rifampicin (250 mg ml-1). Total RNA frac-
tions were collected at the indicated time points. eight μg of total RNA were separated on 1.2% denaturing agarose gels. ethidiumbromide-stained 16s 
rRNAs were used as loading control. Quantification of transcript stabilities and their calculated half-lives are given to the right.
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using mass spectrometry was performed by MALDI-TOF mass 
spectrometry as described previously.100

RNA preparation and northern analysis
Cells were harvested, washed, and frozen in liquid nitro-

gen as described previously.26 Isolation of total RNA was done 
by using the hot acid phenol method.101 Northern analyses 
were performed as previously described.26 To measure mRNA 
stability, rifampicin was added to the cell cultures in a final 
concentration of 250 mg ml-1 and samples for RNA isolation 
were collected before (0 min) and 1, 2, 3, 4, and 6 min after 
addition of the transcriptional inhibitor rifampicin. In order to 
determine the half-life of the specific mRNAs, the amount of 
transcripts present at each time point was quantified using the 
Image software Alpha Ease FC (Alpha Innotech). The primers 
used for RNA probe generation are listed in Table S4 in the 
supplemental material.

Gel shift experiments
The sRNAs AbcR1 WT, QC1, QC2, and QC1+2 and the 

target mRNA fragments (comprising ~150 nucleotides in the 
TIR or in the CDS) were synthesized in vitro by runoff tran-
scription with T7 RNA polymerase from the linearized plas-
mids listed in Table S4. 5‘ end labeling of AbcR1 WT or AbcR1 
variants (QC1, QC2, and QC1+2) with 32P was performed as 

described.102 RNA band shift experiments were performed in 1x 
structure buffer (Ambion) in a total reaction mixture volume of 
15 µl as follows. 5′ end labeled AbcR1 (corresponding to 5000 
c.p.m.) and 1 µg of tRNA were incubated in the presence of 
unlabeled target mRNA fragments (~150 nt) at 30 °C for 20 
min. The final concentrations of added unlabeled RNA frag-
ments are given in the figure legends. Prior to gel loading, the 
binding reactions were mixed 4.5 µl of native loading dye (50% 
glycerol, 0.5× TBE, 0.1% bromophenol blue and 0.1% xylene 
cyanol) and run on native 6% polyacrylamide gels in 0.5× TBE 
buffer at 300 V for 1.5–3 h.

Mapping of sRNA-binding sites
Mapping of AbcR1-binding sites were performed like previ-

ously described “toeprint analysis” with some modifications.103 
Annealing mixtures contained 0.5 pmol unlabeled atu2422 (50 
nt +/– from the AUG start codon), malE (+100/+250 relative to 
AUG start codon), or atu3114 (+437/+588 relative to AUG start 
codon) mRNA fragments and 1 pmol of 5′ end labeled primer 
runoff_atu2422_rv, runoff_malE2_rv, and runoff_atu3114_rv 
in VD buffer without magnesium. Annealing mixtures were 
heated for 3 min at 80 °C and snap frozen in a frozen plastic 
box. After incubation on ice for 20 min, different concentrations 
(listed in figure legends) of AbcR1, WT, or water (as negative 

Figure 11. The AbcR1 regulon of A. tumefaciens. AbcR1 controls mRNAs of periplasmic substrate-binding proteins of 14 ABc transporters (sugars and 
amino acids to the left and right, respectively), an annotated oxidoreductase (atu0857) and Atph. Module 1 (red) and module 2 (blue) dependent genes 
are sorted toward the top and bottom of the schematic cell, respectively. The interaction region (TIR or cDs) and the mode of action (repression or 
activation) are indicated. Dashed lines refer to computationally predicted interactions.
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control) were added and incubated at 37 °C for 20 min. After 
addition of 2 µl MMLV-Mix (VD + Mg2+, BSA, dNTPs and 
MMLV reverse transcriptase [USB]), cDNA synthesis were per-
formed at 37 °C for 10 min. Reactions were stopped by adding 
formamide loading dye and reaction aliquots were separated on a 
denaturing 8% polyacrylamide gel. Reverse transcription cDNA 
products were identified by comparison with sequences generated 
with the same 5′ end labeled primer.

Bioinformatic tools
Alignments of sequences were generated by the ClustalW soft-

ware obtained from http://www.ebi.ac.uk/Tools/msa/clustalw2/. 
sRNA–mRNA duplexes were predicted by the IntaRNA webserver 
from http://rna.informatik.uni-freiburg.de:8080/v1/IntaRNA.
jsp.104 Secondary structures and consensus structures were 
computed with mfold http://mfold.rna.albany.edu/?q=mfold/
RNA-Folding-Form and RNAalifold http://rna.tbi.univie.ac.at/
cgi-bin/RNAalifold.cgi.65,105 Comparative predictions for AbcR1 
binding sites and targets were done with CopraRNA http://rna.
informatik.uni-freiburg.de/CopraRNA/Input.jsp.
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ABSTRACT

CopraRNA (Comparative prediction algorithm for
small RNA targets) is the most recent asset to the
Freiburg RNA Tools webserver. It incorporates and
extends the functionality of the existing tool In-
taRNA (Interacting RNAs) in order to predict tar-
gets, interaction domains and consequently the reg-
ulatory networks of bacterial small RNA molecules.
The CopraRNA prediction results are accompanied
by extensive postprocessing methods such as func-
tional enrichment analysis and visualization of in-
teracting regions. Here, we introduce the function-
ality of the CopraRNA and IntaRNA webservers and
give detailed explanations on their postprocessing
functionalities. Both tools are freely accessible at
http://rna.informatik.uni-freiburg.de.

INTRODUCTION

In recent years, bacterial small RNAs (sRNAs) have proven
to be potent, versatile and important regulators of prokary-
otic gene expression (1,2). Furthermore, they are extremely
abundant in various prokaryotic genomes (3–7) and due
to novel experimental (6,8,9) and computational (10–12)
methods on the genomic scale, biologists are struggling with
ever increasing magnitudes of sRNA data that can, in many
cases, only be harnessed by bioinformatics analyses (i.e. tar-
get predictions), preceding wetlab verifcations. To make
analysis methods accessible to a broad audience, graphical
user interfaces (GUIs) are indispensable. Offering such in-
terfaces in a web browser based manner has proven to be
useful and intuitive to many users in the past (13–16). The
Freiburg RNA Tools webserver aims at supplying an easy

to use, free and comprehensive web resource for RNA anal-
ysis, also for non-adept users.

Several sRNA target prediction algorithms have been de-
veloped in the past (17), and many of them are available as
webservers (14,18–21). Here, we highlight that CopraRNA
(Comparative prediction algorithm for small RNA targets)
(22) and IntaRNA (Interacting RNAs) (23) not only pro-
duce more than sound results but also supply postprocess-
ing that greatly aids in the interpretation and evaluation of
the results. The tools are accompanied by extensive help
pages, and direct help requests are rapidly answered. The
results can be viewed in the browser and downloaded for
further local analysis or archiving. Furthermore, the source
code for both tools is available for download on theFreiburg
RNA software page at http://www.bioinf.uni-freiburg.de/
Software/.

CopraRNA AND IntaRNA

While CopraRNA is a comparative method that constructs
a combined sRNA target prediction for a set of given organ-
isms, IntaRNA predicts interactions in single organisms.
An exemplary workfow incorporating both tools is given in
Figure 1. Employing a statistical model, CopraRNA com-
putes whole genome target predictions by combining whole
genome IntaRNA target screens for homologous sRNA se-
quences from distinct organisms. Individual evolutionary
distances between the organisms and the statistical depen-
dencies in the data are accounted for and are corrected
within the workfow of the algorithm. IntaRNA predicts
interacting regions between two RNA molecules by incor-
porating the accessibility of both interaction sites and the
presence of a seed interaction; both features are commonly
observed in sRNA–mRNA interactions (24). IntaRNA, un-
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Figure 1. sRNA identifcation and classifcation workfow incorporating
CopraRNAor IntaRNA. The frst boxmentions selected experiments that
have aided in sRNA identifcation, i.e. RNAseq (8), dRNAseq (6) or Hfq
co-immunoprecipitation (CoIP) (9). The cylinder represents databases that
can be queried while looking for sRNA homologs. Examples are NCBI
(BLAST) (26) or Rfam (27). The next step is the execution of the actual
sRNA target prediction depending on presence of sRNA homologs (Co-
praRNA) or absence of sRNA homologs (IntaRNA). The fnal two stages
consist of postprocessing and selection of candidates for experimental ver-
ifcation, e.g. by a GFP reporter system (32).

like CopraRNA, can also be applied to non-whole genome
screens using smaller sets of RNAmolecules as input. Thus,
it is also applicable to RNA–RNA interaction prediction
for eukaryotic systems (25).

INPUT AND OUTPUT

Input data must be supplied in FASTA format. For
CopraRNA, the FASTA fle should represent three or
more homologous sRNA sequences from distinct organ-
isms. Homologous sRNA sequences may be retrieved from
databases such asNCBI via BLAST (26) or fromRfam (27).
While only three input sequences aremandatory, we suggest
using at least fve if available. CopraRNA requires for each
sequence, a RefSeq ID of its affliated organism as FASTA
header (see Figure 3A, top left for an example). If several
RefSeq IDs correspond to replicons of one organism, any
one of these IDs may be supplied. A maximum of eight in-
put organisms is possible. One of these species must be se-
lected as central reference (organism of interest) for post-
processing and annotation.

Currently,∼2700 organisms are available for CopraRNA
and IntaRNA whole genome target predictions and the list
is updated on a monthly basis. As previously mentioned,
IntaRNA can also compute interactions for smaller sets of

RNAs. In this case, the user may supply two FASTA fles.
For these, all pairwise interactions are computed. Suggested
standard parameters for IntaRNA are a seed length (p) of
7, a target folding window size (w) of 150 and a maximum
base pair distance (L) of 100 (28).

Bothwebservers provide the top 100 predictions of the re-
spective methods as primary result table. Furthermore, the
core results of the algorithms are accompanied by exten-
sive postprocessing that aids interpretation and condensa-
tion of the result tables. For whole genome target predic-
tions, CopraRNA and IntaRNA include automatic func-
tional enrichment (29) of the top predicted targets and vi-
sualization of putative interacting regions within the sRNA
and themRNA.As a new feature of the webserver, the func-
tionally enriched terms are represented within a heatmap,
allowing ‘at a glance’ conclusions for target networks (see
Figure 2 for an example). These results can guide the user
while constructing functional networks and characterizing
target binding mechanisms of a given sRNA. For users in-
terested in the entire results, the corresponding job is avail-
able for download as compressed archive. Sample input and
outputpages forCopraRNAaredisplayed inFigure 3.Both
tools’ source code is also available for download and local
installation from the Freiburg RNA webserver download
page.

METHODS

CopraRNA utilizes IntaRNA to calculate single organism
whole genome target predictions. IntaRNA predictions are
computed for each sRNA-organism pair participating in
the analysis. These individual predictions are the basis for
the comparative model. In order to combine target predic-
tions for homologous genes from distinct organisms, In-
taRNA p-values are computed from the IntaRNA energy
scores for each putative target with an energy score ≤ 0.
Transforming energy scores to p-values is achieved by ftting
generalized extreme value distributions to the IntaRNA en-
ergy scores. Using the resulting equations for each individ-
ual whole genome target prediction, p-values can be calcu-
lated for each putative target. In the following, the Dom-
Clust (30) algorithm is applied in order to cluster homol-
ogous genes. The clustering is based on the amino acid
sequences of the organisms’ protein coding genes. These
clusters are then used to calculate a combined CopraRNA
p-value for each cluster of homologous genes by employ-
ing Hartung’s method for the combination of dependent
p-values (31). Conveniently, it not only allows to account
for the overall dependency within the data, but also incor-
porates the possibility to weight individual p-values. This
is important, as the organisms participating in the analysis
can usually not be regarded as equidistant. Closer organ-
isms are consequently down weighted. Excessive infuence
of outliers is corrected for by applying a root function to the
weights. The fnal set of CopraRNA p-values is employed
for q-value calculation. The q-values give an estimate of the
false discovery rate of the target prediction. More detailed
algorithmic explanations on CopraRNA and IntaRNA are
given in the original publications (22,23).
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Figure 2. The CopraRNA heatmap shows the targets with a p-value ≤
0.01 (for IntaRNA the top 50 predicted targets are subjected to the initial
functional enrichment), which have homologs in the organism of interest
and are functionally enriched. All members of clusters with a DAVID en-
richment score ≥ 1.0 are shown in a specifc color. Each row represents a
gene and each column a specifc functional term. If the gene can be as-
signed to a term, the corresponding square is colored. If no assignment
was made, the square remains white. Closely related terms are assigned to
a cluster and have the same color. The opacity of the color depends on
the p-value of the CopraRNA prediction. A more intense color represents
a more signifcant p-value. The ‘fold enrichment’ is given in front of the
term descriptions. It represents the enrichment of a term in the prediction
group in relation to the whole prediction background (e.g. a term with an
enrichment of 10 contains 10 times more genes belonging to the respective
term than the background). The enrichment scores give a measure of the
biological signifcance of the cluster. The DAVID enrichment score for a
cluster is the log transformed geometric mean of all enrichment p-values
from the terms belonging to the respective cluster. A higher score repre-
sents a more statistically signifcant enrichment. The individual p-values
for the terms are calculated by a modifed Fisher’s exact test. The length of
the bars next to the groups of enriched genes corresponds to the size of the
enrichment score. The publication on the DAVID webserver suggests to
investigate clusters with an enrichment score of ≥ 1.3 while also pointing
out that clusters with lower enrichment scores must not necessarily be dis-
carded andmay also contain useful information (33). This specifc heatmap
represents the enrichment output for the enterobacterial (here Escherichia
coli) sRNA FnrS. Due to space reasons only one term for each cluster is
shown.

POSTPROCESSING AND PREDICTION QUALITY ES-
TIMATION

The benchmarking of CopraRNA showed that some pre-
dictions are more reliable (e.g. GcvB, RyhB, FnrS) than
others (e.g. ArcZ) (22). On behalf of a reduced experimen-
tal (32) workload it is preferable to have a measure for
the reliability of each individual prediction. Here the q-

value and the postprocessing outputs provide guidance. A
strong functional enrichment signature, pointing to a spe-
cifc group of genes or a specifc pathway, has proven to be
a reliable signal for ameaningful prediction. However, func-
tional enrichments are not always present. This may be due
to low prediction quality, but it can also be caused by a lack
of annotation for the organism of interest or its absence in
the DAVID knowledge base (33).

In these cases the user may opt to choose the organ-
ism with the best available annotation as organism of in-
terest. If this proves ineffective, the user should resort to
the q-value distribution and the interaction domain plots.
A slowly growing q-value, i.e. a relatively high number of
predictions with a q-value ≤ 0.5, is a hallmark of a more re-
liable prediction, especially if the interaction plots show dis-
tinct clustered interaction regions for the sRNAandmRNA
homologs. A random distribution of the interaction sites in
the mRNAs and/or sRNA homologs argues against a reli-
able prediction.

JOB ARCHIVING

Upon submission, a unique ID, which is only known by
the submitting user, is automatically assigned to each job.
This ID can be used to recall the results of a specifc job
at any time within the storage period. The Freiburg RNA
webserver stores all computed results for 30 days. Within
this time, selected results or the entire job directory may be
downloaded for local archiving by the user. Online archiv-
ing within the 30 day period is aided by the possibility of
setting job specifc descriptions.

PRIOR APPLICATION AND EVALUATION

The predictive performance of CopraRNA and IntaRNA
was previously evaluated on an extensive benchmarking
dataset of 101 experimentally verifed sRNA and target
pairs from 18 enterobacterial sRNAs (22). They were com-
pared to each other and to RNApredator (19) and Tar-
getRNA (18). Both tools from the FreiburgRNAwebserver
outperformed the other tools in predictive accuracy. Fur-
thermore, CopraRNA was compared to experimental tar-
get prediction by micro arrays. Strikingly, it showed simi-
lar predictive quality with respect to the abundance of cor-
rectly predicted targets (22). From the CopraRNA bench-
mark predictions, 23 previously unreported, putative sRNA
targets were selected for experimental verifcation. From
these, 17 were verifed (22). This represents a success rate
of ∼74%. CopraRNA has also been successfully applied
in studies on non-enterobacterial species. These include in-
vestigations of the sRNAs PsrR1 from Synechocystis sp.
PCC6803 and AbcR1 fromAgrobacterium tumefaciens (un-
published data). Beside many other studies, computational
predictions with IntaRNA enabled the identifcation of two
novel targets of the cyanobacterial sRNA Yfr1 (34) and
aided in fnding that the archaeal sRNA162 targets both cis-
and trans-encoded mRNAs via two distinct domains (35).

IMPLEMENTATION

The Freiburg RNA webserver is based on Apache Tomcat
Java Server Pages (JSP) to enable a high server-side perfor-
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Figure 3. CopraRNA webserver input (A) and output (B) page for the sRNA GcvB. The FASTA fle may be pasted or uploaded to the webserver. Upon
insertion of the sequences, the webserver automatically displays the RefSeq IDs’ organism affliations (blue text in (A)). The output page contains a visual-
ization of the primary result table, the interaction as predicted by IntaRNA and the interacting region plots within the sRNA and mRNA. Furthermore,
the functional enrichment is visualized as interactive heatmap.

mance for input validation, job execution and retrieval, and
dedicated pre- and postprocessing. Javascripting is used to
provide an intuitive and interactive user interface on the
client side. The tools provided by the Freiburg RNA web-
server are run on a dedicated computing cluster with up to
480 CPUs, depending on the workload. Jobs are automat-
ically queued and started via Sun Grid Engine to ensure a
balanced and fast job processing given the varying execu-
tion requirements of the different tools provided. An auto-
matic emailing system informs the user upon job comple-
tion if an email address (optional) is provided upon sub-
mission.
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Abstract
Mechanisms adjusting replication initiation and cell cycle progression in response to envi-

ronmental conditions are crucial for microbial survival. Functional characterization of the

trans-encoded small non-coding RNA (trans-sRNA) EcpR1 in the plant-symbiotic alpha-

proteobacterium Sinorhizobium meliloti revealed a role of this class of riboregulators in

modulation of cell cycle regulation. EcpR1 is broadly conserved in at least five families of

the Rhizobiales and is predicted to form a stable structure with two defined stem-loop do-

mains. In S.meliloti, this trans-sRNA is encoded downstream of the divK-pleD operon.

ecpR1 belongs to the stringent response regulon, and its expression was induced by vari-

ous stress factors and in stationary phase. Induced EcpR1 overproduction led to cell elon-

gation and increased DNA content, while deletion of ecpR1 resulted in reduced

competitiveness. Computationally predicted EcpR1 targets were enriched with cell cycle-

related mRNAs. Post-transcriptional repression of the cell cycle key regulatory genes gcrA
and dnaAmediated by mRNA base-pairing with the strongly conserved loop 1 of EcpR1

was experimentally confirmed by two-plasmid differential gene expression assays and com-

pensatory changes in sRNA and mRNA. Evidence is presented for EcpR1 promoting

RNase E-dependent degradation of the dnaAmRNA. We propose that EcpR1 contributes

to modulation of cell cycle regulation under detrimental conditions.

Author Summary

Microorganisms frequently encounter adverse conditions unfavorable for cell prolifera-
tion. They have evolved diverse mechanisms, including transcriptional control and tar-
geted protein degradation, to adjust cell cycle progression in response to environmental
cues. Non-coding RNAs are widespread regulators of various cellular processes in all do-
mains of life. In prokaryotes, trans-encoded small non-coding RNAs (trans-sRNAs) con-
tribute to a rapid cellular response to changing environments, but so far have not been
directly related to cell cycle regulation. Here, we report the first example of a trans-sRNA
(EcpR1) with two experimentally confirmed targets in the core of cell cycle regulation and
demonstrate that in the plant-symbiotic alpha-proteobacterium Sinorhizobium meliloti
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the regulatory mechanism involves base-pairing of this sRNA with the dnaA and gcrA
mRNAs. Most trans-sRNAs are restricted to closely related species, but the stress-induced
EcpR1 is broadly conserved in the order of Rhizobiales suggesting an evolutionary advan-
tage conferred by ecpR1. It broadens the functional diversity of prokaryotic sRNAs and
adds a new regulatory level to the mechanisms that contribute to interlinking stress re-
sponses with the cell cycle machinery.

Introduction
Non-coding RNAs (ncRNAs) have shot to prominence as significant and ubiquitous regulators
that are involved in the control of various cellular processes in most eukaryotic and prokaryotic
organisms. Although the development of deep-sequencing technologies has allowed for the
identification of an ever-growing number of ncRNAs the biological functions and regulatory
mechanisms of the vast majority remain veiled. In eukaryotes, short-interfering RNAs (siRNA)
and microRNAs (miRNAs) have emerged as a priority research area in biomedicine [1] since
they control crucial cellular processes, such as cell development, differentiation and oncogenic
transformation [2]. For instance, the miR-34 family mimics p53 activity, inducing cell-cycle ar-
rest and apoptosis [3]. Plant ncRNAs have been reported to regulate stress adaptation and de-
fence responses, but also cell differentiation, such as miR169 that was associated with nodule
development in legumes [4,5]. In the fission yeast Schizosaccharomyces pombe, meiRNA plays
a role in recognition of homologous chromosomes for pairing and thus is essential for progres-
sion of meiosis [6,7].

Prokaryotic trans-encoded small RNAs (trans-sRNAs) may be considered functional ana-
logs of eukaryotic siRNAs and miRNAs in their ability to post-transcriptionally control gene
expression by modulating mRNA translation and stability. The canonical regulatory mecha-
nism of bacterial trans-sRNAs involves pairing with a single short binding site within the 5’-
untranslated region (UTR) of the target mRNA, which results in formation of an sRNA-
mRNA duplex blocking the ribosome binding site (RBS) and/or promoting degradation by
RNases [8]. Expression of bacterial sRNAs is commonly stimulated under stress conditions
and contributes to the rapid cellular response and adaptation to changing environments. The
majority of functionally characterized bacterial sRNAs controls crucial physiological processes
like metabolism, transport, chemotaxis, virulence, and quorum sensing [9].

Regulation of DNA replication and cell cycle progression in response to environmental cues
is critical to ensure cell survival. Mechanisms involving small molecule-based signaling, pro-
tein-protein interactions or regulated proteolysis have been implicated with a delay of replica-
tion initiation or septum formation upon facing hostile factors [10]. It is tempting to speculate
that trans-sRNA-mediated post-transcriptional regulation may also contribute to rapid adap-
tive stress responses of the cell cycle control circuit in bacteria.

The α-proteobacterium Caulobacter crescentus is an important model organism for study-
ing cell cycle regulation. In this bacterium, replication is initiated only once per cell cycle
[11,12]. This tight control and exact timing is governed by oscillating concentrations of at least
three master regulators, DnaA, GcrA, and CtrA that coordinate the spatio-temporal pattern of
phase-specific events ultimately leading to asymmetric cell division [13,14]. DnaA mediates
replication initiation and activates gcrA expression. GcrA controls components of the replica-
tion and segregation machinery and finally induces expression of ctrA. CtrA blocks replication
initiation by binding to the origin of replication and regulates more than 100 genes. Among
these are genes involved in cell division, cell wall metabolism, and motility [15,16]. CtrA
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activation is driven by the essential CckA-ChpT phosphorelay, which further inactivates
CpdR-mediated CtrA proteolysis by phosphorylating this response regulator. When activated
by its principal kinase DivJ, DivK silences the CckA-ChpT relay through DivL, allowing for
CtrA degradation and replication initiation. Subsequently, DivK is inactivated by dephosphor-
ylation through its primary phosphatase PleC [17].

In the class of α-proteobacteria, several surveys of the non-coding RNome delivered a pleth-
ora of trans-sRNAs [18–20]. The most comprehensive inventories were performed for mem-
bers of the Rhizobiaceae including Sinorhizobium meliloti [21,22]. S.meliloti exists either in a
free-living lifestyle in the soil or in root nodule symbiosis with a leguminous host plant [23,24].
It has emerged as model organism to study adaptation to stress conditions and switching be-
tween complex lifestyles. The cell cycle of C. crescentus and free-living S.meliloti shows striking
similarities that include initiation of replication only once per cell cycle and asymmetric cell di-
vision. In spite of species-specific rearrangements of the α-proteobacterial cell cycle regulon, a
transcriptional analysis of synchronized S.meliloti cells has recently identified a conserved core
of cell cycle regulated transcripts shared with C. crescentus [25] and confirmed previous
computational comparisons of cell cycle-related genes in α-proteobacteria [26].

Taking advantage of the comprehensive data resource of trans-sRNAs in S.meliloti and re-
lated α-proteobacteria, we aimed at identifying riboregulators that post-transcriptionally affect
bacterial cell cycle progression. Here, we report on the functional analysis of the stress-induced
trans-sRNA EcpR1 that is conserved in several members of the Rhizobiales. We present evi-
dence for EcpR1 negatively regulating dnaA and gcrA at the post-transcriptional level mediated
by base-pairing between a strongly conserved loop of this sRNA and the target mRNAs. Our
data suggests that EcpR1 contributes to a regulatory network connecting stress adaptation and
cell cycle progression.

Results

EcpR1 target prediction shows enrichment of cell cycle-related genes
Hypothesizing that riboregulators affecting cell cycle control are more likely to be found
among phylogenetically conserved trans-sRNAs we performed mRNA target predictions for
27 previously defined RNA families with members in at least two species [27] applying
CopraRNA [28]. The predicted targets were screened for an enrichment of cell cycle-related
genes. The CopraRNA algorithm considers base pairing strength, hybridization free energy
and accessibility of the interaction sites, and integrates phylogenetic information to predict
conserved sRNA-mRNA interactions. Many sRNAs base pair at the RBS, however, translation
can also be blocked when the pairing region is located 50 or more nucleotides (nt) upstream
the RBS or in the open reading frame [29,30]. As suggested by Wright et al. [28], predictions
were therefore based on sequences 200 nt upstream and 100 nt downstream of the annotated
start codons.

Targets predicted for the sRNA family established by the S.meliloti trans-sRNA SmelC291
show a significant enrichment (P-value = 2.5�10-5) of cell cycle-related mRNAs (n = 7) among
the top-ranked candidates (P�0.01, n = 89; S1 Table) [27]. The 23 family members are broadly
distributed among the Rhizobiales including members in the Rhizobiaceae, Phyllobacteriaceae,
Xanthobacteriaceae, Beijerinckaceae, and Hyphomicrobiaceae. SmelC291, previously named
SmrC10 or Sra33, was first identified by comparative genomic predictions of sRNAs [31] and
confirmed by RNAseq [21]. In this study we renamed it EcpR1 (elongated cell phenotype
RNA1) according to the phenotype induced by its overproduction (see below). In S.meliloti,
ecpR1 is located in the intergenic region between the divK-pleD operon coding for an essential
cell cycle response regulator and a diguanylate cyclase, respectively [32] and rpmG encoding
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the 50S ribosomal protein L33 (Fig 1A). In the Rhizobiacea, this genomic locus is highly micro-
syntenic [27]. Northern blot hybridizations confirmed ecpR1 expression from an independent
transcription unit [33] and RNAseq coverage data suggested variants of different length with a
dominant 101 nt sRNA [21] which is predicted to form a stable structure with two defined
stem-loop domains, SL1 and SL2 (Fig 1A, S1A Fig). SL1 is strongly conserved and positions
C16 to G36 (according to the numbering of EcpR1 nucleotides in Fig 1A) including the loop se-
quence are identical in all species with EcpR1 homologs analyzed by Reinkensmeier et al. [27].
The 3’-region harbors a putative Rho-independent terminator and 4 terminal U residues
(S1A Fig).

In the Rhizobiaceae, gcrA, dnaA, and pleCmRNAs appeared among the five top predicted
targets (positions 1, 3 and 5, respectively). Furthermore, the two ftsZ homologs (ftsZ1 and
ftsZ2), ctrA andminD encoding a close homolog of the Escherichia coli cell division inhibitor
[34] were in the top 40 list (P<0.005) of EcpR1 targets (S1 Table). Although there was less
agreement with targets predicted in more distantly related members of the Rhizobiales, gcrA
andminDmRNAs were also assessed as highly probable targets when predictions included
Mesorhizobium strains belonging to the Phyllobacteriaceae (P<0.001) or members of the
Xanthobacteriaceae (P<0.007). Finally, the pleCmRNA was still among the top target candi-
dates (P<0.0001) when members of the Xanthobacteriaceae, Beijerinckiaceaceae, and Hypho-
microbiaceae were analyzed.

The GC-rich conserved region within SL1 of EcpR1 was predicted to base pair with all cell
cycle-related target mRNA candidates (Fig 1A, S1B Fig). The interacting sequences predicted
by CopraRNA were found in different positions of the S.melilotimRNAs: for gcrA, a 13 nt
stretch from position -109 to -95 relative to the start codon (S9D Fig); for ctrA, a 8 nt sequence
from position -21 to -12 located close to the RBS; and for pleC andminD, discontinuous base-
pairing over a 13 nt stretch overlapping the start codon and theminC-minD intergenic region,
respectively (S7A–S7C Fig). The putative binding sites in the dnaA (S1C Fig; BS5) and ftsZ
mRNAs (S7D Fig) map to positions about 60 to 70 nt downstream of the start codon. Addi-
tionally, the mRNA sequences ranging from the mapped S.meliloti transcriptional start site
(TSS) [22] to 100 nt downstream of the annotated start codon were scanned for further se-
quences that may interact with EcpR1 applying IntaRNA [35]. This approach suggested three
additional putative EcpR1 binding sites in the dnaAmRNA with E<-10 kcal/mol (S1C Fig):
two at positions -140 and -70 relative to the AUG (BS1 and BS2), and a sequence overlapping
the start codon region (BS3). The RNAup webserver [36] also identified these putative EcpR1
binding sites together with a sequence overlapping the RBS (BS4) (S1C Fig).

ecpR1 is expressed upon entry into stationary phase and under stress
conditions
Microarray-based transcriptome profiling detected EcpR1 upon heat, cold, acidic, alkaline, salt,
and oxidative stresses [21,37]. In the S.meliloti Rm2011 wild type, Northern blots revealed a
dominant ~100 nt EcpR1 transcript and two less abundant larger variants corresponding to the
prevalent 101 nt species, a 142 nt transcript, and the full length 171 nt variant deduced from
the RNAseq data (Fig 1A and 1C; S1A Fig). In TY rich medium EcpR1 was barely detected in
exponentially growing bacteria (OD600 of 0.2 to 0.9), and levels increased during early and late
stationary phases (OD600 of 1.2 to 2.8) (Fig 1C, S2A Fig). The amount of EcpR1 also increased
after shifting exponential phase cultures for one hour to 40°C, 20°C, or microoxic conditions,
and after adding salt or hydrogen peroxide (~1.5 to 2 fold induction) (Fig 1C). qRT-PCR quan-
tification of EcpR1 transcripts including the sequence region of the 101 nt variant even sug-
gested higher induction levels (up to ~5-fold upon temperature upshift) (Fig 1C). EcpR1 levels
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Fig 1. ecpR1 genomic locus and transcriptional regulation. (A) Secondary structure of the dominant
EcpR1 101 nt variant with a minimum free energy of -50.20 kcal/mol. Nucleotide positions relative to the
second 5’-end are denoted. SL, stem loop domain. The 13 nt region predicted to bind the gcrAmRNA is
boxed. Below, chromosomal region including the ecpR1 gene and RNAseq coverage profile of the EcpR1
sRNA in S.melilotiRm1021. Genome coordinates of the full length ecpR1 variant are denoted. Black and
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also increased when exponential phase cells growing in MOPS minimal medium were shifted
to carbon or nitrogen depleted medium for one hour (~3.5-fold induction) (Fig 1C). Higher in-
duction rates were observed in MOPS and nutrient-limited MOPS (MOPSlim) stationary
phase cultures (up to ~8.5-fold, Fig 1C). Under these conditions, the stationary phase was
reached at OD600 of 8.5 and 2.5, respectively. EcpR1 was not detected in total RNA isolated
from 28 days old mature symbiotic nodules ofMedicago sativa (S2B Fig).

RNAseq identified two distinct 5’-ends of the ecpR1mRNA varying by 29 nt [22] (Fig 1A). Al-
though these 5’-ends were associated to σ70- (ATTGAT-N17-CAATGC) (Fig 1B) and σ54-type
(AGGAAGG-AAAC-TTCCA) promoter motifs (S2C Fig), the alternative 5’2-end may either be
generated by the activity of the putative σ54-dependent promoter or by post-transcriptional pro-
cessing of the EcpR1 primary transcript. To determine promoter activities associated with ecpR1,
different DNA fragments from the ecpR1 upstream region including up to 12 nt downstream of
the TSS were fused to egfp in a replicative low copy plasmid (Fig 1B). Matching the results from
the Northern hybridizations and qRT-PCR, the pPecpR1_5’2 construct showed very low activi-
ties, just surpassing background fluorescence in the exponential growth phase of Rm2011 cul-
tures in TY rich medium, while in stationary phase activities strongly increased (S2D Fig).
Microscopy of Rm2011 single cells carrying pPecpR1_5’2 showed that overall fluorescence ho-
mogeneously increased in stationary phase (S2E Fig), further confirming the growth phase-
dependent pattern of ecpR1 expression. All constructs including the σ70 promoter motif
(pPecpR1_5’1, pPecpR1_5’2, and pPecpR1_5’1–204) showed similar activities in stationary phase
(Fig 1B). Mutations in the -10 region of the σ70-type promoter abolished fluorescence activity of
the reporter plasmid pPecpR1_5’2-Pσ70 (Fig 1B) and EcpR1 was not detected by Northern hy-
bridizations in stationary growing and oxygen depleted 2011Pσ70ecpR1 bacteria carrying these
promoter mutations in the genome (S2F Fig). Furthermore, in stationary cultures an rpoNmuta-
tion did not reduce the reporter gene activity mediated by the pPecpR1_5’2 construct including
both putative promoters (Fig 1B). This suggests that the predicted σ54-type promoter is non-
functional under the conditions tested and implies that the prominent 5’-end of EcpR1 was prob-
ably generated by ribonucleolytic activity. ecpR1 was not required for stimulation of ecpR1 pro-
moter activity in the stationary phase excluding a positive feedback involving the EcpR1 sRNA
(Fig 1B). In trans overproduction of PleD or DivK, encoded upstream of ecpR1 (Fig 1A), did not
affect activity of any of the reporter gene constructs (S2G Fig).

grey areas represent coverages from samples enriched for processed and primary transcripts, respectively
[21]. Detected EcpR1 5’-ends are depicted by arrows and the dominant 101 nt EcpR1 variant used for
structure prediction is marked by the bar. (B) Schematic representation of the fragments included in the
ecpR1 transcriptional fusions and fluorescence values of stationary phase Rm2011 wild type and derivative
cells harbouring the indicated constructs: 5’1, pPecpR1_5’1; 5’2, pPecpR1_5’2; 5’2-Pσ70,
pPecpR1_5’2-Pσ70; 5’1–204, pPecpR1_5’1–204. Specific activities were normalized to OD600 to yield
fluorescence units per unit of optical density (F/OD). Shown are means and standard deviation values of at
least three independent measurements of three transconjugants grown in six independent cultures. (C)
qRT-PCR analysis and Northern blot detection of EcpR1 transcript abundance in Rm2011 and the relA
mutant under different growth and stress conditions in TY (left) and MOPSminimal and MOPSlim medium
(MM, right). 40°C, heat stress; NaCl, 0.4 mM sodium chloride (osmotic stress); H2O2, 10mM hydrogen
peroxide (oxidative stress); -O2, microoxic conditions; 20°C, cold stress; -C and -N, growth in MM until OD600

of 0.9 and then MM depleted for 1 hour for carbon or nitrogen. qRT-PCR values were normalized to the
SMc01852 transcript and the levels of EcpR1 in Rm2011 growing in TY rich medium at OD600 of 0.6 (left) or
MOPSminimal medium at OD600 of 0.9 (right, dashed line). Plots underneath the Northern blots represent
relative hybridization signal intensities. The basal level of EcpR1 in Rm2011 growing in TY rich medium at
OD600 of 0.6 or MOPSminimal medium at OD600 of 0.9 (right) has been normalized to 1 (dashed line) and the
sRNA levels in other conditions have been correlated to this value. Mean results from three experiments are
shown. Error bars indicate the standard deviation. Exposure times were optimized for each panel.

doi:10.1371/journal.pgen.1005153.g001
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Since the predicted promoter motifs provide no hints to extracytoplasmic function sigma
factors being involved in stress-induced stimulation of ecpR1 expression, we assayed the role of
the stringent response alarmone ppGpp in regulation of ecpR1. Previously reported transcrip-
tome data of cultures shifted to nitrogen or carbon starvation indicated a 20-fold and 4-fold in-
crease in EcpR1 levels in the wild type and relAmutant, respectively [38]. Compared to the
wild type, stimulation of ecpR1 expression was reduced more than two-fold in a relAmutant
that is unable to synthesize ppGpp and was fully restored by ectopic relA expression driven by
the basal activity of the non-induced lac promoter [38] (Fig 1B). This result is in agreement
with comparable levels of EcpR1 in the relAmutant under nutrient-sufficient and nitrogen- or
carbon-limiting conditions as inferred from Northern hybridizations (Fig 1C) suggesting that
EcpR1 is part of the stringent response regulon in S.meliloti.

Overexpression of ecpR1 leads to cell cycle defects in several related α-
proteobacteria
To study the biological function of EcpR1, growth and morphology phenotypes were moni-
tored in S.meliloti either overexpressing ecpR1 or lacking a functional copy of this sRNA
gene.

IPTG-induced overexpression of ecpR1 was mediated by construct pSKEcpR1+ in strain
Rm4011 carrying mutations that prevent background activity of the applied inducible expres-
sion system (see materials and methods). Northern hybridizations verified IPTG-driven over-
expression of ecpR1 from plasmid pSKEcpR1+. Due to the overall stronger signals, the three
less abundant EcpR1 variants matching the RNAseq data [21] were clearly detected in addition
to the dominant 101 nt EcpR1 transcript (Figs 1A and 2A; S1A Fig, S2A Fig). IPTG-driven
overexpression of the SmelC812 RNA gene from plasmid pSKControl+ served as control in all
ecpR1 overexpression assays because it did not affect the overall integrity of the cell, as growth
phenotype and transcriptome profiles did not significantly deviate from the wild type proper-
ties. SmelC812, an antisense RNA of insertion sequence ISRm19, was postulated to prevent
translation of its associated TRm19 transposase mRNA [21].

Induced overexpression of ecpR1 led to abnormal cell elongation (Fig 2B). The mean cell
length progressively increased after exposure to IPTG (Fig 2D). 30 hours post-induction 90%
of the ecpR1 overexpressing cells were abnormally long and 3% of the population additionally
showed a branched morphology (sampling of 1000 cells). Similar abnormal cell morphologies
have previously been reported in response to a variety of cell cycle perturbations that inhibit or
overstimulate either DNA replication or cell division [32,34,39–41]. ecpR1 overexpressing cells
showed a ~2-fold decrease in generation time (~4 hours) compared to those overproducing the
control sRNA (~2 hours), measured as the average time between two cell divisions monitored
by time-lapse microscopy on TY rich medium (S3A Fig). Time-lapse microscopy also showed
that after 30 hours of growth in presence of IPTG 38% of the elongated cells (n = 500) were not
able to proceed to cell division and to resume growth after transfer to fresh medium lacking the
inductor, compared to 4% of equally treated pSKControl+ cells (S3B Fig). Furthermore, after
three cycles of regrowing EcpR1 overproducing cultures on TY rich medium supplemented
with IPTG, a 64% decrease in viable cells was observed (S3C Fig). Cells overproducing EcpR1
spread to a smaller halo (diameter 8 ± 2 mm) than the control (16 ± 1 mm) on soft agar (Fig
2C), but were still motile compared to a visNmutant incapable of swimming [42]. Finally, we
checked alterations of the DNA content by fluorescence-activated cell sorting (FACS) analysis.
4 hours post-induction, cells with two genome copies started to accumulate in comparison to
the control, and after 20 hours the majority of cells contained 2 or more genome equivalents
(Fig 2E), further suggesting perturbations of the cell cycle.
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Because homologs of EcpR1 and cell cycle-related target candidates were also found in
other members of the Rhizobiales, we asked whether overproduction of S.meliloti EcpR1 also
leads to cell cycle defects in related species. This phenotype was conserved in the genera Sinor-
hizobium and Rhizobium, as IPTG-induced overexpression of ecpR1 in S.medicae, S. fredii,
R. tropicii, and R. radiobacter carrying plasmid pSKEcpR1+ led to a similar proportion of elon-
gated and branched cells as observed in S.meliloti (S4A Fig). In R. etli and A. tumefaciens, cell
cycle associated defects were less abundant but FACS analysis confirmed an increased propor-
tion of cells with more than two genome copies (S4B Fig).

Fig 2. Elongated cell phenotype induced by ecpR1 overexpression. (A) Northern blot detection of EcpR1
RNA variants in Rm4011 strains carrying either pSKControl+ (Control+), pSKEcpR1+ (EcpR1+), or
pSKEcpR1-2+ (EcpR1-2+) 4 hours after induction with IPTG. Below, relative hybridization signals derived
from the 101 nt EcpR1 species are plotted. The wild type level of EcpR1 in Control+ cells (OD600 of ~0.9) has
been normalized to 1 (dashed line) and the sRNA levels in other conditions are correlated to that value. Mean
results from three experiments are shown. Error bars indicate the standard deviation. (B) Cell morphology,
(C)motility assay, (D) cell length, and (E)DNA content of S.meliloti strains overexpressing ecpR1 or the
SmelC812 control antisense RNA gene. The 2011visNmutant was used as negative control for swimming
motility. 1C and 2C indicate one and two genome equivalents, respectively. Bars correspond to 2 μm in B and
5 mm in C. Error bars in D represent standard errors (n = 100 cells).

doi:10.1371/journal.pgen.1005153.g002
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Deletion of ecpR1 attenuates competitiveness
The markerless 2011ecpR1mutant, missing the sequence of the full length 171 nt ecpR1 variant,
did not show distinct phenotypes in that it grew similarly to the wild type, even under the stress
conditions which stimulated ecpR1 expression (S5A–S5D Fig). After growth in rich medium or
defined nutrient-limited minimal media until late stationary phase or after application of stress
conditions growth recovery and cell viability (CFU/ml) were also not significantly affected
compared to the wild type. Furthermore, the ecpR1 deletion mutant was not impaired in sym-
biosis with its host plantM. sativa (S5E–S5H Fig).

The strong conservation and microsynteny suggests an evolutionary advantage conferred
by the ecpR1 locus. To support this hypothesis we determined whether the Rm2011 wild type
has a fitness advantage over the ecpR1mutant. For this competitive growth assay, strains were
labeled by a stable genomic integration of plasmids carrying either egfp ormcherry driven by a
constitutive promoter. MOPS or Nutrient-limiting MOPS (MOPSlim) minimal media were in-
oculated with 2011mCherry cells and either 2011 egfp or 2011ecpR1 egfp cells in a ratio of 1:1.
eGFP:mCherry fluorescence ratios of the mixed cultures were measured and microscopy im-
ages were taken to determine the percentage of egfp-labeled bacteria (Fig 3, S6 Fig). After 7
days of cultivation, the 1:1 ratio was maintained indicating that all strains grew similarly, as we
have previously observed when single-strain liquid cultures were grown in these conditions
(S5 Fig). However, after the 7 days-old mixed cultures were diluted in fresh media, the propor-
tion of the 2011ecpR1 egfp strain progressively decreased in the MOPSlim medium (S6C and
S6D Fig). The mixture of 2011egfp and 2011mCherry cultures further on maintained the ~1:1
ratio, confirming that the fluorescence markers are neutral in the conditions tested (Fig 3).
After three consecutive sub-cultivations, the ecpR1mutant only reached ~40% and ~20% of
the population in MOPS and MOPSlim media, respectively (Fig 3). This implies a disadvantage
of the ecpR1 deletion mutant in recovery from late stationary cultures as compared to the wild
type, particularly under nutrient limitation.

Fig 3. Lack of ecpR1 reduces competitiveness of Rm2011.Mean percentage of egfp-labeled cells 1 and
4 weeks after mixing 2011mCherry with either 2011egfp or 2011ecpR1 egfp cells at a 1:1 ratio in MOPS (A)
or MOPSlim media (B). Every week the mixed population was diluted 1000-fold in fresh media. The
percentage of egfp-labeled cells was determined by microscopy. Error bars indicate the standard deviation of
3 biological replicates.

doi:10.1371/journal.pgen.1005153.g003
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ecpR1 overexpression or deletion alters expression of genes related to
cell cycle regulation
To obtain further clues to putative target genes of EcpR1 the cellular responses of the S.meliloti
EcpR1 overproducing strain and the ecpR1 deletion mutant (2011ecpR1) were characterized by
microarray-based transcriptome profiling.

Differential gene expression upon EcpR1 overproduction: Genes displaying differential ex-
pression 15 minutes, 1 hour, and 4 hours post-induction of ecpR1 overexpression in TY medi-
um are listed in S2–S6 Tables. Only reporter oligonucleotides associated to the open reading
frame or UTRs of 6 (15 minutes post-induction) and 20 (1 hour post-induction) protein-
coding genes indicated transcript levels at least 1.6-fold lower than in the control. No genes
were found to be upregulated after 15 minutes (except for ecpR1 that was overexpressed)
whereas RNA levels associated to 35 coding regions or UTRs including a number of ribosomal
genes were upregulated after 1 hour. 4 hours post-induction, which corresponds to completion
of one cell cycle in EcpR1 overproducing cells, transcript levels of 77 protein-coding genes
were found to be changed (25 increased and 51 decreased). Several downregulated genes were
related to cell cycle regulation and motility, which is in accordance with the observed pheno-
types (Fig 2B–2E). Among these were divJ as well as the SMc00887-SMc00888 operon of un-
known function that shares similarities with the pleD-divK operon located upstream of the
ecpR1 gene (Table 1). Previously, a decrease in SMc00887 and SMc00888 transcript levels was
also found to be caused by mutation of podJ encoding a polarity factor [43]. The putative cell
cycle-related SMc00888 gene was among the predicted EcpR1 targets (Table 1, position 22).
Our transcriptome study also indicated lower representation of the gcrA 5’-UTR and increased
levels of the long putative dnaA 5’-UTR region upstream of the predicted EcpR1 binding sites
(Table 1 and Fig 4, vertical arrows), both among the top three ranked candidates of the compu-
tational EcpR1 target predictions (S1 Table). Most of the genes strongly differentially expressed
upon EcpR1 overproduction are related to metabolism. We also found reduced levels of the 5’-
UTR sequence of the ribonuclease gene rne 1 hour (M = -0.77) and 4 hours (M = -1.78) after

Table 1. qRT-PCR based verification of putative EcpR1 target genes displaying changes in transcript levels upon overproduction of EcpR1 as de-
tected by global transcriptome profiling.

Ratio of transcript levels: EcpR1 vs. SmelC812 overproduction

Gene Description* Log2 ratio (qRT-PCR) M value (microarray)

5’-UTR gcrA (-61 to -20) cell cycle regulator GcrA -1.03 ± 0.04 -0.76 ± 0.37

gcrA cell cycle regulator GcrA -2.06 ± 0.10 -0.41 ± 0.27

5’-UTR dnaA_5561 (-372 to -319) chromosomal replication initiator DnaA +1.23 ± 0.07 1.42 ± 0.40

5’-UTR dnaA_5562 (-222 to -174) chromosomal replication initiator DnaA +1.06 ± 0.04 0.74 ± 0.41

dnaA chromosomal replication initiator DnaA -1.54± 0.05 -

ctrA cell cycle transcriptional regulator CtrA -1.29 ± 0.04 -0.48 ± 0.32

divJ sensor histidine kinase DivJ -1.76 ± 0.10 -0.71 ±0.39

5’-UTR SMc00888 (-236 to -188) 2-component receiver domain protein SMc00888 -4.83 ± 0.17 -2.15 ± 0.63

SMc00888 2-component receiver domain protein SMc00888 -5.11 ± 0.24 -0.99 ±0.34

ftsZ1 cell division protein FtsZ1 -1.33 ± 0.05 -0.46 ± 0.42

pleC sensor histidine kinase PleC, DivK phosphatase -2.25 ± 0.07 -

minD putative cell division inhibitor MinD -0.46 ± 0.01 -

Log2 change in transcript amount normalized to levels of the SMc01852 mRNA. Errors represent the standard deviation of three replicates. Positions of

microarray reporter oligonucleotides relative to the start codon are given in brackets for 5’-UTR regions.

*Description of gene product or associated gene product.

doi:10.1371/journal.pgen.1005153.t001
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ecpR1 overexpression. Moreover, the 5’-UTR sequence of xerC (M = +2.40), probably involved
in chromosome segregation, andmepA (M = +1.15) encoding a homolog of peptidoglycan hy-
drolases, stood out among the upregulated transcripts 4 hours post-induction. qRT-PCR con-
firmed the observed changes in transcript levels of dnaA, gcrA, divJ, and SMc00888 in response
to EcpR1 overproduction. Although not detected as differentially expressed in the microarray
hybridizations, qRT-PCR showed reduced levels of the ctrA, ftsZ1, pleC, andminD transcripts
in EcpR1 overproducing cells (Table 1).

Differential gene expression in the ecpR1 deletion mutant compared to the wild type: The
transcriptomes of Rm2011 and Rm2011ecpR1 cells were compared during stationary growth in
MOPS and MOPSlim media (S7–S10 Tables) since ecpR1 expression is stimulated in the wild
type under these conditions (Fig 1C, right panel). Reporter oligonucleotides associated to the
open reading frame or UTRs of 18 (MOPS medium) and 17 (MOPSlims medium) protein-

Fig 4. EcpR1 post-transcriptionally represses gcrA (A) and dnaA (B). Schematic representations of the genomic regions and the fragments (indicated by
bars) translationally fused to egfp. Positions are denoted relative to the AUG; A is +1. Grey boxes indicate potential EcpR1-binding sites. Vertical arrows
mark the regions covered by the oligonucleotide probes displaying altered signal intensities in the microarray hybridizations after ecpR1 overexpression (see
details in text). Means of relative fluorescence intensity values of Rm4011ecpR1 co-transformed with the ecpR1 or control SmelC812 overexpression
plasmid, and the indicated reporter plasmid are shown below. The standard deviation represents at least three independent determinations of three double
transconjugants grown in six independent cultures. Specific activities were normalized to the levels of the strain carrying the vector with the control RNA gene
without IPTG added to yield percent relative fluorescence (% F).

doi:10.1371/journal.pgen.1005153.g004
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coding genes indicated transcript levels at least 1.6-fold lower than in the wild type control.
Among them were reporters for the dnaA 5’-UTR region (positions -158 to -121 in MOPS and
-222 to -174 in MOPSlim media), andmepA, both upregulated 4 hours after
ecpR1 overexpression.

In contrast, transcript levels of 27 (MOPS medium) and 44 (MOPSlims medium) protein-
coding genes were found to be upregulated. Under both conditions pleC, ranking in the 5th po-
sition of the computationally predicted EcpR1 targets (S1 Table), displayed significantly higher
transcript levels and was downregulated in EcpR1 overproducing cells (Table 1). Although
gcrA, dnaA, and pleCmicroarray reporter signals did not pass all criteria set for the identifica-
tion of differentially expressed genes, qRT-PCR indicated higher transcript levels of these
genes in 2011ecpR1 compared to the wild type (Table 2). This is in agreement with downregu-
lation of these cell cycle-related genes upon ecpR1 overexpression (Table 1).

In MOPSlim medium, several upregulated genes were related to cell division and cell wall
degradation. Among those involved in cell division we found themraZ-mraW genes (M =
+1.30; +1.34) forming an operon with ftsI. The first gene of the dll-ftsQ-ftsA operon upstream
of ftsZ (dll; M = +1.16) andmltB2 (M = +1.18), both encoding homologs of peptidoglycan hy-
drolases, also appeared among the upregulated genes. Interestingly, several differentially ex-
pressed genes in the 2011ecpR1mutant harbour CtrA binding sites upstream the coding
region, like pleC,mraZ,mltB2, and the genes coding for the PilZ-like protein SMc00999, the
adenosylhomocystein hydrolase SMc02755, the putative transcriptional regulator SMc01842
and the hypothetical protein SMc03149. Beside this, in both media most of the differentially ex-
pressed genes with known functions were also related to metabolism. Among the strongly
upregulated genes were the SMb20155-8 operon encoding the components of an ABC trans-
porter (M = +2.57 to +3.22) and SMc03253 coding for an L-proline hydroxylase (M = +2.31).
The latter was downregulated 15 min and 1 hour after induction of EcpR1 overproduction
(M = -2.98 and -0.84, respectively).

However, looking for an overlap between the top target mRNA predictions (P<0.005)
(S1 Table) and genes differentially expressed in the ecpR1 overexpression or deletion strain
(S2–S10 Tables) only genes related to cell cycle were identified.

Table 2. qRT-PCR based verification of putative EcpR1 target genes displaying expression changes in 2011ecpR1 vs. Rm2011 wild type growing
in MOPS or MOPSlimmedia.

Ratio of transcript levels: EcpR1 vs. SmelC812
overproduction

Gene Description* Log2 ratio (qRT-PCR) M value (microarray)

5’-UTR gcrA (-61 to -20) cell cycle regulator GcrA 0.81 ± 0.07 (MOPS) -

0.62 ± 0.06 (MOPSlim) 0.50 ± 0.28 (MOPSlim)

gcrA cell cycle regulator GcrA 0.70 ± 0.10 (MOPS) -

1.31 ± 0.21 (MOPSlim) -

dnaA chromosomal replication initiator DnaA 0.80 ± 0.08 (MOPS) 0.67 ± 0.49 (MOPS)

1.64 ± 0.33 (MOPSlim) -

pleC sensor histidine kinase PleC, DivK phosphatase 0.77 ± 0.07 (MOPS) 0.75 ± 0.09 (MOPS)

1.28 ± 0.13 (MOPSlim) 1.02 ± 0.75 (MOPSlim)

Log2 change in transcript amount normalized to levels of the SMc01852 mRNA. Errors represent the standard deviation of three replicates. Positions of

microarray reporter oligonucleotides relative to the start codon are given in brackets for 5’-UTR regions.

*Description of gene product or associated gene product.

doi:10.1371/journal.pgen.1005153.t002
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EcpR1 post-transcriptionally represses the cell cycle master regulatory
genes gcrA and dnaA
For experimental investigations, we restricted the set of EcpR1 target candidates to genes that
fulfilled the following two criteria: (i) prediction by CopraRNA in the Rhizobiaceae with
P<0.005 and (ii) decrease in transcript abundance upon ecpR1 overexpression. These included
gcrA, dnaA, pleC, ftsZ, ctrA,minD, and SMc00888. To this set we added divK, situated in the vi-
cinity of the ecpR1 locus (Fig 1A), and divJ. The corresponding mRNA sequences contain puta-
tive thermodynamically favored antisense interactions regions (S8 Fig).

To validate target mRNA candidates of EcpR1 in vivo, a double plasmid reporter assay was
employed [44]. Target fragments comprising the native 5’-UTR [22] extended by the start
codon or by a short 5’-part of the coding region were translationally fused to egfp in plasmid
pR_EGFP and placed under the control of the constitutive synthetic PSyn promoter [45]. All se-
lected fragments contained the predicted EcpR1 interaction sequences. These plasmids were
applied as reporter constructs to determine the post-transcriptional effect of induced EcpR1
overproduction on target mRNAs, while overexpression of the antisense RNA gene SmelC812
was used as control. This approach revealed EcpR1-induced down-regulation of reporter con-
structs corresponding to the top ranked predicted targets gcrA and dnaA (P<0.0001, Fig 4) but
did not confirm the predicted regulatory effect of EcpR1 on the other cell cycle related target
candidates (S7 Fig and S8 Fig). Since fluorescence mediated by the pSMc00888-235+57-egfp re-
porter construct did not exceed the background level derived from the empty vector, we were
unable to test this gene for EcpR1-induced regulation.

The EcpR1 binding region within the gcrAmRNA is located 13 nt downstream the TSS (po-
sition -122 relative to the AUG) (Fig 4A). The regulatory effect of EcpR1 on gcrA was assessed
applying two different reporter constructs comprising the complete 5’-UTR fused to egfp either
under the control of the constitutive PSyn (plasmid pgcrA-122+3- egfp) or the native gcrA pro-
moter (plasmid pPgcrA-122+3-egfp) (Fig 4A). Compared to the control, induced overexpression
of ecpR1 reduced pgcrA-122+3-egfp and pPgcrA-122+3-egfpmediated fluorescence to 34% and
42%, respectively (Fig 4A). Furthermore, activity of a chromosomally integrated gcrA 3’-egfp
translational fusion [46] was reduced to 75% in response to ecpR1 overexpression, validating
the two-plasmid assay and confirming that posttranscriptional repression of EcpR1 results in
reduction of GcrA protein level.

Five putative EcpR1 binding sites were identified within the dnaAmRNA (S1C Fig). Since
different alternative ATG start codons have been assigned to dnaA in various rhizobial ge-
nomes, we affirmed the annotated ATG as translational start of dnaA in the Rm1021 genome
[47]. None of the alternative start codons were functional when translationally fused to egfp.
To test the post-transcriptional effect of EcpR1 overproduction on dnaA expression various
fragments including all predicted binding sites or different subsets were translationally fused to
egfp under the control of the constitutive PSyn promoter (Fig 4B). Compared to the control,
EcpR1 overproduction resulted in decreased activity of all reporter constructs, even when the
shortest fragment was tested that only included the putative binding sites 3 and 4, overlapping
the RBS and the start codon (Fig 4B).

A conserved GC-rich loop motif is essential for the regulatory function of
EcpR1
Typically, sRNA sequences involved in mRNA base pairing are highly conserved, especially
when binding multiple targets [48]. EcpR1 is predicted to fold into a secondary structure con-
sisting of two hairpins (Fig 1A, S1A Fig): the 5’ SL1 domain has a structurally conserved stem
loop and a strongly conserved GC-rich loop motif (UCCGCCGCAUCU), which is predicted to

sRNAModulating Bacterial Cell Cycle Regulation

PLOS Genetics | DOI:10.1371/journal.pgen.1005153 April 29, 2015 13 / 32



be unpaired, while the SL2 domain includes a highly variable stem and a loop that contains the
less conserved motif UCCUCG [27]. The predicted interaction region of EcpR1 mapped to the
strongly conserved loop motif of SL1 which is part of the prevalent processed 101 nt transcript
(Fig 1A, S1A Fig). Overproduction of an EcpR1 version starting from its second 5’-end
(EcpR15’2) caused accumulation of this 101 nt core variant and the 142 nt version including the
transcription termination sequence, and resulted in cell elongation (S9A and S9C Fig). This in-
dicates that the 29 nt 5’-sequence of the full-length version is not required for provoking
this phenotype.

Furthermore, overexpression of ecpR1-2, a full-length mutant variant carrying changes in
2 nt in the first loop sequence SL1, did not cause the alterations in cell morphology and DNA
content previously observed upon overproduction of EcpR1 (Figs 2B–2D and 5A–5E). As
EcpR1-2 conserved the predicted secondary structure of EcpR1 and Northern hybridizations
confirmed the same level of overproduction of the mutant and the wild type variant (Fig 2A),
we exclude that instability of the mutant RNA was responsible for the regulatory deficiency
of EcpR1-2. This implies that the GC-rich loop motif is responsible for the cell cycle
progression defects observed upon ecpR1 overexpression. The single substitution G23 to
C23 in EcpR1 (EcpR1-1) was not sufficient to destroy the regulatory activity of this sRNA
(S9D Fig).

Moreover, overexpression of ecpR1-2 did not post-transcriptionally repress gcrA and dnaA
in the same strain background and culture conditions previously applied for EcpR1 (Fig 5E).
Concordantly, 2 nt changes in the predicted target region within the gcrA 5’-UTR of the report-
er fusion construct pPgcrA-122+3-egfp, leading to construct pPgcrA-122+3-BS-egfp, abolished
fluorescence diminution caused by EcpR1 overproduction (Fig 5C and 5E). Introduction of 3
to 5 nt changes into the predicted binding sites 3, 4, or 5 within the dnaAmRNA only slightly
mitigated the ecpR1 overexpression-induced repression of reporter construct activities (Fig 5F).
In the reporter constructs, substitutions in binding sites 3 and 4 (S1C Fig) were designed to
avoid severe effects on translation of the mRNA because these binding sites overlapped the
RBS and the start codon. Combined mutations of binding sites 3 and 4 abolished the negative
regulatory effect of EcpR1 overproduction on the reporter construct activity (Fig 5F). This im-
plies that the predicted interaction sites 1, 2 and 5 are not required for EcpR1-mediated repres-
sion of dnaA under the conditions tested.

Combination of the changes in the EcpR1 binding sites within the gcrA or dnaA 5’-UTRs
and EcpR1-2 carrying the compensatory changes in the proposed interaction region partially
restored the regulatory function of EcpR1-2. This further confirms the identified interaction re-
gions in sRNA and mRNA (Fig 5B–5E). However, changing CCG to AAT in loop 1 of EcpR1
(EcpR1-3) destroyed its regulatory activity as expected, but the compensatory changes of GGC
to TTA in the gcrA 5’-UTR did not restore it (S9F Fig). Northern blots showed that levels of
EcpR1-3+ and EcpR1+ are similar (S9A Fig). Lack of restored regulation by compensatory mu-
tations has already been reported for other sRNA-mRNA pairs [49–52] implying that both se-
quence and structure of the two RNAs are important for their interactions. The changes
introduced affect not only the E score of the interaction, which dropped from -19.1 to -14.1,
but also the nature of EcpR1 pairing at this position, which probably constitutes the sRNA seed
region. This suggests that the binding strength mediated by the GC-rich sequence composition
is important for the sRNA-mRNA interaction. Altogether, these data validate gcrA and dnaA
as targets of EcpR1 and strongly suggests that this regulation is mediated through base pairing
of the conserved GC-rich, single stranded region of EcpR1 with complementary GC-rich se-
quences of the target mRNAs.

sRNAModulating Bacterial Cell Cycle Regulation

PLOS Genetics | DOI:10.1371/journal.pgen.1005153 April 29, 2015 14 / 32



Fig 5. Validation of the predicted EcpR1 binding sites in the gcrA and dnaAmRNAs.Morphological
phenotype (A) and DNA content (B) of Rm4011ecpR1 overexpressing ecpR1-2 carrying 2 nt exchanges in the
predicted interaction region. The bar represents 2 μm. (C, D) Predicted duplexes between EcpR1 and either
gcrA or dnaAmRNAs. Numbers denote positions relative to the AUG start codon of the mRNA and the second
5’-end of EcpR1. The predicted energy score (E) is indicated in kcal/mol. The nucleotide exchanges in the
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EcpR1 function is Hfq-independent and requires RNase E to fully
regulate dnaA
To further characterize the functional mechanism of EcpR1-dependent post-transcriptional
regulation we tested the involvement of the RNA chaperone Hfq and the ribonuclease RNase E
in this regulatory mechanism. Hfq is an RNA binding protein that canonically facilitates direct
interaction of sRNAs and their mRNA targets and protects them from degradation in the ab-
sence of base pairing [53,54]. However, co-immunoprecipitation with epitope-tagged Hfq only
detected 14% of the S.meliloti trans-sRNAs, excluding EcpR1, in cells grown under different
stress conditions [55]. Accordingly, absence of Hfq did not compromise EcpR1 stability even
45 min after transcriptional arrest with rifampicin (Rf) as suggested by detection of similar lev-
els of EcpR1 by Northern quantification in the Rm2011 wild type strain and the 2011hfqmu-
tant (Fig 6A). In S.meliloti, knockout of hfq compromises growth, metabolism, motility, and
stress adaptation in free-living bacteria [56,57]. In our study, microscopy analyses further
showed abnormalities in cell morphology with some cells being filamentous and branched.
Nevertheless, overexpression of ecpR1 in 2011hfq caused cell elongation that was more severe
than in the control (Fig 6B), suggesting that binding to Hfq is not required for EcpR1-mediated
regulation of target mRNAs.

sRNAs associate with the C-terminal scaffold region of RNase E and other ribonucleases
forming the so-called degradosome, which is recruited through base-pairing to the target
mRNA to mediate its cleavage [58]. While the N-terminal catalytic domain of E. coli RNase E is
essential for growth, the C-terminal region is dispensable and its deletion allows for testing the
requirement of RNase E in sRNA-induced target mRNA degradation [58]. In S.meliloti, the C-
terminal domain of RNase E is also non-essential, as either a mini-Tn5 transposon insertion or
a plasmid integration into codon 675 of rne led to viable cells, though moderately impaired in
growth [59]. The 2011rne::Tn5mutant showed wild type morphology and displayed an elongat-
ed phenotype upon overexpression of ecpR1 (Fig 6B). The same observation was made when
comparing EcpR1 overproduction in strain 4011ecpR1 versus 4011ecpR1 rne675. To further in-
vestigate whether this endoribonuclease is involved in EcpR1-mediated post-transcriptional reg-
ulation, the full-length reporter constructs pPgcrA122+3-egfp and pdnaA154+162-egfp were
introduced to 4011ecpR1 rne675 containing a plasmid either driving overproduction of EcpR1
or the control RNA SmelC812. A ~20% decrease in gcrA and dnaA reporter construct-mediated
fluorescence was observed in Rm4011 ecpR1 rne675 overexpressing ecpR1 as compared to over-
production of SmelC812. In the 4011ecpR1 strain carrying the complete rne gene the difference
caused by EcpR1 overproduction was more pronounced for the dnaA reporter construct that
showed a 39% lower reporter activity (Fig 6C). EcpR1-dependent decay of gcrA and dnaA
mRNAs upon transcriptional arrest was assessed in 4011ecpR1 either overexpressing ecpR1 or
the control RNA. Whereas decay of the dnaAmRNA was ~5-fold higher in the EcpR1 overpro-
ducing strain compared to the control strain after transcription inhibition, only a slight
~1.25-fold decrease in gcrA transcript levels was observed (Fig 6D). In summary, these data sug-
gest that dnaAmRNA-EcpR1 interaction promotes RNase E-dependent mRNA degradation
whereas EcpR1-mediated negative post-transcriptional regulation of gcrA is mostly independent
of mRNA degradation and more likely due to translation inhibition of gcrA.

mRNAs of gcrA (gcrA-BS-egfp) and dnaA (pdnaA-BSs-egfp) as well as in EcpR1 (EcpR1-2) are indicated in
bold. (E, F) Fluorescence measurements of 4011ecpR1 co-transformed with ecpR1, ecpR1-2, or control
SmelC812 overexpression plasmids and the indicated reporter plasmids. Reporter constructs carried either
native mRNA sequences derived from gcrA or dnaA or variants with mutations in predicted EcpR1 binding
sites (BS). Fragments are delineated in Fig 4. Reporter construct activities were determined as in Fig 4.

doi:10.1371/journal.pgen.1005153.g005
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Altered morphology caused by depletion of GcrA matches the elongated
cell phenotype observed after EcpR1 overproduction
Recently, methylation-dependent binding of specific DNAmotifs by orthologous GcrA pro-
teins has been reported in several α-proteobacteria including S.meliloti, suggesting that this
transcription regulator is functionally conserved in these bacteria [60]. Attempts to interrupt
the S.meliloti 2011 gcrA coding region at the 98th codon by plasmid integration failed to pro-
duce any colonies. To further investigate the role of gcrA, a deletion mutant was constructed in

Fig 6. Hfq and RNase E activities are dispensable for EcpR1 overproduction-related cell elongation
and post-transcriptional repression of gcrA. (A) Northern blot analysis of EcpR1 stability in Rm2011 and
hfqmutant strains grown to early stationary phase (OD600 of 1.2, t = 0) and upon transcription arrest with Rf at
indicated time points (in min). (B) Cell morphology of 2011hfq and 2011rne::Tn5mutants overexpressing
either ecpR1 (EcpR1+) or the control RNA gene SmelC812 (Control+) upon IPTG induction. Bars represent
2 μm. (C) Percentage of fluorescence in EcpR1 overproduction strains relative to the respective control strain
overproducing SmelC812 in the Rm4011ecpR1 or Rm4011ecpR1 rne675 background co-transformed with
plasmids carrying pPgcrA-gcrA-egfp or pdnaA-154+162-egfp translational fusions. (D) qRT-PCR analysis of
gcrA and dnaA transcript abundance in Rm4011ecpR1 EcpR1+ after transcription arrest with Rifampicin for 5
minutes. Values were normalized to the SMc01852 transcript and the levels in the IPTG induced control
strain overexpressing the SmelC812 RNA gene. Results from three independent experiments are shown.
Error bars indicate the standard deviation.

doi:10.1371/journal.pgen.1005153.g006
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presence of a plasmid allowing for IPTG-induced expression of an ectopic copy of gcrA
(2011gcrA-PlacgcrA) since we also failed to obtain a S.meliloti gcrA deletion mutant. Strain
2011gcrA-PlacgcrA was unable to divide in the absence of IPTG, suggesting that gcrAmay be es-
sential in S.meliloti.

To study the GcrA depletion phenotype, two independent clones of 2011gcrA-PlacgcrA were
grown in TY rich medium supplemented with 0.5 mM IPTG until early logarithmic phase.
Cells were washed and subsequently cultured with different IPTG concentrations leading to
lower gcrA transcript levels compared to the wild type (Fig 7A). Wild type-like growth was re-
stored at�0.2 mM IPTG while lower concentrations hampered growth and cell viability (Fig
7A and 7B). The majority of 2011gcrA-PlacgcrA cells grown with�0.2 mM IPTG displayed
wild type-like morphology and harboured one or two genome equivalents. However, bacteria

Fig 7. GcrA depletion phenotype in S.meliloti. qRT-PCR analysis of gcrA transcript abundance and
colony forming units (A), growth rate (B), morphology phenotypes (C) and DNA content (D) of Rm2011gcrA-
PlacgcrA subjected to different IPTG concentrations for 16 hours. qRT-PCR values were normalized to the
SMc01852 transcript and gcrA levels in overnight cultures of Rm2011. 1C and 2C indicate one and two
genome equivalents, respectively. Error bars indicate the standard deviation. Bars denote 2 μm.

doi:10.1371/journal.pgen.1005153.g007
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grown with 0.1 mM IPTG became elongated and the DNA content of the cells increased (Fig
7B and 7C). In contrast to the linear filamentous growth of a C. crescentus temperature sensi-
tive gcrAmutant [60], 2011gcrA-PlacgcrA cells cultured with�0.05 mM IPTG showed a tree-
shaped morphology characterized by multiple branches (Fig 7C). Interestingly, the decrease in
gcrA transcript level and the linear filamentous cell morphology observed in the mid-range of
the tested IPTG concentrations resembled the phenotypic effects of induced EcpR1
overproduction.

Discussion
Microorganisms are often facing detrimental conditions unfavorable for cell proliferation such
as biotic and abiotic stress factors or nutrient limitation. Therefore regulatory mechanisms ad-
justing replication initiation and cell cycle progression in response to environmental conditions
are crucial for survival. Bacteria have evolved diverse mechanisms to couple perception of
stress conditions to a cellular response that triggers a slow down or arrest of cell cycle progres-
sion [10]. The most prominent regulatory route for cell cycle control in response to nutrient
deprivation involves the stringent response common to diverse bacteria. The stringent re-
sponse second messenger ppGpp was shown to cause a G1 arrest in E. coli, C. crescentus, and
Bacillus subtilis by modulating abundance or activity of proteins involved in DNA replication,
such as DnaA or the primase DnaG. However, the underlying mechanisms are largely un-
known. Recently, accumulation of unfolded proteins upon abiotic stress was reported to induce
targeted degradation of DnaA resulting in cell cycle arrest in C. crescentus [61]. Inhibition of
cell division mediated by the SOS response was observed in response to DNA damage gaining
time for repair. Targeting of divisome components has been shown to be inherent to this DNA
damage response in E. coli and C. crescentus.

In this study, we add trans-sRNA mediated regulation as another layer contributing to these
diverse mechanisms linking stress factor sensing to the cell cycle engine. To the best of our
knowledge, EcpR1 constitutes the first example of a trans-sRNA directly post-transcriptionally
modulating expression of two cell cycle related genes in prokaryotes. Despite the effort invested
in the model organism C. crescentus to identify sRNAs exhibiting cell cycle-dependent expres-
sion profiles [19], the connection between them and the cell cycle engine remained unproven.

To date, two antisense RNAs related to bacterial cell cycle genes have been identified: the de-
fective prophage-encoded DicF RNA in E. coli, and asDnaA in Salmonella enterica. DicF inhib-
its translation of the cell-division protein FtsZ when overexpressed [62], while asdnaA is
expressed in stationary phase and under other stress conditions and seems to increase stability
of the dnaAmRNA by an unknown mechanism [63]. A few sRNAs have been reported to be
involved in bacterial cell differentiation processes that may include modulation of cell cycle
control. trans-sRNA Pxr negatively regulates fruiting body formation inMyxococcus [64]. In
Chlamydia, the conserved IhtA sRNA translationally inhibits the histone-like protein Hc1 that
is involved in compaction of the chromatin into metabolically inert forms during host infection
[65,66]. In E. coli, the plasmid-encoded Rcd RNA indirectly regulates cell growth to ensure
plasmid maintenance by binding to a protein involved in indole metabolism [67].

Quick responses to suddenly arising adverse conditions provide an adaptive advantage to
the cell. Riboregulators have the potential to act faster as regulatory proteins since RNA is the
first product of gene expression. The most prevalent mechanisms of trans-sRNA mediated
riboregulation affect mRNA translation and stability, which also are most likely the modes of
action of EcpR1 on the gcrA and dnaA target mRNAs in the α-proteobacterium S.meliloti. We
speculate that affecting synthesis of cell cycle master regulators at this post-transcriptional level
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is an advantageous complementary mechanism to stress-stimulated proteolysis as reported for
DnaA in the distantly related α-proteobacterium C. crescentus [61].

Most sRNAs are conserved only among closely related species, but EcpR1 shows a broad
distribution within the Rhizobiales, including organisms with different lifestyles, such as patho-
gens (e.g. Agrobacterium) and diazotrophic plant endosymbionts. EcpR1 overproduction-
induced perturbations of cell cycle progression in several species harboring members of the
SmelC291 (EcpR1) RNA family also imply functional conservation of this sRNA. However, de-
letion of ecpR1 did not cause significant differences in cell growth or viability, but attenuated
competitiveness with the wild type. Since sRNAs primarily act to fine-tune stress responses
that commonly rely on redundant bacterial pathways [8] sRNA mutants frequently do not
show significant phenotypes under laboratory conditions.

The majority of the bacterial sRNAs characterized so far accumulate under stress conditions
[68] as does EcpR1, suggesting that this sRNA likely constitutes an adaptive factor that contrib-
utes to prevent cell-cycle progression when cells must slow down proliferation. Tight control of
EcpR1 levels are likely to be crucial since an excessive amount resulted in a considerable pro-
portion of cells that were not able to resume growth after ecpR1 overexpression had been
stopped. This is in agreement with a more moderate induction of EcpR1 production under
stress conditions in the native situation. We obtained evidence that transcription of ecpR1 driv-
en by an RpoD-type promoter is stimulated by ppGpp, placing EcpR1 in the stringent response
regulon of S.meliloti. This finding is intriguing in light of the role of the stringent response in
coupling nutrient status to cell cycle control.

Interestingly, the elongated phenotype of cells overexpressing ecpR1 resembles that of differ-
entiated nitrogen fixing bacteroids inside plant root nodules and recently, it has been found
that nodule-specific cysteine-rich (NCR) peptides triggering rhizobial genome endoreduplica-
tion perturbed expression of dnaA, gcrA, and ctrA [69]. In our study, EcpR1 was not detected
inM. sativamature root nodules implying that ecpR1 is not expressed in bacteroids. This is in
agreement with a transcriptome study of individual zones of the root nodule which determined
only low levels of EcpR1 in the symbiotic zone containing mature bacteroids and found the
highest concentration of EcpR1 in the interzone where bacteroid differentiation occurs [70].

The confirmed target genes of EcpR1, dnaA and gcrA, encode key regulators of a complex
regulatory circuit governing replication initiation and cell cycle progression. Despite subtle dif-
ferences, the architecture of this regulatory circuit displays a high degree of similarity in S.meli-
loti and C. crescentus [25,26]. In C. crescentus, DnaA activates gcrA expression [13]. However,
computational comparisons did not predict a significant DnaA binding motif in the promoter
sequence of the S.meliloti gcrA gene, but upstream of divJ encoding a kinase/phosphatase in-
volved in control of CtrA activity and upstream of SMc00888 encoding a DivK homolog
[25,26]. GcrA controls expression of a multitude of target genes including ctrA. CtrA-binding
motifs have been identified in the promoter regions of pleC,minD, SMc00888 and fts, and the
fla genes [26]. In S.meliloti, transcriptome profiling and qRT-PCR assays suggest a direct or in-
direct effect of EcpR1 overproduction on a number of genes that are core components or
known to be under control of this regulatory circuit, further supporting the modulating effect
of EcpR1 in the regulatory context of cell cycle control. The enhanced levels of the dnaA
5’UTR caused by EcpR1 overproduction may be explained by mechanisms favoring accumula-
tion of the 5’UTR (such as stabilization or attenuation) in conjunction with DnaA autoregula-
tion as reported for E. coli [71] and feedback regulation increasing levels of DnaA in GcrA-
depleted C. crescentus cells [72]. Such mechanisms may compensate for EcpR1-mediated nega-
tive post-transcriptional regulation of dnaA. Although significant, transcriptional changes of
the cell cycle-related genes were rather low. In the non-synchronized cultures, this might have
been due to heterogeneous expression of such genes dependent on the cell cycle state as has
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been described for gcrA in S.meliloti and other cell cycle-dependent genes whose transcription
varies during cell cycle progression [25,46].

Computational target predictions for EcpR1 suggested several cell cycle related target
mRNAs among the top 50 candidates (P<0.005), albeit transcriptome and in vivo interaction
studies only provided evidence for a direct interaction with gcrA and dnaAmRNAs, ranking in
positions 1 and 3, respectively. Still, we cannot exclude that further interactions occur which
the two-plasmid assay failed to detect. Similarities between phenotypes caused by EcpR1 over-
production and modest GcrA depletion suggest that a decrease in GcrA concentration contrib-
uted to this perturbation of cell cycle progression. DnaA-depletion has been reported to go
along with an increase in cell length, while DNA synthesis is arrested [16]. These elongated
cells contained only one chromosome, in contrast to the ecpR1 overexpressing cells that
showed an increase in cell length and DNA content.

Although gcrA and dnaA promoter regions have been extensively studied in C. crescentus
[13,72,73], the functions of the long 5’-UTRs are still unknown in both organisms. Here, we ob-
tained evidence that these 5’-UTRs are involved in trans-sRNA mediated post-transcriptional
regulation in S.meliloti. Our experiments indicate that degradation of the gcrAmRNA was not
significantly promoted by ecpR1 overexpression. Yet, the output of a reporter gene fused to the
gcrA 5’-UTR was considerably reduced. This is indicative of EcpR1 rather affecting translation-
al efficiency than stability of the gcrAmRNA. However, the single binding site for EcpR1 was
identified close to the TSS far upstream of the RBS. sRNA-mediated translational control most-
ly involves its binding to sequences surrounding the RBS, preventing the ribosome from initiat-
ing translation. So far, alternative mechanisms of translational control have been poorly
studied, but other models of sRNA repression, such as competing with a “RBS standby site” or
pairing with a translation enhancer element have been proposed [74]. In contrast, stability of
the dnaAmRNA was negatively affected by enhanced levels of EcpR1 and the regulatory effect
of this sRNA was significantly alleviated by a C-terminal truncation of RNase E, suggesting
that EcpR1 promotes dnaAmRNA degradation. Assuming that EcpR1-induced cell cycle per-
turbation is mainly due to translational inhibition of gcrA, these data are in agreement with
maintaining this phenotype in the background of the RNase E truncation.

Computational analysis predicted five sequence motifs in the dnaAmRNA that are likely to
form a stable duplex with EcpR1, which is an exceptionally high number for these types of in-
teractions. Our data strongly suggests that the two binding sites overlapping the RBS and the
start codon are sufficient for and synergistically enhance the regulatory effect of EcpR1 on the
dnaAmRNA under the conditions tested. A conserved GC-rich sequence in loop 1 of EcpR1
was consistently found to be involved in the interactions with these two binding sites in the
dnaA and one binding site in the gcrAmRNA. In bacteria and plants, multiple binding of a tar-
get mRNA by a trans-sRNA mediated by the same interaction region is a rare finding, although
frequently observed for regulatory non-coding RNAs in animals. Binding of multiple target se-
quences in bacterial mRNAs has been reported, but usually involves different interaction re-
gions of the sRNA. Examples are the MicF sRNA that binds to the lpxRmRNA both at the RBS
and in the coding sequence [75], as well as the polycistronic mRNAmanXYZ which is targeted
at the RBS and in the intergenic region through overlapping interaction regions of the sRNA
SgrS [76].

EcpR1 broadens the unprecedented discovery of prokaryotic sRNA functions of the last
two decades. Although additional biological roles of EcpR1 remain to be investigated, stress-
induced stimulation of EcpR1 production and its posttranscriptional effect on gcrA and dnaA
suggest an additional level of regulation contributing to a rapid and robust response of the cell
cycle machinery to adverse environmental conditions.
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Materials and Methods

Bacterial strains, plasmids and growth conditions
Bacterial strains and plasmids are listed in S11 Table. E. coli strains were routinely grown at
37°C in LB medium and rhizobial strains at 30°C in complex tryptone yeast (TY) medium [77]
or in modified MOPS-buffered minimal medium [78] (MOPS-MM: MOPS, 10 g l-1; mannitol,
10 g l-1; NH4Cl, 1 g l

-1; NaCl, 0.1 g l-1; MgSO4, 0.246 g; CaCl2, 250 mM; FeCl3•6H2O, 10 mg l-1;
H3BO3, 3 mg l-1; MnSO4•4H2O, 2.23 mg l-1; biotin, 1 mg l-1; ZnSO4•7H2O, 0.3 mg l-1;
NaMoO4•2H2O, 0.12 mg l-1; CoCl2•6H2O, 0.065 mg l-1, pH 7.2). Nutrient-limiting MOPS
(MOPSlim) was modified as follows: mannitol, 2 g l-1; NH4Cl, 0.3 g l

-1; NaCl, 0.05 g l-1;
MgSO4, 0.1 g l

-1. MOPS-C and -N lack mannitol or ammonium chloride, respectively. Antibi-
otics were added to solid media when required to the following final concentrations (mg/ml):
streptomycin (Sm) 100 for Rhizobium and 600 for Sinorhizobium strains; nalidixic acid (Nx)
10; ampicillin (Ap) 200; tetracycline (Tc) 10; gentamycin (Gm) 40; rifampicin (Rf) 50; chlor-
amphenicol 20; and kanamycin (Km) 50 for E. coli and Rhizobium and 180 for Sinorhizobium
strains. For liquid cultures, the antibiotic concentration was reduced to 50%. IPTG was added
to a final concentration of 0.5 mM to exponential phase cultures (OD600 of 0.3 to 0.4), unless
other conditions are indicated. For stress induction, media of exponentially growing cultures
were modified as described [22] and harvested 1 hour later. Motility assays, were carried out by
dispensing 3 μl aliquots of the corresponding bacterial suspension (OD600 of 0.9 to 1) on soft
agar plates and incubating at 30°C for 5 days. Plant nodulation assays were basically performed
as described before [79].

RNA isolation and northern hybridization
RNA was isolated from bacterial cultures and from 28 days oldM. sativa cv. Eugenia root nod-
ules with the miRNeasy Mini Kit (Qiagen). Nodules covered with liquid nitrogen were ground
to powder in a mortar before RNA isolation. For Northern blot detection of RNAs, 4 μg total
RNA was separated on 10% polyacrylamide gels containing 7 M urea and transferred onto
nylon membranes by semi-dry electroblotting. An EcpR1-specific DIG-labeled DNA probe
was used for hybridization (50°C) and detection was performed using the DIG Luminescent
Detection Kit (Roche) following the manufactures instructions. Size was determined in relation
to an RNA molecular weight marker (NEB).

Construction of the S.melilotimutants and derivative strains
GeneSOEing was used to construct the marker-free deletion of the chromosomal ecpR1 locus
and the strain with mutations in the ecpR1 σ70-dependent promoter -10 region using the inter-
nal complementary primers listed in S12 Table. The digested PCR fusion product containing
ecpR1 flanking sequences or the ecpR1 locus region carrying changes in the promoter -10 re-
gion were cloned into suicide vector pK18mobsacB, respectively. Double cross-over events
were selected as previously described [80] and checked for the targeted deletion by PCR, se-
quencing and Northern analyses. To create a conditional depletion mutant, the gcrA locus was
also deleted by geneSOEing, but this deletion was introduced to S.meliloti harbouring plasmid
pSRKGm containing the gcrA gene under control of the IPTG inducible Plac promoter (Placg-
crA). Double recombinants were selected on medium supplemented with IPTG and subse-
quently grown on agar with and without IPTG. Strains exhibiting IPTG-dependent growth
were selected and the chromosomal gcrA deletion was checked by PCR amplification and se-
quencing of the gcrA chromosomal locus.
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For IPTG induced overexpression of ecpR1 an indirect sinR-sinI based system was applied.
In S.meliloti, the LuxR-type transcription regulator SinR strongly activates the promoter of the
N-acyl homoserine lactone synthase encoding gene sinI [81]. The complete sequence of the
sinR gene and the sinR-sinI intergenic region containing the sinI promoter were fused to the
TSS of the control sRNA gene SmelC812 or the corresponding 5’-end of ecpR1 by geneSOEing.
The resulting fragments were inserted into pSRKKm to generate the expression plasmids that
were transferred by conjugation to Rm4011 (expR- sinI-) to minimize background expression.
A PCR-based mutation strategy was used to replace specific nucleotides within the correspond-
ing plasmid constructs as described before [82] using the internal complementary primers
listed in S12 Table.

eGFP-mediated fluorescence constructs and assays
For construction of ecpR1 promoter-egfp fusions the corresponding genomic fragments (Fig 1B)
were amplified and cloned into plasmid pPHUtrap, a derivative of pPHU231 [83] containing a
promoterless sinI 5’-UTR fused to egfp. S.meliloti cells carrying the ecpR1 promoter fusions
were grown until stationary phase and 100 μl of the cultures were transferred to a 96 well micro-
titer plate and measured as described below. To accurately compare the activities of the promot-
er fusions at different OD600 values (0.6, 1.2, and 2.8), cells harvested at OD600 of 1.2 and 2.8
were diluted to OD600 of 0.6 before being transferred to the 96 well microtiter plate for
measurement.

To determine EcpR1 target mRNA regulation in vivo, plasmid pR_EGFP [44] was used to
constitutively express 5’-UTR translational fusions of the predicted target genes from its native
TSS [22]. The reporter plasmids were transferred by conjugation to Rm4011ecpR1 harboring
plasmids pSKControl+ or pSKEcpR1+. Three double transconjugants for each RNA-target fu-
sion combination were grown to mid-exponential phase (OD600 of 0.3 to 0.4) and 100 μl ali-
quots of IPTG treated and untreated cultures were transferred to a 96 well microtiter plate and
incubated at 30°C with shaking for 8 hours.

OD600, eGFP and mCherry-mediated fluorescence were measured in the Infinite M200 Pro
microplate reader (Tecan). Fluorescence values were normalized to the culture OD600, and
background F/OD ratios from strains harboring the corresponding empty plasmid (pPHUtrap
or pR_EGFP) were subtracted from those mediated by each reporter construct.

Competitive growth assay
For estimation of the relative fitness, Rm2011 and 2011ecpR1 were labeled withmCherry or
egfp by single integration of either plasmid pKOSm or pKOSe, both pK18mobII derivatives
carrying PT5:mCherry or PT5:egfp cassettes follow by a T7 terminator site and a 800 bp frag-
ment from recG. Strains were individually grown in MOPS or MOPSlim media starter cultures
overnight and bacteria were then diluted in the same fresh media to OD600 of 0.005 and mixed
at a ratio of 1:1 in a final volume of 30 ml. During a 4 weeks period, every seven days of incuba-
tion eGFP and mCherry fluorescence of the cultures were measured and the mixed population
was diluted 1000-fold in fresh media. One and four weeks after the first mixed inoculation mi-
croscopy images were taken to determine the percentage of eGFP- and mCherry-labeled
bacteria.

Microarray-based gene expression profiling
Four independent bacterial cultures of Rm4011 carrying pSKEcpR1+ or pSKControl+ or either
Rm2011 or 2011ecpR1 were grown in 100 ml of the corresponding medium for each experi-
ment. Cells were harvested in the indicated conditions (15 minutes, 1 hour, and 4 hours after
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IPTG induction or in the stationary phase of growth) and RNA was isolated. cDNA synthesis,
Cy3- and Cy5 labeling, hybridization, image acquisition and data analysis were performed as
previously described [84]. Normalization and t-statistics were carried out using the EMMA
2.8.2 microarray data analysis software [85]. Genes and 5’-/3’-UTRs with P-value�0.05 and
M�0.7 or�−0.7 were included in the analysis. The M value represents the log2 ratio of both
channels. Transcriptome data are available at ArrayExpress (Accession No. E-MTAB-3389).

Quantitative RT-PCR analysis
qRT-PCR was carried out in a qTOWER Thermal Cycler (Analytik Jena, Germany) using the
KAPA SYBR FAST One-Step qRT-PCR Kit and 50 ng of RNA per reaction (5 μl). The ratios of
transcript abundance were calculated as the 2–ΔCT mean average of 3 replicates, where CT indi-
cates the level of gene expression in the specified strain relative to the expression in the control
strain. The uniformly expressed gene SMc01852 [86] was used to normalize the gene expression
data.

Microscopy
Bacteria were visually examined by differential interference contrast and epifluorescence or
highly inclined laminated optical sheet microscopy (Tokunaga) using a Nikon Eclipse Ti-E
equipped with 100x CFI Apo TIRF Oil objective (numerical aperture of 1.49) with AHF HC fil-
ter sets F36-513 DAPI (excitation band pass 387/11 nm, beam splitter 409 nm, emission band
pass 447/60 nm), F36-504 TxRed (ex bp 562/40 nm, bs 593 nm, em bp 624/40 nm) and F36-
525 eGFP (exc bp 472/30 nm, beam splitter 495 nm, em bp 520/35 nm). Living cells grown to
the desired condition were directly placed on 1% TY agarose pads. Images were acquired with
an Andor iXon3 885 EMCCD camera. Image acquisition, measurements and adjustment were
done with Nikon NIS elements 4.0 software. For time-lapse analysis images were acquired
every 15 minutes at 30°C.

Fluorescence-activated cell sorting (FACS)
To identify DNA content of single cells, 200 μl of culture grown to the desired condition was
harvested and fixed in 70% cold ethanol. For examination, fixed cells were washed twice and
resuspended in 200 μl of 50 mM sodium citrate buffer, and DNA was stained with 50 μg/ml
Hoechst 33342. Acquisition was done on a BD Biosciences LSRII flow cytometer and analyzed
using FlowJo 10 software. Each histogram represents the analysis of 50,000 cells.

Bioinformatics tools
sRNA secondary structures were predicted with RNAfold [36] and represented with VARNA
[87]. The full-length EcpR1 sequence was scanned for antisense interactions within several ge-
nomes using CopraRNA with standard parameters [28]. S.meliloti (NC_003047) was included
as organism of interest in all rounds of genome-wide target predictions, first together with
seven closely related Rhizobiaceae species belonging to the genera Sinorhizobium (NC_009636,
NC_012587), Agrobacterium (NC_011985, NC_003063, NC_011988), and Rhizobium
(NC_007761 and NC_008380). The second group included NC_008254, NC_014923, and
NC_002678 from the genusMesorhizobium (Phyllobacteriaceae) and the third group represen-
tatives of the Xanthobacteriaceae belonging to the genera Starkeya (NC_014217), Xanthobacter
(NC_009720), and Azorhizobium (NC_009937). Finally, predictions included the same
Xanthobacteriaceae representatives together withMethyocella (NC_011666) and Beijerinckia
(NC_010581) (Beijerinckiaceaceae), and Rhodomicrobium (Hyphomicrobiaceae). Predicted
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individual sRNA-mRNA duplexes were further confirmed with IntaRNA [88] and RNAup
[36]. Functional enrichment of EcpR1 top target candidates was assessed applying Fisher’s
exact test. For this, the fisher.test function from R statistics [89] was employed with the “alter-
native” parameter set to “greater”. Based on homology search, 53 S.meliloti genes are cell cycle
related. Of these, 50 are present in the total CopraRNA prediction list (length = 4962) and
seven of these 50 are in the top predicted target list (length = 89) at P< = 0.01. In R notation,
this leads to the following matrix for fisher.test function: matrix(c(7,43,82,4830),nrow = 2,
ncol = 2). The S.meliloti ecpR1–100 region was BLASTed with default parameters against all
currently available bacterial genomes and several regions exhibiting significant similarities
(80–100% similarity) were used to generate automated alignments.

Supporting Information
S1 Table. CopraRNA results of S. meliloti target candidates predicted for the SmelC291
family (EcpR1) of homologous sRNAs present in closely related Rhizobiaceae species be-
longing to the genera Sinorhizobium, Agrobacterium, and Rhizobium. Cell cycle related can-
didates used for the enrichment analysis are denoted in bold and experimentally confirmed
targets are underlined.
(PDF)

S2 Table. Genes and 5’-/3’-UTRs differentially expressed 15 minutes after induction of
EcpR1 overproduction (P-value�0.05 and M�0.7 or�−0.7). The M value represents the
log2 ratio of transcript levels.
(PDF)

S3 Table. Genes and 5’-/3’-UTRs displaying decreased expression 1 hour after induction of
EcpR1 overproduction (P-value�0.05 and M�0.7 or�−0.7). The M value represents the
log2 ratio of transcript levels.
(PDF)

S4 Table. Genes and 5’-/3’-UTRs displaying increased expression 1 hour after induction of
EcpR1 overproduction (P-value�0.05 and M�0.7 or�−0.7). The M value represents the
log2 ratio of transcript levels.
(PDF)

S5 Table. Genes and 5’-/3’-UTRs displaying decreased expression 4 hours after induction
of EcpR1 overproduction (P-value�0.05 and M�0.7 or�−0.7). The M value represents the
log2 ratio of transcript levels. Cell cycle related candidates are indicated in bold and experimen-
tally confirmed targets are underlined.
(PDF)

S6 Table. Genes and 5’-/3’-UTRs displaying increased expression 4 hours after induction of
EcpR1 overproduction (P-value�0.05 and M�0.7 or�−0.7). The M value represents the
log2 ratio of transcript levels. Cell cycle related candidates are indicated in bold and experimen-
tally confirmed targets are underlined.
(PDF)

S7 Table. Genes and 5’-/3’-UTRs displaying decreased expression in 2011ecpR1 versus
Rm2011 wild type growing in MOPS medium (P-value�0.05 and M�0.7 or�−0.7). The
M value represents the log2 ratio of transcript levels. Cell cycle related candidates are denoted
in bold and experimentally confirmed targets are underlined.
(PDF)

sRNAModulating Bacterial Cell Cycle Regulation

PLOS Genetics | DOI:10.1371/journal.pgen.1005153 April 29, 2015 25 / 32



S8 Table. Genes and 5’-/3’-UTRs displaying increased expression in 2011ecpR1 versus
Rm2011 wild type growing in MOPS medium (P-value�0.05 and M�0.7 or�−0.7). The
M value represents the log2 ratio of transcript levels. Cell cycle related candidates are indicated
in bold.
(PDF)

S9 Table. Genes and 5’-/3’-UTRs displaying decreased expression in 2011ecpR1 versus
Rm2011 wild type growing in MOPSlim medium (P-value�0.05 and M�0.7 or�−0.7).
The M value represents the log2 ratio of transcript levels. Cell cycle related candidates are de-
noted in bold and experimentally confirmed targets are underlined.
(PDF)

S10 Table. Genes and 5’-/3’-UTRs displaying increased expression in 2011ecpR1 versus
Rm2011 wild type growing in MOPSlim medium (P-value�0.05 and M�0.7 or�−0.7).
The M value represents the log2 ratio of transcript levels. Cell cycle related candidates are indi-
cated in bold and experimentally confirmed targets are underlined.
(PDF)

S11 Table. Bacterial strains and plasmids used in this study.
(PDF)

S12 Table. Oligonucleotides used in this study.
(PDF)

S1 Fig. Secondary structure and predicted interaction domains of EcpR1. (A) Secondary
structure of the EcpR1 171 nt full length variant with a minimum free energy of -82.10 kcal/mol.
Nucleotide positions relative to the first 5’-end are shown. SL, stem loop domain. The 13 nt re-
gion predicted to bind the gcrAmRNA is boxed. Estimated 5’- and 3’-ends of the four different
EcpR1 variants are mapped below. (B) Visualization of the predicted interaction domains in
the EcpR1 full length sequence. The density plot shows the relative frequency of a specific
EcpR1 nucleotide position participating in the top predicted target interactions (P�0.002). The
alignments are shown for the top 20 targets in the EcpR1 prediction (S.meliloti and seven
closely related Rhizobiaceae). The schematic alignment of homologous sRNAs and targets
shows the predicted interaction domains: aligned regions are displayed in grey, gaps in white,
and predicted interaction regions in different colors. The S.meliloti locus tag and gene name
(N/A, not available) of the predicted targets are given on the right. (C) Predicted EcpR1 bind-
ing sites BS1 to BS5 of the dnaAmRNA. Nucleotide exchanges in the predicted binding sites
BS3 to BS5 that were carried out in different dnaA reporter constructs are indicated by arrows
and confirmed interactions are shown in bold (see results in Fig 5F). The predicted energy
score (E) is indicated in kcal/mol.
(TIF)

S2 Fig. Regulation of the ecpR1 promoter activity. Northern blot detection of the EcpR1
transcript in Rm2011 wild type at different cell densities (OD600) in TY medium and minimal
medium (MM) or in Rm4011 strain carrying pSKEcpR1+ 4 hours after induction with IPTG
(EcpR1+) (A), in TY medium and 28 days-old mature symbiotic nodules (B) and in the
2011Pσ70ecpR1 strain carrying a mutation in the -10 region of the σ70-type promoter in sta-
tionary growing and oxygen depleted bacteria in TY medium (F). Plots underneath the
Northern blot in (A) represent hybridization signal intensities relative to the level of the
EcpR1 101 nt variant in Rm2011 growing in TY rich medium at OD600 of 0.6, which has been
normalized to 1. Promoter alignment of the EcpR1–100 region in different Sinorhizobium
strains (C). RNAseq-detected EcpR1 5’-ends in Rm2011 are depicted by arrows and the

sRNAModulating Bacterial Cell Cycle Regulation

PLOS Genetics | DOI:10.1371/journal.pgen.1005153 April 29, 2015 26 / 32



predicted σ70- and σ54-dependent promoters are underlined. Nucleotide positions are num-
bered relative to the 501 end. Highly and weakly conserved nucleotides are represented as red
or blue letters, respectively. Promoter consensus sequences derived from S.meliloti 1021 and
fragments included in the ecpR1 transcriptional fusions are indicated below. Means of rela-
tive fluorescence intensity values at different cell densities of Rm2011/pPecpR1_5’2 grown in
TY (D) and of Rm2011 harbouring the corresponding pPecpR1 and the empty vector control,
pleD or divK overexpression plasmids grown in TY medium supplemented with IPTG (G).
The standard deviation represents at least three independent measurements of three
double transconjugants grown in six independent cultures. Specific activities were normal-
ized to the levels of the stationary phase cultures (OD600 of 2.8) (D) or to the cultures lacking
IPTG (G) to yield percent relative fluorescence (%F). (E) Fluorescence microscopy of expo-
nential and stationary phase Rm2011 cells carrying pPecpR1_5’-2 in TY medium. Bars denote
2 μm.
(TIF)

S3 Fig. Effect of ecpR1 overexpression on S. meliloti generation time and recovery from sta-
tionary phase. (A) Time lapse microscopy of Rm4011 cells overexpressing either the control
RNA gene SmelC812 (Control+) or ecpR1 (EcpR1+) after addition of IPTG. Bars denote 2 μm.
Cell numbers are indicated in brackets. Doubling times of ~2 hours and ~4 hours were deter-
mined for the control RNA gene and ecpR1 overexpressing strains, respectively. (B) Abun-
dance of normal-sized and elongated cells in EcpR1+ cultures treated with IPTG for 30 hours
and proportion of stationary cells that resumed growth after washing of cells and transfer to
fresh medium lacking the inductor. Proportions were determined by time-lapse microscopy
(n = 500). (C) Colony forming units (CFUs) of indicated strains after 3 cycles of re-growing on
TY medium supplemented with IPTG for 48 h.
(TIF)

S4 Fig. ecpR1 overexpression-induced phenotype in various α-proteobacteria harbouring
an ecpR1 homolog. Cell morphology (A) and DNA content (B) of different species overpro-
ducing either the control RNA SmelC812 (Control+) or EcpR1 (EcpR1+) 20 hours after addi-
tion of IPTG. Bars denote 2 μm.
(TIF)

S5 Fig. 2011ecpR1 growth and symbiotic phenotypes. Growth rates of Rm2011 and
2011ecpR1 were compared in TY rich medium at 30°C (A), 45°C (B) or after adding 0.4 mM
of NaCl (C). Cell viability (CFU/ml) of these two strains was compared after adding 10 mM
H2O2 to logarithmic cultures in TY for 30 minutes or after growing in defined carbon-limited
minimal medium (mannitol 2 g l-1) for 72 h (D). Error bars indicate the standard deviation
of at least two replicates. Symbiotic phenotype ofM. truncatula inoculated with 2011 wild
type or 2011ecpR1. Time course of S.meliloti-induced nodule production (E). Percentage of
plants developing nodules (F), and showing a Fix+ phenotype (G). Shoot length of plants
growing in the absence of nitrogen 30 days after inoculation with S.meliloti 2011, 2011ecpR1,
and uninoculated (control) (H). Error bars indicate the standard error. All samples were col-
lected from the same experiment (20 plants). Nodulation assays were repeated three times
with similar results.
(TIF)

S6 Fig. Fitness of Rm2011 wild type vs. 2011ecpR1mutant. Representative fluorescence mi-
croscopy images (A-B) and means of eGFP:mCherry fluorescence ratios (C-D) of 2011
mCherrymixed with either 2011egfp or 2011ecpR1 egfp cell cultures at a 1:1 ratio in MOPS
(A, C) or MOPSlim media (B, D) at the indicated time points. Every 7 days the mixed
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population was diluted 1000-fold in fresh media. Standard deviation represents three determi-
nations of three independent cultures. Bars denote 2 μm.
(TIF)

S7 Fig. Target candidates ctrA,minD, pleC and ftsZ are not regulated by EcpR1 in S. meli-
loti 4011. Predicted thermodynamically favored antisense interaction regions in ctrA (A),
minD (B), pleC (C) and ftsZ1 (D)mRNAs, schematic representations of translation fusions to
egfp, and fluorescence measurements mediated by these constructs in Rm4011ecpR1 carrying
pSKEcpR1+ or pSKControl+. Numbers denote positions relative to the AUG start codon of the
mRNA and the second 5’-end of EcpR1. The predicted energy score (E) is indicated in kcal/mol.
The standard deviation represents at least three independent determinations of three double
transconjugants grown in six independent cultures.
(TIF)

S8 Fig. Target candidates divJ, and divK are not regulated by EcpR1 in S. meliloti 4011. Pre-
dicted thermodynamically favored antisense interaction regions in divJ (A), SMc00888 (B),
and divK (C)mRNAs, schematic representations of translation fusions to egfp, and fluores-
cence measurements mediated by these constructs in Rm4011ecpR1 carrying pSKEcpR1+ or
pSKControl+. Numbers denote positions relative to the AUG start codon of the mRNA and the
second 5’-end of EcpR1. The predicted energy score (E) is indicated in kcal/mol. The standard
deviation represents at least three independent determinations of three double transconjugants
grown in six independent cultures.
(TIF)

S9 Fig. Molecular and functional characterization of EcpR1 variants starting from the sec-
ond 5’-end (EcpR15’2), or carrying 1 and 3 nucleotide exchanges in the predicted interac-
tion region (EcpR1-1 and EcpR1-3). Northern blot detection (A), DNA content (B) and
morphological phenotype (C) of Rm4011ecpR1 overexpressing ecpR15’2, ecpR1-1 and ecpR1-3,
or control SmelC812. The bar represents 2 μm. (D, F) Predicted duplexes between EcpR1 and
the gcrAmRNA. Nucleotide exchanges in EcpR1 and the gcrAmutant variants are denoted in
bold. (E, G) Fluorescence measurements of 4011ecpR1 co-transformed with ecpR1, ecpR1-1,
ecpR1-3, or control SmelC812 overexpression plasmids and the indicated reporter plasmids.
The standard deviation represents at least three independent determinations of three double
transconjugants grown in six independent cultures.
(TIF)
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Abstract

The molecular roles of many RNA-binding proteins in bacterial
post-transcriptional gene regulation are not well understood.
Approaches combining in vivo UV crosslinking with RNA deep
sequencing (CLIP-seq) have begun to revolutionize the transcrip-
tome-wide mapping of eukaryotic RNA-binding protein target
sites. We have applied CLIP-seq to chart the target landscape of
two major bacterial post-transcriptional regulators, Hfq and CsrA,
in the model pathogen Salmonella Typhimurium. By detecting
binding sites at single-nucleotide resolution, we identify RNA pref-
erences and structural constraints of Hfq and CsrA during their
interactions with hundreds of cellular transcripts. This reveals
30-located Rho-independent terminators as a universal motif
involved in Hfq–RNA interactions. Additionally, Hfq preferentially
binds 50 to sRNA-target sites in mRNAs, and 30 to seed sequences in
sRNAs, reflecting a simple logic in how Hfq facilitates sRNA–mRNA
interactions. Importantly, global knowledge of Hfq sites signifi-
cantly improves sRNA-target predictions. CsrA binds AUGGA
sequences in apical loops and targets many Salmonella virulence
mRNAs. Overall, our generic CLIP-seq approach will bring new
insights into post-transcriptional gene regulation by RNA-binding
proteins in diverse bacterial species.
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Introduction

The fate of RNA molecules in the cell is largely determined at the

post-transcriptional level by RNA–protein interactions. RNA-binding

proteins (RBPs) are responsible for essential traits such as RNA

stability, structure, translatability, export, and localization. Recent

screens in human cells have suggested that the number of proteins

with RNA-binding properties may be vastly underestimated (Baltz

et al, 2012; Castello et al, 2012; Kramer et al, 2014), prompting new

systematic searches for RBPs in many eukaryotic systems (Ascano

et al, 2013). By comparison, our knowledge of the scope and bind-

ing preferences of prokaryotic RBPs is lagging behind eukaryotic

systems, and new approaches are needed to fully elucidate the roles

of RBPs in post-transcriptional control in bacterial pathogens

(Barquist & Vogel, 2015). That is, although the structural details of

the interactions of many positively and negatively acting proteins

with DNA have been established, the paucity of understanding

regarding RBPs has been holding back the field of bacterial gene

regulation.

Salmonella enterica serovar Typhimurium is a widely studied

food-borne bacterial pathogen that invades and replicates in many

different eukaryotic host cells. Over the past decade, Salmonella has

become a bacterial model organism to study post-transcriptional

regulation by small regulatory RNAs (sRNAs) and two associated

RBPs, Hfq and CsrA (Vogel, 2009; Hébrard et al, 2012; Westermann

et al, 2016). Transcriptomic and RNA co-immunoprecipitation

(coIP) analyses have suggested that Hfq and CsrA play global roles

in the regulation of Salmonella virulence genes (Lawhon et al, 2003;

Sittka et al, 2008; Ansong et al, 2009), but precisely how and where

these proteins bind cellular transcripts in vivo remains to be fully

understood.

Hfq is a widely conserved bacterial RBP of the Sm family of

proteins which have a ring-like multimeric quaternary structure

(Wilusz & Wilusz, 2005). In the Gram-negative bacteria Salmonella

and Escherichia coli, coIP studies have predicted interactions of Hfq
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with hundreds of sRNAs and an excess of one thousand mRNAs

(Chao et al, 2012; Zhang et al, 2013; Bilusic et al, 2014). By helping

sRNAs to regulate target mRNAs, Hfq modulates a variety of physio-

logical traits including phosphosugar detoxification (Rice et al,

2012; Papenfort et al, 2013), catabolite repression (Beisel et al,

2012), envelope stress (Figueroa-Bossi et al, 2006; Gogol et al,

2011; Guo et al, 2014; Chao & Vogel, 2016), metal homeostasis

(Desnoyers & Masse, 2012; Coornaert et al, 2013), biofilm formation

(Holmqvist et al, 2010; Jørgensen et al, 2012; Mika et al, 2012;

Thomason et al, 2012), motility (De Lay & Gottesman, 2012), and

virulence (Sittka et al, 2007; Koo et al, 2011; Westermann et al,

2016). In pathogenic Vibrio species, Hfq and sRNAs regulate

similarly complex traits, for example, quorum sensing or biofilm

formation (Feng et al, 2015; Papenfort et al, 2015).

Mechanistically, Hfq promotes sRNA–mRNA annealing by

increasing the rate of duplex formation (Møller et al, 2002; Zhang

et al, 2002; Lease & Woodson, 2004; Link et al, 2009; Fender et al,

2010), while at the same time protecting sRNAs from the activity of

cellular ribonucleases (Vogel & Luisi, 2011). In addition, Hfq may

recruit auxiliary protein factors such as RNase E to promote the

decay of target mRNAs (Morita & Aiba, 2011; Bandyra et al, 2012).

Structural studies of Salmonella Hfq confirmed the homo-

hexameric ring model (Sauer & Weichenrieder, 2011). The two

faces of the ring, denoted proximal and distal, both bind RNA, but

show affinity for different RNA sequences: the proximal face tends

to target single-stranded U-rich sequences, whereas the distal face

interacts with single-stranded A-rich sequences (Schumacher et al,

2002; Mikulecky et al, 2004; Link et al, 2009). More recently, the

rim of the Hfq hexamer has emerged as a third RNA-binding

surface which interacts with UA-rich RNA and promotes inter-

molecular RNA annealing (Updegrove & Wartell, 2011; Sauer et al,

2012; Panja et al, 2013; Dimastrogiovanni et al, 2014). Whereas

most of these findings stem from studying Hfq interactions with

selected model substrates in vitro, details of transcriptome-wide

Hfq binding within RNA in vivo emerged only recently through a

crosslinking-based study in pathogenic E. coli (Tree et al, 2014).

However, while this study captured many known Hfq targets, it

generally failed to observe Hfq binding to sRNA 30 ends, thus

contrasting with the emerging mechanistic model from recent

biochemical and structural studies whereby Hfq is loaded onto

sRNAs via their 30 located poly(U) stretch (Otaka et al, 2011; Sauer

& Weichenrieder, 2011; Ishikawa et al, 2012; Dimastrogiovanni

et al, 2014).

CsrA, initially identified as a regulator of carbon storage and

glycogen biosynthesis in E. coli (Romeo et al, 1993), belongs to the

large CsrA/Rsm family of RBPs that influence physiology and viru-

lence in numerous pathogenic and non-pathogenic bacteria (Lenz

et al, 2005; Brencic & Lory, 2009; Heroven et al, 2012; Romeo et al,

2013; Vakulskas et al, 2015). CsrA/Rsm proteins primarily affect

translation of mRNAs by binding to 50 untranslated regions (UTRs).

A wealth of genetic, biochemical, and structural data shows that

these proteins generally recognize GGA motifs in apical loops of

RNA secondary structures (Dubey et al, 2005; Duss et al, 2014a).

Other reported mechanisms of CsrA activity in the cell include

promotion of Rho-dependent transcription termination, or mRNA

stabilization by masking of RNase E cleavage sites (Yakhnin et al,

2013; Figueroa-Bossi et al, 2014). CsrA may also govern a large

post-transcriptional regulon, as inferred from transcriptomic and

RNA co-purification data in Salmonella and E. coli, respectively

(Lawhon et al, 2003; Edwards et al, 2011).

The CsrA/Rsm proteins are themselves regulated by sRNAs such

as CsrB and RsmZ, which contain multiple GGA sites that titrate the

protein away from mRNA targets (Liu et al, 1997; Weilbacher et al,

2003; Valverde et al, 2004). Structural studies of one CsrA-like

protein revealed a sequential and cooperative assembly of the

protein on antagonistic sRNAs (Duss et al, 2014b). Antagonists of

CsrA activity also include the Hfq-dependent sRNA McaS in E. coli

(Holmqvist & Vogel, 2013; Jørgensen et al, 2013) and a sponge-like

mRNA in Salmonella (Sterzenbach et al, 2013). Again, despite the

strong interest in these proteins, the global binding preferences of

CsrA/Rsm in vivo remain unknown.

Approaches combining in vivo crosslinking and RNA deep

sequencing have been increasingly used to globally map the cellular

RNA ligands and binding sites of eukaryotic RBPs in vivo (Darnell,

2010; König et al, 2011; Ascano et al, 2012). Such methods are now

widely used in cell culture, tissues, and even whole animals. The

purification of RNA–protein complexes after in vivo crosslinking by

ultraviolet (UV) light offers several advantages over traditional coIP.

Firstly, the UV-induced covalent bonds between protein and RNA

survive denaturing conditions, facilitating stringent purification

protocols. Secondly, crosslinking enables trimming by ribonucleases

to yield protein-protected RNA fragments, pinpointing binding

regions with unprecedented resolution. Thirdly, the attachment

of a crosslinked peptide to a purified RNA fragment often causes

mutations during reverse transcription which identify direct

RNA–protein contacts at single-nucleotide resolution (Zhang &

Darnell, 2011).

Here, we have employed UV crosslinking of RNA–protein

complexes in living bacterial cells, followed by stringent purification

and sequencing of crosslinked RNA, to detect transcriptome-wide

binding sites of Hfq and CsrA in Salmonella. As well as confirming

known binding sites at nucleotide resolution, our study identifies a

plethora of new sites that reveal the specificities of Hfq and CsrA

interactions with their RNA ligands. Our contact maps for Hfq inter-

acting sRNAs and their target mRNAs support a model for Hfq as a

mediator of RNA duplex formation and provide new insight into

improving sRNA-target prediction. The discovery of CsrA-binding

sites in mRNAs shows that CsrA is a direct regulator of Salmonella

virulence genes.

Results

Selective enrichment of crosslinked RNA ligands

To comprehensively analyze direct targets of RBPs in vivo, we

established a CLIP-seq protocol for purification of crosslinked RNA–

protein complexes from bacterial cells irradiated with UV light

(Fig 1A). Salmonella strain SL1344 expressing chromosomally

FLAG-tagged Hfq was cultured in LB medium to an OD600 of 2.0. One

half of this culture was then irradiated with UV light while the other

half was left untreated. This growth condition activates the invasion

genes of Salmonella, that is it enabled us to also capture potential

Hfq interactions with virulence-associated transcripts. Hfq–RNA

complexes were immunoprecipitated in cell lysates with a mono-

clonal anti-FLAG antibody followed by several stringent washes.
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After on-bead RNase treatment, dephosphorylation, and radioactive

labeling of RNA 50 ends, the complexes were eluted, separated

by denaturing SDS–PAGE, and transferred to a membrane. UV

irradiation itself did not interfere with protein recovery (as judged by

Western blot), but a strong radioactive signal corresponding to

bound labeled RNA was detected only in tagged and crosslinked

samples, indicating that unspecific RNA–protein interactions

were successfully depleted (Fig 1B). RNA–protein complexes from

C

10

15

25
35
55
70

CL: + +- -+ +- -+ +- -

10
15

25
35
55
70

IgG

Au
to

ra
di

og
ra

ph
W

es
te

rn
 b

lo
t

WT hfq-3xflag

1xHfq-3xFLAG

6xHfq-3xFLAG

Read coverage

Define blocks

Define peak boundaries

Statistical test on peak regions (DESeq2)

Retain significant peaks (q≤0.1)

UV light

In vivo crosslinking1 IP2 RNase
treatment

3

SDS-PAGE
Band excision5 RNA-seq75’ labeling4

32P

RNA
purification6

A B

D Genomic distribution of Hfq peaks

Plus strand

Minus strand

1 2 3 40 Mbp
0

1

2

3

4

5

6

7

0

1

2

3

4

5

6

7

lo
g 2(F

C
)

lo
g 2(F

C
)

Figure 1. CLIP-seq of Hfq-3xFLAG in Salmonella.

A Schematic representation of the CLIP-seq protocol for bacterial RBPs that was established and used in this study. UV: ultraviolet.
B Detection of crosslinked, immunoprecipitated, and radioactively labeled RNA–protein complexes after separation on denaturing SDS–polyacrylamide gels and transfer

to nitrocellulose membranes. Radioactive signals were detected by phosphorimaging (top). Detection of Hfq-3xFLAG proteins by Western blot using an anti-FLAG
antibody served as a control for successful immunoprecipitation (bottom). CL: crosslinking.

C Schematic representation of binding site determination (peak calling).
D Fold change (y-axis) and genomic position (x-axis) of Hfq peaks. Mbp: mega basepair.
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crosslinked and control samples were extracted from the membrane

and treated with proteinase to yield RNA ligands for analysis by

Illumina sequencing. The number of sequencing reads obtained for each

cDNA library is given in Appendix Fig S1. To avoid biases introduced

during library amplification, reads originating from potential PCR

duplicates were removed for all downstream analyses.

A very important step in the analysis of CLIP-seq data is peak

calling, which is used to differentiate between specific und

unspecific binding. Here, two major problems in standard CLIP-seq

protocols may confound peak calling approaches. Firstly, in contrast

to traditional RNA immunoprecipitation and sequencing (RIP-seq),

where comparison to a non-tagged strain or the omission of the anti-

body serves to control for background noise, CLIP-seq approaches

usually lack a standardized negative control. Secondly, in contrast

to chromatin immunoprecipitation and DNA sequencing (ChIP-seq),

transcript abundance impacts read coverage independent of the

affinity of the RBP for a given target. Standard peak callers such as

Piranha (Uren et al, 2012) assume the majority of sites to be noise,

so the sum of all sites can be used to fit a background model.

However, this assumption is problematic if the RBP is a ubiquitous

binder and the genome size is rather small. Both criteria apply in

our case. To overcome these problems, we developed a specific

peak calling algorithm able to identify Hfq-binding sites throughout

the Salmonella transcriptome. The algorithm first divides consecu-

tive reads into blocks and then merges overlapping blocks into

peaks (Fig 1C). Subsequently, based on three biological replicates

and three control replicates, each peak was tested for significant

enrichment in the crosslinked samples versus the non-crosslinked

samples using DESeq2 (Love et al, 2014). This strategy identified

640 significant (q ≤ 0.1) Hfq peaks (Table EV1) which are

distributed across the Salmonella transcriptome (Fig 1D).

As a significant advantage of CLIP-seq over simple coIP,

crosslinking-induced mutations narrow RNA–protein contacts down

to individual nucleotides (Zhang & Darnell, 2011). Thus, we

compared the nature of read mutations that (i) occurred in both

mate pairs for each read (to discriminate from sequencing errors),

(ii) were exclusively present in libraries from crosslinked cultures,

and (iii) overlapped with Hfq peaks (Table EV2). T to C mutations

were by far the most common crosslink-specific mutation (Fig 2A),

and more than half of the Hfq peaks (347/640) contained at least

one crosslink-specific mutation. To provide a better display of peak

density, the Salmonella chromosome was divided into bins of

2 × 104 basepairs. Plotting peak numbers per bin identified certain

chromosomal regions in which the density of Hfq peaks is unusually

high (Fig 2B). Interestingly, transcripts from the two major

pathogenicity islands, SPI-1 and SPI-2, attract the highest Hfq peak

density, supporting the crucial role of Hfq in Salmonella virulence

(Sittka et al, 2007). Dividing the Hfq peaks into different RNA

classes shows that the majority map to sRNAs and mRNAs, the

two RNA classes previously known to be targets of Hfq (Fig 2C).

In summary, combining CLIP-seq with a new peak calling algorithm

and identification of crosslinking-induced mutations provides the

basis for a detailed investigation of Hfq–RNA interactions.

Hfq binding in mRNAs

To analyze the general distribution of the 551 Hfq-binding sites

detected in mRNAs, we performed a meta-gene analysis of Hfq

peaks with respect to mRNA start and stop codons (for polycistronic

mRNAs, only the start codon of the first cistron and the stop codon

of the last cistron was used). The greatest peak densities were found

in 50UTRs and 30UTRs (Fig 2D) and confirmed—on the level of indi-

vidual transcripts—previously predicted Hfq activity, for example,

in the 50UTR of chiP mRNA which is a target of ChiX sRNA

(Figueroa-Bossi et al, 2009), or the 30UTR of hilD mRNA encoding a

virulence regulator (Lopez-Garrido et al, 2014) (Fig 2E and F).

To test whether Hfq recognizes disparate sequences in different

parts of mRNAs, we divided the mRNA peaks into those that map to

50UTRs, CDSs, or 30UTRs. Using the MEME algorithm (Bailey et al,

2015), only the combined 30UTRs yielded a significant consensus

motif (Fig 2G). This motif strongly resembles Rho-independent tran-

scription terminators present at the 30 end of many bacterial

transcripts, namely GC-rich hairpins followed by single-stranded

uridine tails (Wilson & von Hippel, 1995). Indeed, we found a strong

enrichment of Hfq 30UTR peaks at predicted Rho-independent termi-

nators that were specific to mRNAs (Fig 2H; all sRNA terminators

were excluded from this analysis). Moreover, CMfinder analysis

(Yao et al, 2006) on the Hfq 30UTR peaks resulted in a motif

comprising a hairpin structure followed by a U-rich sequence,

strongly resembling a Rho-independent terminator (Fig EV1),

suggesting that Hfq binds to mRNA 30 ends.

Hfq binding in sRNAs

We next compared our crosslinking data to Hfq-binding sites in

well-investigated sRNAs. For example, SgrS was proposed to

contain an Hfq-binding module consisting of two distinct binding

sites: the poly(U) sequence of the Rho-independent terminator at

the very 30 end of SgrS, and an internal hairpin preceded by a U-rich

sequence (Ishikawa et al, 2012). In accordance with this, we

detected two Hfq peaks within SgrS that mapped to the previously

reported binding sites (Fig 3A and B). In addition, the only

▸Figure 2. Genomic distribution of Hfq-binding sites.

A Percentage of the occurrence of the indicated mutations among all crosslink-specific mutations found within Hfq peaks.
B Hfq peak distribution along the Salmonella chromosome divided in bins of 2 × 104 basepairs each. The genomic positions of the pathogenicity islands SPI-1 and

SPI-2 are indicated. Mbp: mega basepair.
C Distribution of Hfq peaks among the indicated RNA classes. Numbers in parentheses give the number of called peaks that overlapped with annotations belonging

to the respective RNA class.
D Global peak density distribution (meta-gene analysis) around start and stop codons. For this analysis, only those start and stop codons were used that are flanked

by a 50UTR or 30UTR, respectively. Vertical dashed lines indicate the position of start and stop codons, respectively.
E, F Read coverage at the chiP (E) and hilD (F) loci in libraries from crosslinked and non-crosslinked samples. Exp: experiment, CL: crosslinking
G Consensus motif generated by MEME using sequences of Hfq peaks mapping to mRNA 30UTRs.
H Meta-gene analysis of peak distribution around genomic positions of predicted Rho-independent terminators.
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crosslink-induced mutations detected in SgrS occur within the

above-described U-rich sequences (Fig 3B). Likewise, we compared

our crosslinking data with the interactions observed in a co-crystal

of Salmonella Hfq and the sRNA RydC (Dimastrogiovanni et al,

2014). The X-ray crystallization data suggest Hfq interacts with four

regions on RydC: the proximal site of Hfq interacts with the U-rich

30 end of RydC; the rim of Hfq interacts with U23/U24, U46/U47,

and the RydC 50 end (Dimastrogiovanni et al, 2014). Out of the eight

positions in RydC with crosslinking-induced mutations, seven

perfectly fit with the crystal structure (Fig 3D). Mutations were

found in the 50 end of RydC, at positions U23, U24, U46, U47, and in

the RydC 30 end (Fig 3D). Taken together, these examples demon-

strate that our crosslinking experiments faithfully capture Hfq–RNA

interactions at single-nucleotide resolution, in excellent agreement

with published work.

The distribution of Hfq peaks over all sRNA sequences suggests

that Hfq may interact with different regions in different sRNAs;

however, there is a strong bias for Hfq binding toward sRNA 30 ends
(Fig 3E). As for the 30UTR-binding motif (Fig 2G), the consensus

motif found using MEME in peaks mapping to within sRNAs

resembles the 30 region of a Rho-independent terminator (Fig 3F).

Following the demonstration of Hfq interactions with 30 portions of a
few sRNAs (Sauer & Weichenrieder, 2011; Ishikawa et al, 2012), our

screen provides the first global analysis to suggest that Hfq interacts

with the 30 end of many sRNAs detected under the growth condition

studied. Taken together, Rho-independent terminators constitute a

general Hfq-binding motif shared by mRNAs and sRNAs.

Hfq binding in sRNA–mRNA pairs

A key function of Hfq is to facilitate sRNA–mRNA duplex formation

(Møller et al, 2002; Zhang et al, 2002; Kawamoto et al, 2006;

Fender et al, 2010); this activity seems to require Hfq binding in

mRNAs proximal to the site of sRNA pairing, as suggested by stud-

ies of rpoS mRNA which is regulated by multiple sRNAs (Soper

et al, 2011). The simultaneous binding of both the sRNA and

cognate mRNA by an Hfq hexamer may then accelerate RNA duplex

formation at the rim of the protein (Panja et al, 2013). To under-

stand where Hfq needs to bind within its ligand to facilitate RNA

duplex formation, we performed a meta-gene analysis of Hfq peaks

that mapped close to seed pairing regions in known sRNA–mRNA

target pairs. In mRNAs, Hfq peaks were significantly more likely to

occur 50 of the respective sRNA interaction site (P < 0.05, two-tailed

sign test, n = 17) (Fig 4A). By contrast, Hfq peaks in sRNAs were

found significantly more often 30 of sRNA seed sequences (P < 10�4,

two-tailed sign test, n = 24) (Fig 4A). This result supports a model

whereby Hfq is sandwiched between the mRNA and sRNA of a

cognate pair prior to RNA duplex formation (Fig 4B).

The presence of an Hfq site close to an sRNA site in an mRNA

improves target regulation (Beisel et al, 2012). Therefore, we asked

whether our Hfq-binding data could increase the success of sRNA-

target predictions. To this end, the top 20 mRNA targets predicted

by the CopraRNA algorithm (Wright et al, 2013) for each of 17

selected sRNAs were intersected with the list of crosslinked mRNAs,

giving 48 predicted mRNA targets with at least one Hfq peak

(Fig 4C, Table EV3). Strikingly, inclusion of the Hfq peaks increased

the fraction of true positives from 15% to 40% (P < 10�5, Fisher’s

exact test) (Fig 4C).

For experimental validation, we selected the mglB mRNA as a

new candidate target of Spot42 sRNA. Recognition would occur by a

previously established seed sequence within Spot42 (Beisel & Storz,

2011) at a conserved site downstream of the Hfq peak in mglB

(Figs 4D and EV2). Of note, the levels of MglB, a CRP-cAMP-

activated galactose ABC transporter (Zheng et al, 2004), are

increased in Hfq-deficient cells, predicting that Spot42 represses the

mglB mRNA in an Hfq-dependent manner (Fig EV2; Sittka et al,

2007; Beisel & Storz, 2011). In agreement with this prediction, dele-

tion of spf (encoding Spot42) resulted in elevated levels of the mglB

mRNA (Fig 4E). Reciprocally, we observed a 10-fold repression of

this target after pulse-expression of Spot42 (Fig 4F). Spot42

repressed a constitutively transcribed translational mglB-gfp fusion,

but not a lacZ-gfp control, confirming that the regulation occurs at

the post-transcriptional level (Fig 4G). To test whether the observed

regulation indeed relies on the predicted basepairing, we introduced

disruptive mutations in the mglB-gfp and Spot42 plasmids (Fig 4H).

Deletion of spf on the chromosome leads to increased expression of

wild-type mglB-gfp but not of the mutant mglB*-gfp construct

(Fig 4H). Likewise, while wild-type Spot42 repressed mglB-gfp but

not mglB*-gfp, the Spot42* mutant repressed mglB*-gfp but not

mglB-gfp (Fig 4H), strongly indicating that the observed regulation

indeed relies on basepairing between Spot42 and the mglB mRNA,

as predicted. In conclusion, these results indicate that knowing

which mRNAs are bound by Hfq can dramatically improve the

prediction of sRNA targets.

Transcriptome-wide mapping of CsrA-binding sites

Following the successful identification of Hfq-binding sites, we

applied our CLIP-seq protocol to CsrA, an RBP that recognizes tran-

scripts very differently compared to Hfq. CsrA has affinity for GGA

sequences present in loop regions of hairpins in mRNA 50UTRs and

in a few sRNAs (Vakulskas et al, 2015). A Salmonella strain carry-

ing a chromosomal csrA::3xflag allele was subjected to the same

crosslinking and immunoprecipitation strategy described above. As

with Hfq, radioactively labeled CsrA-RNA complexes were detected

only in crosslinked samples (Fig EV3). Plotting all CsrA peaks

obtained from three biological replicates along the Salmonella tran-

scriptome revealed a strong enrichment within CsrB and CsrC;

almost 40% of reads from all peaks map to these sRNA antagonists

of CsrA (Fig 5A and Table EV4), consistent with them being the

major cellular ligands of CsrA (Romeo et al, 2013). The glgC mRNA,

the first transcript shown to be directly regulated by CsrA in E. coli

(Liu et al, 1995; Baker et al, 2002), was also highly recovered in our

experiments (0.5% of reads, Fig 5A and Table EV4).

The CsrB RNA carries multiple hairpins with GGA sequences

which serve as high-affinity-binding sites for CsrA. Intriguingly, the

read distribution within CsrB is not uniform. Regions with high read

densities are separated by low-read regions (Fig 5B). Aligning the

CsrA reads on the predicted secondary structure of CsrB, we find

that read coverage is highest in the hairpin structures, indicating

that these are indeed preferentially bound by CsrA (Fig 5B). Some

hairpins show higher coverage than others, perhaps reflecting a

hierarchy in CsrA capture by CsrB similar to the proposed step-wise

sequestration of the homologous RsmE protein by RsmZ RNA in

Pseudomonas (Duss et al, 2014b). Regarding CsrA mRNA interac-

tions, reads from the glgC transcript almost perfectly overlapped
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with a GGA-containing hairpin structure in the glgC leader (Fig 5C),

which was previously defined as the element through which CsrA

exercises translational repression in E. coli (Baker et al, 2002). The

detection of CsrA peaks in these two well-documented targets of

CsrA suggests that our method readily captures bona fide CsrA-

binding sites (Fig 5A–C).
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CsrA consensus motif

We called a total of 467 CsrA peaks, most of which map to within

mRNAs (Fig 6A and Table EV4). Meta-gene analysis showed an

enrichment of peaks in 50UTRs compared to CDSs and 30UTRs,
with the strongest enrichment of peaks close to start codons,

consistent with CsrA being a regulator of translation initiation

(Fig 6B).

High-affinity CsrA–RNA interactions are defined by both RNA

sequence and structure (Romeo et al, 2013). Interrogation of the

CsrA peaks showed that each contained at least one minimal GGA

triplet and more than half of them an ANGGA sequence (Fig 6C).

Searching all peak regions using the MEME algorithm, we established

[A/C]UGGA as the CsrA recognition motif in Salmonella (Fig 6D).

Similar to Hfq, we observed that crosslinking of CsrA to RNA

frequently causes mutations during reverse transcription. T to C

transitions were most prominent (Fig 6E, Table EV5), and these

were most often found immediately upstream of a GGA motif

(Fig 6E). To analyze the structural context of CsrA-binding sites, we

performed CMfinder analysis on all CsrA peaks (Yao et al, 2006).

Two of the resulting motifs, the one with the highest rank score and

the one detected in the most peak sequences (Fig 6F left and right,

respectively), consist of stem-loops with a GGA sequence present in

the loop regions. Thus, our CLIP analysis confirms the preference

for CsrA to interact with AUGGA sequences present in apical loops

of hairpin structures. These are the first global data to prove the

previous biochemical and genetical studies of individual CsrA

ligands, which increasingly suggested ANGGA as a general recogni-

tion motif in a variety of bacterial species (Valverde et al, 2004;

Dubey et al, 2005; Majdalani et al, 2005; Mercante et al, 2006;

Babitzke et al, 2009; Lapouge et al, 2013).

CsrA regulates Salmonella virulence genes

Binding of CsrA to target mRNAs typically results in reduced

mRNA translation and/or stability (Romeo et al, 2013). Since the

vast majority of the CsrA sites detected here were previously

unknown, we wondered whether they were functional in terms of

CsrA-mediated gene regulation. One primary genomic area of CsrA

peak density was the invasion gene island SPI-1; likewise, a KEGG

pathway analysis suggested enrichment of CsrA peaks in mRNAs

encoding Salmonella virulence proteins (Fig 7A and B). Our

crosslinking data (Table EV4) not only support the previously

proposed direct regulation of hilD mRNA (encoding a SPI-1 tran-

scription factor) by CsrA (Martinez et al, 2011), but also predict

CsrA to target dozens of additional virulence-associated mRNAs

from both Salmonella’s pathogenicity islands and the core genome

(Appendix Fig S2).

To test whether the presence of CsrA peaks correlates with CsrA-

mediated gene regulation, we constructed translational gfp-fusion

reporters (Corcoran et al, 2012) to several virulence-associated

ORFs from the core genome (sopD2) or the SPI-1 locus (sic-sip and

prg operons). GFP fusion plasmids were transformed into

DcsrBDcsrC cells harboring either a plasmid expressing CsrB, or an

empty control plasmid, reasoning that CsrB-mediated titration of

CsrA will translate into GFP reporter regulation. This strategy was

chosen to circumvent the genetic instability observed in csrA dele-

tion strains (Altier et al, 2000). While co-expression of CsrB had no

effect on a lacZ-gfp control plasmid (pXG10-SF), it caused a strong

derepression of a glgC-gfp fusion chosen as positive control

(Fig EV4), arguing that this experimental setup faithfully monitors

CsrA-mediated regulation.

SopD2 is an effector protein that promotes Salmonella replication

inside macrophages (Figueira et al, 2013), and CLIP-seq data identi-

fied several CsrA peaks in the sopD2 50UTR and CDS (Fig 7C).

Western blot analysis showed that sopD2-gfp expression is repressed

when CsrA activity is increased as a result of deletion of csrB and

csrC (Fig 7D). This is reversed by complementing the double sRNA

deletion strain with csrB on a plasmid (Fig 7D). A CsrA peak in the

50UTR of sopD2 overlaps with a predicted RNA hairpin structure

with two GGA motifs in the loop (Fig 7E). A sopD2-gfp fusion in

which both GGA motifs were each replaced by CCU totally abol-

ished the regulation, strongly indicating that CsrA directly represses

the production of SopD2 (Fig 7E). In further support of this,

overexpression of CsrB upregulates the synthesis of endogenous

SopD2 in wild-type Salmonella (Fig EV5).

The prgHIJK-orgA operon encodes components of the SPI-1 type

III secretion system needed for host cell invasion, and CsrA peaks

were detected in its four-first cistrons (Fig 7F). Western blot analy-

sis with translational fusions encompassing cistron junctions with

the downstream cistron being fused to gfp showed that translation

of prgI and prgJ is activated upon CsrB overexpression, whereas

◀ Figure 4. Hfq binding in validated sRNA–mRNA pairs.

A Distribution of Hfq peaks with respect to sRNA interaction sites in mRNA targets and seed sequences in sRNAs, respectively.
B Putative model of Hfq interaction with cognate sRNA–mRNA pairs.
C Workflow for the integration of Hfq peak information during sRNA-target prediction using CopraRNA. The pie charts show the number of previously validated targets

among all predictions, or among predicted targets with Hfq peaks, respectively.
D Read coverage from Hfq CLIP-seq at the mglB locus (top), location of the detected Hfq peak (red) and the predicted Spot42 interaction site (green) in the mglB 50UTR

(middle), and the predicted basepair interaction between Spot42 and mglB (bottom). The Spot42 interaction site in mglB is highlighted in green.
E qRT–PCR analysis of mglB mRNA expression in wt Salmonella or in an isogenic Dspf strain. Samples were collected from cells grown in LB medium to an optical

density of 0.3 (OD600). Means and error bars representing standard deviations are based on two biological replicates.
F qRT–PCR analysis of mglB mRNA expression in Salmonella Dspf 10 min after induction of Spot42 overexpression from plasmid pBAD–Spot42. Plasmid pBAD was used

as a control. Means and error bars representing standard deviations are based on two biological replicates.
G Western blot analysis of GFP expression from plasmid-expressed translational lacZ-gfp and mglB-gfp fusions in the presence or absence of Spot42 overexpression.

Quantification of Western blot signals is shown on the right. Means and error bars representing standard deviations are based on three biological replicates. GFP
fusion proteins were detected with an anti-GFP antibody, while an anti-GroEL antibody was used to determine the amount of protein loaded on the gel.

H Western blot analysis of GFP expression from the wild-type mglB-gfp or mutant mglB*-gfp fusions upon deletion and overexpression of wild-type Spot42 or the
Spot42* mutant. The predicted interactions between Spot42 and mglB, as well as the introduced mutations, are shown.

Source data are available online for this figure.
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prgK is not affected (Fig 7G). Of note, the major peaks are located in

prgI and prgJ (Fig 7F). Similarly, the sicA-sipBCDA-iacP operon

encodes a protein chaperone (SicA), four effector proteins (SipB,

SipC, SipD, and SipA), and a putative acyl carrier protein (IacP),

and CsrA peaks are distributed across this operon (Fig 7H). Of the

four fusions cloned from this operon, three (sicA, sipC, and sipA)

were clearly upregulated upon CsrB overexpression, indicating that

expression from the respective cistrons is repressed by CsrA

(Fig 7I). In conclusion, the results shown in Fig 7 strongly indicate

that CsrA peaks indeed mark mRNAs that are under direct control

of CsrA and suggest that direct regulation of virulence functions by

CsrA includes many more mRNAs than previously known.

Discussion

Historically, molecular biologists have focused on the interactions

between individual proteins with target nucleic acids in vitro, but

this approach does not scale well and fails to account for the

complexity observed in transcriptional networks. Post-genomic

approaches can now potentially provide the global data required to

understand post-transcriptional gene regulation in bacteria (Barquist

& Vogel, 2015). Specifically, in vivo crosslinking methods can deter-

mine protein-binding sites within RNA at high resolution and permit

stringent purification that diminishes non-specific contamination.

Nevertheless, these CLIP-seq approaches have been associated with

considerable background noise that, if left uncorrected, increased

the identification of false positive interactions (Friedersdorf &

Keene, 2014). Here, we have sequenced libraries prepared from

both UV crosslinked and non-crosslinked bacterial cultures to

control for background RNA, yielding a high-confidence transcrip-

tome-wide map of the binding sites of the two global RNA-binding

proteins Hfq and CsrA.

We have shown that Hfq selectively and primarily crosslinks to

Salmonella mRNAs and sRNAs (Fig 2), in accordance with our

previous Hfq coIP results (Sittka et al, 2008; Chao et al, 2012). More

importantly, while relatively few Hfq–sRNA interactions have been

studied in biochemical or structural detail, we can faithfully

reproduce such results with single-nucleotide resolution in our

crosslinking experiment, as shown in Fig 3 for the model sRNAs

RydC and SgrS (Ishikawa et al, 2012; Dimastrogiovanni et al, 2014).

Global analysis revealed that Hfq peaks in mRNAs are enriched in

50UTRs and 30UTRs as compared to CDS regions (Fig 2), consistent

with a role for Hfq in both sRNA-dependent regulation at mRNA

50 regions and 30 end-dependent processes. Analysis of Hfq peak

density over the Salmonella transcriptome revealed strong enrich-

ment in transcripts expressed from the major pathogenicity islands

SPI-1 and SPI-2 (Fig 2B). This may in part be explained by

the higher content of A and U residues in these transcripts compared

B

A

C

glgCglgX

-
+
-
+
-
+

CL

Exp. 1

Exp. 2

Exp. 3

glgC 5’UTR

Reads
Min Max

C U G G C A

A
C
G
C
G
U

C
A
G
G
G

C

C
A

U
G G

U
G
U
G
U
G

G
U
U
C
C

U

A G A G A G G A U A A A A A A G G A G U U A A U C A U G
SD Start

. . . . . .

csrB

-
+
-
+
-
+

CL

Exp. 1

Exp. 2

Exp. 3

CsrB

Reads
Min Max

Genomic distribution of CsrA peaks

0
1
2
3
4
5
6
7

lo
g 2(F

C
)

0
1
2
3
4
5
6
7

1 2 3 4 Mbp0

lo
g 2(F

C
)

Plus strand

Minus strand
CsrC CsrB glgC

Figure 5. CLIP-seq of Salmonella CsrA-3xFLAG captures previously known
CsrA-binding sites.

A Fold change (y-axis) and genomic position (x-axis) of CsrA peaks. Peaks
mapping to the known CsrA ligands CsrB, CsrC, and glgC are indicated.
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secondary structure of the 50UTR of the Salmonella glgC mRNA (bottom).
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Figure 6. Sequence and structure analysis of CsrA-binding sites.

A Distribution of CsrA peaks among the indicated RNA classes. Numbers in parenthesis represent the number of called peaks that were mapped within annotations
belonging to the respective RNA class.

B Meta-gene analysis of CsrA peaks around start and stop codons. For this analysis, only those start and stop codons were used that are flanked by a 50UTR or 30UTR,
respectively.
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generated with MEME using sequences flanking a crosslink-specific T to C mutation as input.
F Consensus motifs generated by CMfinder based on all CsrA peaks.
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to those expressed from the core genome (Hensel, 2004). Compre-

hensive analysis of sRNA peaks revealed a strong enrichment of Hfq

binding at 30 ends (Fig 3). The highly enriched consensus motifs

found in peak sequences from either mRNA 30UTRs or sRNAs,

respectively, both resemble the 30 region of Rho-independent

terminators (Figs 2, 3 and EV1) and were indeed found in 30UTRs of
mRNAs predicted to transcriptionally terminate in a Rho-indepen-

dent manner (Fig 2).

The strong evidence for Hfq binding to 30 ends in mRNAs and

sRNAs presented here agrees with previous reports on individual

Hfq ligands. Hfq protects RNA from 30 to 50 exonuclease activity by

binding to, and stimulating the addition of, non-templated poly(A)

sequences to RNA 30 ends by poly(A) polymerase PAPI (Hajnsdorf &

Regnier, 2000; Le Derout et al, 2003). The sRNA SgrS strongly

depends on Hfq binding at its 30 poly(U) tail for both stability and

target regulation (Otaka et al, 2011), and the destabilization of SgrS

in the absence of Hfq is dependent on the exonuclease PNPase

(Andrade et al, 2012).

That Hfq binds so commonly to mRNA 30 ends may be very rele-

vant for sRNA evolution. Cloning or RNA-seq-based studies have

identified many sRNAs derived from mRNA 30UTRs (Vogel et al,

2003; Kawano et al, 2005; Sittka et al, 2008; Chao et al, 2012).

Whether these sRNAs are produced from internal promoters or by

endonucleolytic cleavage of the parental mRNA, they often possess

a Rho-independent terminator shared with the mRNA expressed

from the same locus (Miyakoshi et al, 2015b). Several 30 UTR-

derived sRNAs have been shown to be functional, for example DapZ

(Chao et al, 2012), MicL (Guo et al, 2014), or SroC (Miyakoshi et al,

2015a), suggesting that mRNA 30UTRs may serve as evolutionary

birthplaces for sRNAs (Miyakoshi et al, 2015b; Updegrove et al,

2015). This extends to other types of regulatory transcripts such as

recently discovered sRNA sponges that are made from the 30 end of

tRNA precursors (Lalaouna et al, 2015).

A key finding from our analysis of the crosslinking data is that

we were able to locate Hfq-binding sites in relation to sRNA–mRNA

interaction sites (Fig 4). Our observation of preferential binding of

Hfq to 50 of the sRNA interaction site in an mRNA target, and 30 of
the seed sequence in the recognizing sRNA, supports a model

whereby Hfq brings the two RNAs together to facilitate RNA duplex-

ing. We used this global information on Hfq binding to substantially

improve sRNA-target predictions (Fig 4), illustrating how global

RNA–protein interaction maps can foster a better understanding of

post-transcriptional networks and discovering the mglB mRNA as a

target for the sRNA Spot42 (Fig 4). MglB is a transporter of the non-

preferred carbon source galactose, and its expression is activated by

CRP–cAMP (Zheng et al, 2004). Thus, the regulation of mglB by

Spot42 fits with a proposed model in which Spot42 and CRP form a

feed-forward loop to reduce leaky expression of proteins during

carbon foraging (Fig EV2; Beisel & Storz, 2011).

The fact that Hfq binds RNA on three distinct faces of the

hexamer, each with a different sequence preference, produces a

challenge for CLIP-seq methods in that ligation of sequencing adap-

ters to RBP-bound RNA, as well as UV irradiation, may introduce

biases in binding site detection. This may explain why our Hfq

CLIP-seq data contrast with a recent crosslinking study of Hfq in

E. coli (Tree et al, 2014). This latter study identified neither the

30-located terminator-like consensus motif nor an enrichment of

Hfq-binding sites in sRNA 30 ends. Instead, the authors concluded

that Hfq binding occurs in the seed sequences located in the middle

or at the 50 end of sRNAs. These differences can be explained by dif-

ferences in the protocols: 30 adapter ligation to RNA in complex with

Hfq (Tree et al, 2014) versus adapter ligation after the RNA frag-

ments are released from Hfq (this study). As RNA 30 ends may not

be accessible to ligation when bound to the proximal side of Hfq,

adapter ligation to purified RNA as performed here may be the

preferred strategy for CLIP approaches when studying proteins that

target RNA 30 ends.
In addition, Tree et al (2014) reported a general ARN motif in

Hfq crosslink regions, which seemed consistent with structural data

on the interaction between the distal face of Hfq and A-rich

sequences (Link et al, 2009), and the involvement of mRNA located

ARN sequences in sRNA-dependent regulation (Salim & Feig, 2010;

Beisel et al, 2012; Salim et al, 2012; Peng et al, 2014). Reviewing

our CLIP-seq data, on the one hand, almost all (38/39) Hfq peaks in

mRNAs known to be targeted by sRNAs (including rpoS, ompA,

ompC, cfa, and mglB) contain at least one ARN motif (Table EV1).

On the other hand, we only detected Hfq peaks in 30% of the previ-

ously described sRNA targets (Table EV1) (Wright et al, 2013), and

we did not observe a significant enrichment of ARN motifs among

the mRNA peak sequences compared to randomly selected

▸Figure 7. CsrA plays a major role in the regulation of Salmonella virulence genes.

A CsrA peak density distribution along the Salmonella chromosome in bins of 2 × 104 basepairs. The genomic positions of Salmonella pathogenicity islands SPI-1 and
SPI-2 are indicated.

B KEGG pathways that were found significantly enriched among gene annotations to which CsrA peaks were mapped. Pathways that are related to Salmonella
pathogenicity are highlighted in red.

C Read coverage from CsrA CLIP-seq at the sopD2 locus. Light blue bars represent called peaks.
D Western blot analysis of SopD2-GFP expression from a translational sopD2-gfp fusion on a plasmid in the indicated strain backgrounds. Plus sign indicates the

presence of plasmid pCsrB. Minus sign indicates the presence of the control vector pJV300. SopD2-GFP signals were detected with an anti-GFP antibody. Expression of
GroEL served as a loading control and was detected with an anti-GroEL antibody.

E Predicted secondary structure of the sopD2 50UTR. Peak position, GGA motifs, and introduced mutations are indicated. GFP fluorescence measurements from the wild-
type sopD2-gfp fusion or a 2xCCU mutant upon csrBcsrC deletion and CsrB complementation. Means and error bars representing standard deviations are based on
three independent experiments.

F Read coverage at the prgHIJK-orgAB locus from a CsrA CLIP-seq experiment.
G Western blot analysis of the expression from the indicated plasmid-borne translational GFP fusions in the presence of plasmids pCsrB (plus signs) or pJV300 (minus signs).
H Read coverage at the sicA-sipBCDA-iacP locus from a CsrA CLIP-seq experiment.
I Western blot analysis of the expression from the indicated plasmid-borne translational GFP fusions in the presence of plasmids pCsrB (plus signs) or pJV300 (minus

signs).

Source data are available online for this figure.
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sequences. One explanation for this discrepancy may be that uridi-

nes are more prone to crosslink than other nucleosides (Sugimoto

et al, 2012); this bias together with the above-discussed adaptor

ligation issues may explain why we preferentially detect binding of

Hfq at 30-located U-rich sequences, while the different adapter liga-

tion strategy forced preferential detection of A-rich sequences in the

previous E. coli study (Tree et al, 2014).

Moreover, the canonical view that sRNAs generally interact with

the proximal side of Hfq and mRNA targets with the distal side has

already been challenged: a recent study showed that some sRNAs use

ARN sequences to interact with the distal side of Hfq, whereas their

cognate targets harbor 50UTR-located UA-rich rim-binding sequences

(Schu et al, 2015). In support of this finding, we find crosslinking

mutations in an ARN sequence in the sRNA ChiX and in a UA-rich
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sequence in the cognate target mRNA chiP (ybfM) (Table EV2).

Taken together, we propose that mapping of the in vivo binding

events at each of the three Hfq interaction faces, applying CLIP-seq to

mutant Hfq proteins, should be undertaken to further test the

current model of distinct “sRNA” and “mRNA” binding faces of Hfq.

These issues with Hfq notwithstanding, the successful applica-

tion of our crosslinking protocol to CsrA, an RBP with very different

targets and recognition mode to Hfq, strongly supports the general

applicability of our crosslinking protocol. In contrast to Hfq-binding

regions, the vast majority of the detected CsrA-binding sites contain

the crucial GGA motif for CsrA–RNA interactions (Figs 5 and 6;

Vakulskas et al, 2015). CsrA is known to regulate virulence gene

expression in Salmonella, and a direct interaction between CsrA and

hilD mRNA, encoding a transcriptional activator of SPI-1, has been

described (Martinez et al, 2011). In addition to binding hilD mRNA,

our crosslinking data suggests that CsrA binds to a plethora of viru-

lence-associated mRNAs (Appendix Fig S2). The regulatory potential

of newly discovered CsrA-binding sites in virulence-associated

mRNAs was confirmed using GFP reporters (Fig 7), consistent with

previous reports showing that the levels of some of these mRNAs

depend on the intracellular CsrA concentration (Altier et al, 2000;

Lawhon et al, 2003). Even though our validation of CsrA targets is

far from comprehensive, it already expands the number of Salmo-

nella virulence mRNAs that are post-transcriptionally regulated by

CsrA sixfold. Based on our findings, it is likely that more virulence

mRNAs are directly regulated by CsrA.

In Escherichia coli, the Hfq-dependent McaS sRNA was recently

reported to titrate CsrA, suggesting that sRNAs other than CsrB and

CsrC may be functional CsrA interaction partners (Jørgensen et al,

2013). Interestingly, we also detected binding sites for CsrA in

sixteen sRNAs in addition to CsrB and CsrC (Fig 6 and Table EV4),

although the read coverage of these additional sRNAs was far below

that of CsrB and CsrC. The majority of these sRNAs (14 of 16) carry

between one and six GGA motifs, and many of the corresponding

peak sequences (12 of 16) fold into hairpins with GGA sequences in

the loops (Appendix Fig S3), suggesting that they possess bona fide

CsrA-binding sites. Apart from a few well-characterized Hfq-binding

sRNAs, of which only one (SdsR) harbors GGA motifs, the majority

of the sRNAs that crosslinked to CsrA are uncharacterized. Compara-

tive expression analysis revealed that several of these sRNAs

(STnc1890, STnc2080, STnc1210, STnc1480, PinT, and SdsR) are

induced in late stationary phase, a growth condition in which CsrB

and CsrC are repressed (Kröger et al, 2013). This suggests that these six

sRNAs may compete with CsrB and CsrC under specific conditions.

Future studies will be required to determine whether or not these sRNAs

are functional CsrA antagonists, or perhaps are regulated by CsrA.

Bacteria express a plethora of regulatory RBPs for which no

global binding site information is available. Examples of these

include proteins with RNA-binding domains found in cold-shock

proteins (the Csp family of proteins) and proteins such as ProQ that

possess a FinO-like RNA-binding domain (Phadtare et al, 1999;

Mark Glover et al, 2015). We believe that our procedure for global

mapping of the Hfq and CsrA interactomes with cellular RNA will

lay the foundations for future studies of other important bacterial

RBPs and may also rapidly identify proteins with putative RNA-

binding potential. Such studies should be a major future direction in

the study of post-transcriptional phenomena in bacteria and will

shed light on this shadowy area of gene regulation.

Materials and Methods

Oligodeoxyribonucleotides

DNA oligonucleotides are listed in Appendix Table S1.

Bacterial strains and plasmids

All experiments were performed with Salmonella enterica serovar

Typhimurium strain SL1344 or derivatives thereof as listed in

Appendix Table S2. All plasmids used in this study are listed in

Appendix Table S3. Construction of strains and plasmids is

described in Appendix Supplementary Methods. The addition of a

FLAG-tag to Hfq or CsrA affected neither bacterial growth nor regu-

lation of known Hfq or CsrA targets, indicating that the tag did not

compromise protein function (Appendix Fig S4).

UV crosslinking, immunoprecipitation, and RNA purification

For each biological replicate, 200 ml bacterial culture was grown

until an OD600 of 2.0. Half of the culture was directly placed in a

22 × 22 cm plastic tray and irradiated with UV-C light at 800 mJ/cm2.

Cells were pelleted in 50 ml fractions by centrifugation for 40 min

at 6,000 g and 4°C, resuspended in 800 ll NP-T buffer (50 mM

NaH2PO4, 300 mM NaCl, 0.05% Tween, pH 8.0) and mixed with

1 ml glass beads (0.1 mm radius). Cells were lysed by shaking at

30 Hz for 10 min and centrifuged for 15 min at 16,000 g and 4°C.

Cell lysates were transferred to new tubes and centrifuged for

15 min at 16,000 g and 4°C. The cleared lysates were mixed with

one volume of NP-T buffer with 8 M urea, incubated for 5 min at

65°C in a thermomixer with shaking at 900 rpm and diluted 10× in

ice-cold NP-T buffer. Anti-FLAG magnetic beads (Sigma) were

washed three times in NP-T buffer (30 ll 50% bead suspension was

used for a lysate from 100 ml bacterial culture), added to the lysate,

and the mixture was rotated for one hour at 4°C. Beads were

collected by centrifugation at 800 g, resuspended in 1 ml NP-T

buffer, transferred to new tubes, and washed 2× with high-salt

buffer (50 mM NaH2PO4, 1 M NaCl, 0.05% Tween, pH 8.0) and 2×

with NP-T buffer. Beads were resuspended in 100 ll NP-T buffer

containing 1 mM MgCl2 and 2.5 U benzonase nuclease (Sigma) and

incubated for 10 min at 37°C in a thermomixer with shaking at

800 rpm, followed by a 2-min incubation on ice. After one wash

with high-salt buffer and two washes with CIP buffer (100 mM

NaCl, 50 mM Tris–HCl pH 7.4, 10 mM MgCl2), the beads were

resuspended in 100 ll CIP buffer with 10 units of calf intestinal

alkaline phosphatase (NEB) and incubated for 30 min at 37°C in a

thermomixer with shaking at 800 rpm. After one wash with high-

salt buffer and two washes with PNK buffer (50 mM Tris–HCl pH

7.4, 10 mM MgCl2, 0.1 mM spermidine), one-tenth of the beads was

removed for subsequent Western blot analysis. The remaining beads

were resuspended in 100 ll PNK buffer with 10 U of T4 poly-

nucleotide kinase and 10 lCi c-32P-ATP and incubated for 30 min at

37°C. After three washes with NP-T buffer, the beads were resus-

pended in 20 ll Protein Loading buffer (0.3 M Tris–HCl pH 6.8,

0.05% bromophenol blue, 10% glycerol, 7% DTT) and incubated

for 3 min at 95°C. The magnetic beads were collected on a magnetic

separator, and the supernatant was loaded and separated on a 15%

SDS–polyacrylamide gel. RNA–protein complexes were transferred
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to a nitrocellulose membrane, the protein marker was highlighted

with a radioactively labeled marker pen and exposed to a phosphor

screen for 30 min. The autoradiogram was used as a template to cut

out the labeled RNA–protein complexes from the membrane. Each

membrane piece was further cut into smaller pieces, which were

incubated for 30 min in a thermomixer at 37°C with shaking at

1,000 rpm in 400 ll PK solution [50 mM Tris–HCl pH 7.4, 75 mM

NaCl, 6 mM EDTA, 1% SDS, 10 U of SUPERaseIN (Life Technolo-

gies) and 1 mg/ml proteinase K (ThermoScientific)] whereafter

100 ll 9 M urea was added and the incubation was continued for

additional 30 min. About 450 ll of the PK solution/urea was mixed

with 450 ll phenol:chloroform:isoamyl alcohol in a phase-lock tube

and incubated for 5 min in a thermomixer at 30°C with shaking at

1,000 rpm followed by centrifugation for 12 min at 16,000 g and

4°C. The aqueous phase was precipitated with 3 volumes of ice-cold

ethanol, 1/10 volume of 3 M NaOAc pH 5.2, and 1 ll of GlycoBlue
(Life Technologies) in LoBind tubes (Eppendorf). The precipitate

was pelleted by centrifugation (30 min, 16,000 g, 4°C), washed with

80% ethanol, centrifuged again (15 min, 16,000 g, 4°C), dried

2 min at room temperature, and resuspended in 10 ll sterile water.

cDNA library preparation

To enable sequencing on Illumina instruments, libraries were

prepared using the NEBNext Multiplex Small RNA Library Prep Set

for Illumina (#E7300, New England Biolabs) according to the manu-

facturer’s instructions. About 2.5 ll purified RNA (or sterile water as

negative control) was mixed with 0.5 ll 30 SR Adaptor (diluted 1:10)

and 0.5 ll nuclease-free water, incubated for 2 min at 70°C and

chilled on ice. After addition of 5 ll 30 ligation reaction buffer and

1.5 ll 30 ligation enzyme mix, the samples were incubated for

60 min at 25°C. About 0.25 ll SR RT primer and 2.5 ll nuclease-free
water were added followed by incubation for 5 min at 75°C, 15 min

at 37°C, and 15 min at 25°C. For ligation of the 50 adaptor, the sample

was mixed with 0.5 ll 50 SR adaptor (denatured, diluted 1:10), 0.5 ll
10× ligation reaction buffer, and 1.24 ll ligation enzyme mix and

incubated for 60 min at 25°C. cDNA synthesis was carried out by the

addition of 4 ll first strand synthesis reaction buffer, 0.5 ll murine

RNase inhibitor, and 0.5 ll Protoscript reverse transcriptase and

incubation at 50°C for 60 min. The reverse transcription activity was

inhibited by a 15-min incubation at 70°C. The cDNA was amplified

by PCR by mixing 10 ll cDNA sample with 25 ll 2× LongAmp Taq

PCR master mix, 1.25 ll SR primer and 17.5 ll nuclease-free water

in a thermal cycler with the following program: 30 s at 94°C, 18

rounds of (15 s at 94°C, 30 s at 62°C, and 15 s at 70°C). The PCRs

were purified on columns (QIAGEN), eluted in 10 ll sterile water,

and loaded on 6% polyacrylamide gels with 7 M urea together with a

50 bp DNA size marker (ThermoScientific). Gels were stained with

SYBRGold (Life Technologies), and fragments between 140 and

250 bp were excised from the gels. Elution of DNA fragments was

performed in 500 ll DNA elution buffer (NEB) at 16°C overnight in a

thermomixer at 1,000 rpm followed by EtOH precipitation. Pellets

were resuspended in 10 ll sterile water. About 2 ll gel-purified DNA

was mixed with 25 ll 2× LongAmp Taq PCR master mix, 2 ll each
of primer JVO-11007 and JVO-11008 (10 lM), and 19 ll sterile water

and amplified using the following program: 30 s at 94°C, 6 rounds of

(15 s at 94°C, 30 s at 60°C, and 15 s at 65°C). PCRs were purified on

columns (QIAGEN) and eluted in 15 ll sterile water.

Sequencing

High-throughput sequencing was performed at vertis Biotechnologie

AG, Freising, Germany. Twelve cDNA libraries were pooled on an

Illumina NextSeq 500 mid-output flow cell and sequenced in paired-

end mode (2 × 75 cycles). Raw sequencing reads in FASTQ format

and coverage files normalized by DESeq2 size factors are available

via Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.

gov/geo) under accession number GSE74425.

Processing of sequence reads and mapping

To assure high sequence quality, read 1 (R1) and read 2 (R2) files

containing the Illumina paired-end reads in FASTQ format were

trimmed independently from each other with a Phred score cutoff of

20 by the program fastq_quality_trimmer from FASTX toolkit

version 0.0.13. In the same step, after quality trimming NEB, R1 and

R2 30-adapters (R1: AGATCGGAAGAGCACACGTCTGAACTCCAGTC

AC, R2: GATCGTCGGACTGTAGAACTCTGAACGTGTAGATCTCGGT

GGTCGCCGTATCATT) were trimmed using Cutadapt version 1.7.1

(Martin, 2011) and reads without any remaining bases were

discarded. Afterward, reads without a mate in the complementary

read file were excluded using cmpfastq (http://compbio.

brc.iop.kcl.ac.uk/software/cmpfastq.php). In order to remove puta-

tive PCR duplicates, paired-end reads were collapsed using FastUniq

(Xu et al, 2012). Subsequently, a size filtering step was applied in

which read pairs with at least one read shorter than 12 nt or longer

than 25 nt were eliminated. The collections of remaining reads were

mapped to the Salmonella Typhimurium SL1344 chromosome

(NCBI Acc.-No: NC_016810.1) and plasmid (NCBI Acc.-No:

NC_017718.1, NC_017719.1, NC_017720.1) reference sequences

using the RNA-seq pipeline READemption version 0.3.5 (Förstner

et al, 2014) and segemehl version 0.2.0 (Hoffmann et al, 2014) with

an accuracy cutoff of 80%. From the results, only reads mapping

uniquely to one genomic position were considered for all subse-

quent analysis. Pearson correlations between all libraries were

calculated on nucleotide read coverage (Appendix Fig S5).

Coverage plots representing the numbers of mapped reads per nt

were generated for each replicon and strand to facilitate data visual-

ization in a genome browser. Each resulting cDNA coverage graph

was normalized using the DESeq2 (Love et al, 2014) size factors

calculated during peak calling.

For all analyses related to annotated genomic features such as

CDSs, tRNAs, and rRNAs, gene annotations from NCBI were used.

We defined ad hoc transcriptional units (TUs) based on NCBI CDS

annotations, transcription start site (TSS) annotations from Kröger

et al (2013) and Rho-independent terminator predictions by RNIE

(Gardner et al, 2011). Briefly, TUs were defined as starting on

annotated primary TSSes and ending either with a predicted Rho-

independent terminator or in the presence of an intergenic gap

greater than 500 nt on the coding strand. In the absence of an

upstream TSS, an arbitrary 100 nt 50UTR was added upstream of the

first CDS in the TU, and similarly in the absence of a terminator, an

arbitrary 100 nt 30UTR was added. In the event of a predicted

primary TSS within an intergenic gap of less than 500 nt on the

coding strand, the TU was ended 100 nt downstream of the preced-

ing CDS, or at the end of the preceding CDS if the predicted primary

TSS was less than 100 nt downstream. We defined 50UTRs as the
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regions from the start of each predicted TU to the position upstream

of the first CDS in the TU and 30UTRs as the regions from one nt

downstream of the last CDS in the TU to the end of the TU. sRNA

annotations are based on Perkins et al (2009), Chinni et al (2010),

Kröger et al (2013), and KU Förstner and J Vogel (unpublished data).

Peak calling

Peak calling was performed as a two-step process. In the first step,

we defined peak regions using the blockbuster algorithm for defin-

ing discrete blocks of overlapping reads (Langenberger et al, 2009)

across all crosslinked libraries for each RNA-binding protein

investigated. Mapped and collapsed reads were filtered to only

contain properly paired reads. The resulting BAM files were

converted to BED format using BEDTools (v2.17.0) (Quinlan &

Hall, 2010). These BED files were concatenated for all crosslinked

libraries. Subsequently, each read pair in the concatenated BED file

was merged into a single unit representing the sequenced RNA

fragment. Only fragments ≤ 25 nt and ≥ 12 nt were retained for

further analysis. The resulting BED file was reformatted to satisfy

the blockbuster input specifications. Blockbuster uses a greedy

approach based on a Gaussian smoothing of read profiles to iden-

tify clusters of overlapping read blocks. For this procedure, we

required blocks to contain at least 10 reads (i.e., the minBlock-

Height option was set to 10) and clusters had to be separated by at

least one base (i.e., the distance parameter was set to 1). This

procedure resulted in a large set of clusters consisting of overlap-

ping blocks of reads. We then iteratively decomposed each cluster

of overlapping blocks into peaks, taking into consideration the local

frequency of read counts within the cluster. We first selected the

block with the highest read count from the cluster under considera-

tion. All blocks that overlapped with this block were removed from

the cluster, and a peak was defined using these overlapping blocks.

This procedure, of selecting the next largest block, was repeated in

the reduced cluster until no more blocks were left that contained

greater than 1% of the total cluster read count (see Appendix

Supplementary Methods for a formalized description of this

procedure).

In the second step of our peak calling analysis, we applied

DESeq2 (v1.2.10) (Love et al, 2014) to test each peak for a repro-

ducible relative read count enrichment in triplicate crosslinked

libraries compared to non-crosslinked controls. Reads per peak were

counted using HTSeq-count (v 0.6.1p1) (Anders et al, 2015) for all

libraries with the mode option set to “union”, the order option set

to “name” and the stranded option set to “yes”. DESeq2 was then

run with default options in R. We considered peaks genuine if they

had a normalized average expression of ≥ 10 in the crosslinked

libraries and a statistically significant enrichment in crosslinked

libraries compared to non-crosslinked controls, defined as a false

discovery rate (FDR) corrected P-value of 0.1 or less.

CopraRNA–Hfq peaks overlap

CopraRNA (Wright et al, 2013, 2014) target predictions were

performed for all sRNAs from the benchmark dataset of (Wright

et al, 2013) that had an associated Hfq peak in our data (that is,

all except RyhB). Two hundred nucleotides upstream and 100

nucleotides downstream of annotated start codons were specified

as potential target regions. The top 20 CopraRNA predictions for

each sRNA candidate were subsequently intersected with mRNA

candidates that show an Hfq peak in our data. To test for enrich-

ment of known targets in the intersected lists, the number of

known targets in the unfiltered top 20 CopraRNA predictions and

the number of known targets in the lists resulting from the inter-

section were compared. The benchmark dataset (Wright et al,

2013) was considered as a reference for verified targets and was

extended with the interactions between Spot42-glpF (Beisel et al,

2012), OxyS-cspC (Tjaden et al, 2006), and RybB-STM1530

(Wright, 2012). The unfiltered list of top 20 predictions for 17 indi-

vidual target predictions contains 51 verified targets in a total list

of length 340. The filtered list has a length of 48 and contains 19

verified targets. The interaction between Spot42–mglB discovered

in this study was not used for enrichment analysis. A one-sided

Fisher’s exact test was employed to test for enrichment of known

targets in the filtered list relative to the unfiltered list. The test

was performed in R statistics using the Fisher’s exact test function

with the “alternative” parameter set to “greater”. For this, we

considered that 19 candidates are Hfq bound and verified, 29

candidates are Hfq bound and not verified, 32 candidates are not

Hfq bound and verified and 260 candidates are not Hfq bound and

not verified. Based on these numbers, the test matrix is given as

matrix(c(19,32,29,260), nrow = 2, ncol = 2) in R notation. For the

sake of simplicity, we considered targets verified in E. coli also to

be targets in Salmonella. Even though this may not hold true for

every single target, this is unlikely to change the principle findings

of this analysis.

Analysis of crosslink-specific mutations

For the detection of crosslinking-induced mutation sites from the

CLIP-seq data, only uniquely mapped, paired-end reads were

considered and used for mutation calling using samtools (v 0.1.19).

To reduce bias caused by sequencing errors, we required the

mutated sites to be present in both paired reads. A python script

adapted from the PIPE-CLIP package (Chen et al, 2014) was applied

to identify sites significantly enriched in mutations in each library.

The number of mutations at each position was modeled as the result

of a Bernoulli process with p equal to the observed mutation rate

across all positions. Positions were counted as significantly enriched

in mutations if the probability of a mutation count greater than or

equal to that observed at the position was less than 0.01 under the

implied binomial distribution. The final requirement for a site to be

considered enriched for crosslinking-induced mutations was that it

had to be present in at least two of the libraries from the crosslinked

samples and absent in all of the libraries from non-crosslinked

samples.

Global analysis of binding regions

The peak density was calculated by counting the number of peaks

along the specified annotation features, which included start codons

in single-cistron mRNAs and in the first cistron in multigene oper-

ons, stop codons in single-cistron mRNAs and in the last cistron in

operons, sRNAs, and predicted Rho-independent terminators. These

features were retrieved from the extended Salmonella Typhimurium

SL1344 annotation described above.
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Analysis of sequence and structure motifs

The sequences of peaks or sequences 10 nucleotides upstream and

downstream of crosslinking mutation sites were used for sequence

motif identification using MEME (Bailey et al, 2015) with one base

shift allowed while the remaining parameters were set at default

values. To verify the specificity of the peak motifs found in Hfq peaks

from 30UTRs or sRNAs, the following analysis was performed: for

each annotation feature with an Hfq peak, a sequence of the same

length as the Hfq peak mapping to that feature but randomly posi-

tioned within the feature was extracted. This procedure was repeated

ten times. The resulting sequences were used as input for MEME.

To search for the presence of a structural motif, CMfinder 0.2.1

(Yao et al, 2006) was run on sequences from peak regions extended

by additional 10 nt upstream and downstream, using default para-

meters except for allowing a minimum single stem loop candidate

length of 20 nt. The top-ranked motif incorporated 396 sequences

while the motif detected most frequently was found in 416 of the

467 sequences. Both motifs were visualized using R2R (Weinberg &

Breaker, 2011) and are depicted in Fig 6F.

Analysis of Hfq peaks in known sRNA–mRNA pairs

Distributions of Hfq peaks in sRNAs and mRNAs with validated

basepair interaction sites (Wright et al, 2013) were calculated and

visualized as a heat map using Excel. The interactions used were

restricted to those mRNAs where an Hfq peak was detected within

100 nt on either side of a validated sRNA interaction site.

Pathway analysis

Pathway information was retrieved from the KEGG database

(Kanehisa & Goto, 2000), the Salmonella SL1344 genome annotation

(Kröger et al, 2012), and a selection of regulons curated from litera-

ture sources. Pathway enrichment analysis was performed using

Fisher’s exact test, and P-values were corrected for multiple testing

using the Benjamini–Hochberg method.

Western blot

To analyze immunoprecipitated material in the CLIP experiments,

one-tenth of the magnetic beads from each sample was resuspended

in 10 ll protein loading buffer and heated 4 min at 95°C. The

magnetic beads were collected on a magnetic separator, and the

supernatant was loaded and separated on a 15% SDS–polyacryl-

amide gel followed by transfer of proteins to a nitrocellulose

membrane. To detect FLAG-tagged proteins, the membrane was

blocked in TBS-T with 5% milk powder, washed in TBS-T for

10 min, incubated for 1 h with anti-FLAG antibody (Sigma) diluted

1:1,000 dilution in TBS-T with 3% BSA, washed in TBS-T for 10 min,

incubated for 1 h with anti-mouse-HRP antibody (ThermoScientific)

diluted 1:10,000 dilution in TBS-T with 3% BSA, and finally washed

in TBS-T two times for 10 min before adding the ECL substrate and

taking captions with a CCD camera (ImageQuant, GE Healthcare).

To analyze the expression of GFP fusion proteins, bacterial

cultures were harvested at an OD600 of 1.0, and cell pellets were

boiled in protein loading buffer and separated on 12% SDS–

polyacrylamide gels. Proteins were transferred to PVDF membranes

and GFP signals were detected as described above but using an

anti-GFP antibody (Roche) followed by HRP-coupled anti-mouse

antibody (ThermoScientific).

qRT–PCR

Total RNA was extracted using hot phenol, and contaminating DNA

was removed by DNase I treatment. qRT–PCRs were carried out

using the RNA-to-Ct 1-step kit (ThermoFisher) with 50 ng of RNA

per reaction. Relative gene expression was calculated using the DDCt
method (Livak & Schmittgen, 2001) by normalization to the rfaH

mRNA.

Expanded View for this article is available online.
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mann, and R. Giegerich. Fast and effective

prediction of microRNA/target duplexes.

RNA, 10(10):1507–17, 2004.

[399] H. Gong, G.-P. Vu, Y. Bai, E. Chan, R. Wu,

E. Yang, F. Liu, and S. Lu. A Salmonella

small non-coding RNA facilitates bacterial

invasion and intracellular replication by

modulating the expression of virulence fac-

tors. PLoS Pathog, 7(9):e1002120, 2011.

[400] H. Tafer and I. L. Hofacker. RNAplex: a

fast tool for RNA-RNA interaction search.

Bioinformatics, 24(22):2657–63, 2008.

[401] D. A. Los and N. Murata. Membrane flu-

idity and its roles in the perception of envi-

ronmental signals. Biochim Biophys Acta,

1666(1-2):142–57, 2004.

[402] I. Konig, A. Zarrine-Afsar, M. Aznauryan,

A. Soranno, B. Wunderlich, F. Dingfelder,

Page 162 of 169



J. C. Stuber, A. Pluckthun, D. Nettels, and

B. Schuler. Single-molecule spectroscopy

of protein conformational dynamics in live

eukaryotic cells. Nat Methods, 12(8):773–

9, 2015.

[403] K. Kashefi and D. R. Lovley. Extending

the upper temperature limit for life. Sci-

ence, 301(5635):934, 2003.

[404] R. Backofen. Computational Prediction

of RNA-RNA Interactions. Methods Mol

Biol, 1097:417–35, 2014.

[405] S. H. Bernhart, H. Tafer, U. Muckstein,

C. Flamm, P. F. Stadler, and I. L. Hofacker.

Partition function and base pairing proba-

bilities of RNA heterodimers. Algorithms

Mol Biol, 1(1):3, 2006.

[406] R. M. Dirks, J. S. Bois, J. M. Schaeffer,

E. Winfree, and N. A. Pierce. Thermody-

namic analysis of interacting nucleic acid

strands. SIAM Review, 49(1):65–88, 2007.

[407] M. Andronescu, Z. C. Zhang, and A. Con-

don. Secondary structure prediction of

interacting RNA molecules. J Mol Biol,

345(5):987–1001, 2005.

[408] J. S. McCaskill. The equilibrium partition

function and base pair binding probabili-

ties for RNA secondary structure. Biopoly-

mers, 29(6-7):1105–19, 1990.

[409] S. Altuvia, A. Zhang, L. Argaman, A. Ti-

wari, and G. Storz. The Escherichia

coli OxyS regulatory RNA represses fhlA

translation by blocking ribosome binding.

EMBO J, 17(20):6069–75, 1998.

[410] L. Argaman and S. Altuvia. fhlA repres-

sion by OxyS RNA: kissing complex for-

mation at two sites results in a stable

antisense-target RNA complex. J Mol Biol,

300(5):1101–12, 2000.

[411] S. Boisset, T. Geissmann, E. Huntzinger,

P. Fechter, N. Bendridi, M. Possedko,

C. Chevalier, A. C. Helfer, Y. Benito,

A. Jacquier, C. Gaspin, F. Vandenesch, and

P. Romby. Staphylococcus aureus RNAIII

coordinately represses the synthesis of vir-

ulence factors and the transcription regula-

tor Rot by an antisense mechanism. Genes

Dev, 21(11):1353–66, 2007.

[412] C. Chevalier, S. Boisset, C. Romilly,

B. Masquida, P. Fechter, T. Geissmann,

F. Vandenesch, and P. Romby. Staphylo-

coccus aureus RNAIII binds to two distant

regions of coa mRNA to arrest translation

and promote mRNA degradation. PLoS

Pathog, 6(3):e1000809, 2010.

[413] U. Mückstein, H. Tafer, J. Hackermüller,

S. H. Bernhart, P. F. Stadler, and I. L. Ho-

facker. Thermodynamics of RNA-RNA

binding. Bioinformatics, 22(10):1177–82,

2006.

[414] J. Brennecke, A. Stark, R. B. Russell, and

S. M. Cohen. Principles of microRNA-

target recognition. PLoS Biol, 3(3):e85,

2005.

Page 163 of 169



[415] D. D. Pervouchine. IRIS: intermolecular

RNA interaction search. Genome Inform,

15(2):92–101, 2004.

[416] H. Chitsaz, R. Backofen, and S. C. Sahi-

nalp. biRNA: Fast RNA-RNA binding

sites prediction. In S. Salzberg and

T. Warnow, editors, Proc. of the 9th Work-

shop on Algorithms in Bioinformatics

(WABI), volume 5724 of Lecture Notes in

Computer Science, pages 25–36. Springer

Berlin / Heidelberg, 2009.

[417] A. Pain, A. Ott, H. Amine, T. Rochat,

P. Bouloc, and D. Gautheret. An assess-

ment of bacterial small RNA target predic-

tion programs. RNA Biol, 12(5):509–13,

2015.

[418] R. Guigo, E. T. Dermitzakis, P. Agarwal,

C. P. Ponting, G. Parra, A. Reymond, J. F.

Abril, E. Keibler, R. Lyle, C. Ucla, S. E.

Antonarakis, and M. R. Brent. Comparison

of mouse and human genomes followed

by experimental verification yields an esti-

mated 1,019 additional genes. Proc Natl

Acad Sci USA, 100(3):1140–5, 2003.

[419] S. Washietl and I. L. Hofacker. Identi-

fying structural noncoding RNAs using

RNAz. Curr Protoc Bioinformatics, Chap-

ter 12:Unit 12.7, 2007.

[420] A. R. Gruber, S. Findeiss, S. Washietl, I. L.

Hofacker, and P. F. Stadler. RNAZ 2.0: Im-

proved noncoding rna detection. In PSB10,

volume 15, pages 69–79, 2010.

[421] S. Washietl, S. Findeiss, S. A. Muller,

S. Kalkhof, M. von Bergen, I. L. Hofacker,

P. F. Stadler, and N. Goldman. RNAcode:

robust discrimination of coding and non-

coding regions in comparative sequence

data. RNA, 17(4):578–94, 2011.

[422] A. X. Li, M. Marz, J. Qin, and C. M.

Reidys. RNA-RNA interaction prediction

based on multiple sequence alignments.

Bioinformatics, 27(4):456–63, 2011.

[423] S. E. Seemann, A. S. Richter, T. Gesell,

R. Backofen, and J. Gorodkin. PETco-

fold: predicting conserved interactions

and structures of two multiple align-

ments of RNA sequences. Bioinformatics,

27(2):211–219, 2011.

[424] E. Duchaud, C. Rusniok, L. Frangeul,

C. Buchrieser, A. Givaudan, S. Taourit,

S. Bocs, C. Boursaux-Eude, M. Chan-

dler, J.-F. Charles, E. Dassa, R. Derose,

S. Derzelle, G. Freyssinet, S. Gaudriault,

C. Medigue, A. Lanois, K. Powell, P. Sigu-

ier, R. Vincent, V. Wingate, M. Zouine,

P. Glaser, N. Boemare, A. Danchin, and

F. Kunst. The genome sequence of the en-

tomopathogenic bacterium Photorhabdus

luminescens. Nat Biotechnol, 21(11):1307–

13, 2003.

[425] H. C. Tekedar, A. Karsi, M. L. Williams,

S. Vamenta, M. M. Banes, M. Duke, B. E.

Scheffler, and M. L. Lawrence. Complete

Genome Sequence of Channel Catfish Gas-

trointestinal Septicemia Isolate Edward-

Page 164 of 169



siella tarda C07-087. Genome Announc,

1(6), 2013.

[426] R Core Team. R: A Language and Environ-

ment for Statistical Computing. R Foun-

dation for Statistical Computing, Vienna,

Austria, 2013.

[427] R. A. Fisher. Statistical methods for re-

search workers. Genesis Publishing Pvt

Ltd, 1925.

[428] J. Hartung. A note on combining depen-

dent tests of significance. Biometrical

Journal, 41(7):849–855, 1999.

[429] C. Guan, C. Ye, X. Yang, and J. Gao. A

review of current large-scale mouse knock-

out efforts. Genesis, 48(2):73–85, 2010.

[430] G. Prelich. Gene overexpression: uses,

mechanisms, and interpretation. Genetics,

190(3):841–54, 2012.

[431] C. Soneson and M. Delorenzi. A compari-

son of methods for differential expression

analysis of RNA-seq data. BMC Bioinfor-

matics, 14:91, 2013.

[432] F. Rapaport, R. Khanin, Y. Liang, M. Pirun,

A. Krek, P. Zumbo, C. E. Mason, N. D.

Socci, and D. Betel. Comprehensive eval-

uation of differential gene expression anal-

ysis methods for RNA-seq data. Genome

Biol, 14(9):R95, 2013.

[433] H. Li and R. Durbin. Fast and accu-

rate short read alignment with Burrows-

Wheeler transform. Bioinformatics,

25(14):1754–60, 2009.

[434] S. Hoffmann, C. Otto, S. Kurtz, C. M.

Sharma, P. Khaitovich, J. Vogel, P. F.

Stadler, and J. Hackermuller. Fast map-

ping of short sequences with mismatches,

insertions and deletions using index struc-

tures. PLoS Comput Biol, 5(9):e1000502,

2009.

[435] B. Langmead and S. L. Salzberg. Fast

gapped-read alignment with Bowtie 2. Nat

Methods, 9(4):357–9, 2012.

[436] A. Dobin, C. A. Davis, F. Schlesinger,

J. Drenkow, C. Zaleski, S. Jha, P. Batut,

M. Chaisson, and T. R. Gingeras. STAR:

ultrafast universal RNA-seq aligner. Bioin-

formatics, 29(1):15–21, 2013.

[437] M. Lawrence, W. Huber, H. Pages,

P. Aboyoun, M. Carlson, R. Gentleman,

M. T. Morgan, and V. J. Carey. Software

for computing and annotating genomic

ranges. PLoS Comput Biol, 9(8):e1003118,

2013.

[438] S. Anders, P. T. Pyl, and W. Huber. HTSeq-

a Python framework to work with high-

throughput sequencing data. Bioinformat-

ics, 31(2):166–9, 2015.

[439] Y. Liao, G. K. Smyth, and W. Shi. feature-

counts: an efficient general purpose pro-

gram for assigning sequence reads to ge-

nomic features. Bioinformatics, 30(7):923–

30, 2014.

[440] M.-A. Dillies, A. Rau, J. Aubert,

C. Hennequet-Antier, M. Jeanmougin,

Page 165 of 169



N. Servant, C. Keime, G. Marot, D. Cas-

tel, J. Estelle, G. Guernec, B. Jagla,

L. Jouneau, D. Laloe, C. Le Gall, B. Scha-

effer, S. Le Crom, M. Guedj, and F. Jaf-

frezic. A comprehensive evaluation of

normalization methods for Illumina high-

throughput RNA sequencing data analysis.

Brief Bioinform, 14(6):671–83, 2013.

[441] C. Trapnell, B. A. Williams, G. Pertea,

A. Mortazavi, G. Kwan, M. J. van Baren,

S. L. Salzberg, B. J. Wold, and L. Pachter.

Transcript assembly and quantification by

RNA-Seq reveals unannotated transcripts

and isoform switching during cell differ-

entiation. Nat Biotechnol, 28(5):511–5,

2010.

[442] S. Anders and W. Huber. Differential ex-

pression analysis for sequence count data.

Genome Biol, 11(10):R106, 2010.

[443] M. I. Love, W. Huber, and S. Anders. Mod-

erated estimation of fold change and dis-

persion for RNA-seq data with DESeq2.

Genome Biol, 15(12):550, 2014.

[444] M. D. Robinson and A. Oshlack. A scal-

ing normalization method for differen-

tial expression analysis of RNA-seq data.

Genome Biol, 11(3):R25, 2010.

[445] J. C. Marioni, C. E. Mason, S. M. Mane,

M. Stephens, and Y. Gilad. RNA-seq:

an assessment of technical reproducibil-

ity and comparison with gene expression

arrays. Genome Res, 18(9):1509–17, 2008.

[446] J. H. Malone and B. Oliver. Microarrays,

deep sequencing and the true measure of

the transcriptome. BMC Biol, 9:34, 2011.

[447] M. A. Harris, J. Clark, A. Ireland, J. Lo-

max, M. Ashburner, R. Foulger, K. Eil-

beck, S. Lewis, B. Marshall, C. Mungall,

J. Richter, G. M. Rubin, J. A. Blake,

C. Bult, M. Dolan, H. Drabkin, J. T.

Eppig, D. P. Hill, L. Ni, M. Ringwald,

R. Balakrishnan, J. M. Cherry, K. R.

Christie, M. C. Costanzo, S. S. Dwight,

S. Engel, D. G. Fisk, J. E. Hirschman,

E. L. Hong, R. S. Nash, A. Sethuraman,

C. L. Theesfeld, D. Botstein, K. Dolinski,

B. Feierbach, T. Berardini, S. Mundodi,

S. Y. Rhee, R. Apweiler, D. Barrell, E. Ca-

mon, E. Dimmer, V. Lee, R. Chisholm,

P. Gaudet, W. Kibbe, R. Kishore, E. M.

Schwarz, P. Sternberg, M. Gwinn, L. Han-

nick, J. Wortman, M. Berriman, V. Wood,

N. de la Cruz, P. Tonellato, P. Jaiswal,

T. Seigfried, and R. White. The Gene On-

tology (GO) database and informatics re-

source. Nucleic Acids Res, 32 Database

issue:D258–61, 2004.

[448] H. Ogata, S. Goto, K. Sato, W. Fujibuchi,

H. Bono, and M. Kanehisa. KEGG: Ky-

oto Encyclopedia of Genes and Genomes.

Nucleic Acids Res, 27(1):29–34, 1999.

[449] D. W. Huang, B. T. Sherman, and R. A.

Lempicki. Bioinformatics enrichment

tools: paths toward the comprehensive

functional analysis of large gene lists. Nu-

cleic Acids Res, 37(1):1–13, 2009.

Page 166 of 169



[450] V. K. Mootha, C. M. Lindgren, K.-F. Eriks-

son, A. Subramanian, S. Sihag, J. Lehar,

P. Puigserver, E. Carlsson, M. Ridder-

strale, E. Laurila, N. Houstis, M. J. Daly,

N. Patterson, J. P. Mesirov, T. R. Golub,

P. Tamayo, B. Spiegelman, E. S. Lander,

J. N. Hirschhorn, D. Altshuler, and L. C.

Groop. PGC-1alpha-responsive genes in-

volved in oxidative phosphorylation are

coordinately downregulated in human dia-

betes. Nat Genet, 34(3):267–73, 2003.

[451] X. Jiao, B. T. Sherman, D. W. Huang,

R. Stephens, M. W. Baseler, H. C. Lane,

and R. A. Lempicki. DAVID-WS: a state-

ful web service to facilitate gene/protein

list analysis. Bioinformatics, 28(13):1805–

6, 2012.

[452] D. W. Huang, B. T. Sherman, and R. A.

Lempicki. Systematic and integrative anal-

ysis of large gene lists using DAVID bioin-

formatics resources. Nat Protoc, 4(1):44–

57, 2009.

[453] C. K. Stover, X. Q. Pham, A. L. Er-

win, S. D. Mizoguchi, P. Warrener, M. J.

Hickey, F. S. Brinkman, W. O. Hufna-

gle, D. J. Kowalik, M. Lagrou, R. L. Gar-

ber, L. Goltry, E. Tolentino, S. Westbrock-

Wadman, Y. Yuan, L. L. Brody, S. N.

Coulter, K. R. Folger, A. Kas, K. Larbig,

R. Lim, K. Smith, D. Spencer, G. K. Wong,

Z. Wu, I. T. Paulsen, J. Reizer, M. H. Saier,

R. E. Hancock, S. Lory, and M. V. Ol-

son. Complete genome sequence of Pseu-

domonas aeruginosa PAO1, an opportunis-

tic pathogen. Nature, 406(6799):959–64,

2000.

[454] D. Martin, C. Brun, E. Remy, P. Mouren,

D. Thieffry, and B. Jacq. GOTool-

Box: functional analysis of gene datasets

based on Gene Ontology. Genome Biol,

5(12):R101, 2004.

[455] D. W. Huang, B. T. Sherman, Q. Tan,

J. R. Collins, W. G. Alvord, J. Roayaei,

R. Stephens, M. W. Baseler, H. C. Lane,

and R. A. Lempicki. The DAVID Gene

Functional Classification Tool: a novel bi-

ological module-centric algorithm to func-

tionally analyze large gene lists. Genome

Biol, 8(9):R183, 2007.

[456] A. Subramanian, P. Tamayo, V. K. Mootha,

S. Mukherjee, B. L. Ebert, M. A. Gillette,

A. Paulovich, S. L. Pomeroy, T. R. Golub,

E. S. Lander, and J. P. Mesirov. Gene set

enrichment analysis: a knowledge-based

approach for interpreting genome-wide ex-

pression profiles. Proc Natl Acad Sci USA,

102(43):15545–50, 2005.

[457] A. S. Richter and R. Backofen. Accessibil-

ity and conservation: General features of

bacterial small RNA-mRNA interactions?

RNA Biol, 9(7):954–65, 2012.

[458] F. Eggenhofer, H. Tafer, P. F. Stadler,

and I. L. Hofacker. RNApredator: fast

accessibility-based prediction of sRNA tar-

gets. Nucleic Acids Res, 39(Web Server

issue):W149–54, 2011.

Page 167 of 169



[459] S. Durand, F. Braun, E. Lioliou,

C. Romilly, A.-C. Helfer, L. Kuhn,

N. Quittot, P. Nicolas, P. Romby, and

C. Condon. A nitric oxide regulated

small RNA controls expression of genes

involved in redox homeostasis in Bacillus

subtilis. PLoS Genet, 11(2):e1004957,

2015.

[460] S. Khandige, T. Kronborg, B. E. Uhlin,

and J. Moller-Jensen. sRNA-Mediated

Regulation of P-Fimbriae Phase Variation

in Uropathogenic Escherichia coli. PLoS

Pathog, 11(8):e1005109, 2015.

[461] K. Baumgardt, K. Smidova, H. Rahn,

G. Lochnit, M. Robledo, and

E. Evguenieva-Hackenberg. The

stress-related, rhizobial small RNA RcsR1

destabilizes the autoinducer synthase

encoding mRNA sinI in Sinorhizobium

meliloti. RNA Biol, 13(5):486–99, 2016.

[462] P. Lu, Y. Wang, Y. Zhang, Y. Hu, K. M.

Thompson, and S. Chen. RpoS-dependent

sRNA RgsA regulates Fis and AcpP in

Pseudomonas aeruginosa. Mol Microbiol,

2016.

[463] D. Balasubramanian, P. T. Ragunathan,

J. Fei, and C. K. Vanderpool. A prophage-

encoded small RNA controls metabolism

and cell division in Escherichia coli. mSys-

tems, 1(1), 2016.

[464] J. Chen and S. Gottesman. Spot 42 sRNA

regulates arabinose-inducible araBAD pro-

moter activity by repressing synthesis of

the high-affinity low-capacity arabinose

transporter. J Bacteriol, 2016.

[465] L. Attaiech, A. Boughammoura,

C. Brochier-Armanet, O. Allatif,

F. Peillard-Fiorente, R. A. Edwards,

A. R. Omar, A. M. MacMillan, M. Glover,

and X. Charpentier. Silencing of natural

transformation by an RNA chaperone and

a multitarget small RNA. Proc Natl Acad

Sci USA, 2016.

[466] A. Smirnov, K. U. Forstner, E. Holmqvist,

A. Otto, R. Gunster, D. Becher, R. Rein-

hardt, and J. Vogel. Grad-seq guides the

discovery of ProQ as a major small RNA-

binding protein. Proc Natl Acad Sci USA,

2016.

[467] A. Helwak, G. Kudla, T. Dudnakova, and

D. Tollervey. Mapping the human miRNA

interactome by CLASH reveals frequent

noncanonical binding. Cell, 153(3):654–

65, 2013.

[468] E. Sharma, T. Sterne-Weiler, D. O’Hanlon,

and B. J. Blencowe. Global Mapping of

Human RNA-RNA Interactions. Mol Cell,

62(4):618–26, 2016.

[469] S. A. Waters, S. P. McAteer, G. Kudla,

I. Pang, N. P. Deshpande, T. G. Amos,

K. W. Leong, M. R. Wilkins, R. Strugnell,

D. L. Gally, D. Tollervey, and J. J. Tree.

Small RNA interactome of pathogenic

E. coli revealed through crosslinking of

RNase E. EMBO J, 2016.

Page 168 of 169



10 Acknowledgments

I dedicate this thesis to Freiburg im Breisgau. To me Freiburg is a town of beauty, joy, knowledge,

a home for the last ten years and most importantly the place where I met my best friends Jonas

Krisch, Raphael Winkler and Dr. Matthias Kopf.

I am extremely grateful to my principle doctoral advisor Prof. Dr. Rolf Backofen for giving me the

opportunity to undertake this course of study under his supervision. Working in his group not only

allowed me to be involved in many interesting and challenging scientific projects but also allowed

me to develop as a young scientist, thank you Rolf.

I would like to thank my family and especially my parents Dr. Gabriele M. König and Dr. Anthony

D. Wright for their support and continued help. I am happy to be able to say that you are not only

my parents but also two of my best friends.

Special thanks are owed to Dr. Jens Georg for his invaluable collaborations on all scientific matters

as well as for his willingness to share his ideas with me.

Furthermore, I would like to acknowledge Prof. Dr. Rolf Backofen, Prof. Dr. Wolfgang R. Hess,

Prof. Dr. Franz Narberhaus, Prof. Dr. Anke Becker, Prof. Dr. Jörg Vogel, Prof. Dr. Kai Papenfort,
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